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Abstract

People often switch languages in conversations
or written communication in order to commu-
nicate thoughts on social media platforms. The
languages in texts of this type, also known
as code-mixed texts, can be mixed at the sen-
tence, word, or even sub-word level. In this
paper, we address the problem of identifying
language at the word level in code-mixed texts
using a sequence of characters and word em-
bedding. We feed machine learning and deep
neural networks with a range of character-based
and word-based text features as input. The
data for this experiment was created by com-
bining YouTube video comments from code-
mixed Kannada and English (Kn-En) texts. The
texts were pre-processed, split into words, and
categorized as "Kannada", "English", "Mixed-
Language", "Name", "Location", and "Other".
The proposed techniques were able to learn
from these features and were able to effectively
identify the language of the words in the dataset.
The proposed CK-Keras model with pre-trained
Word2Vec embedding was our best-performing
system, as it outperformed other methods when
evaluated by the F1 scores.

1 Introduction

Language Identification (LI), the process of auto-
matically recognizing the language(s) present in
a given document, is a key component of several
text processing pipelines. The main task in LI is
text classification, which is the act of assigning text
to categories represented by a finite number of la-
bels. As social media facilitate rapid information
exchange and generate large amounts of text, deal-
ing with the many different languages in documents
obtained from social media users is one of the chal-
lenges in natural language processing (NLP). Code
mixing is the practice of using multiple languages
at once, changing the lexical and grammatical as-
pects of informal communication, especially on
social media. Social media users around the world

1

often combine multiple languages to express their
opinions online. NLP, a branch of artificial intel-
ligence, plays an important role in understanding
the language in which humans write and speak.
In some circumstances, it is very difficult to iden-
tify languages in texts collected from social me-
dia, but computational methods can be applied to
automatically recognize these languages. State-
of-the-art methods (Balouchzahi and Shashirekha,
2020) (Hosahalli Lakshmaiah et al., 2022) (Ojo
etal., 2021) in NLP tasks apply word embedding
and n-gram-based models at the character or word
level for different tasks, including LI.

There are several countries where different natu-
ral languages are spoken. Language diversity has
a great impact on people in marriage, sports, busi-
ness, medicine, and education. In India, officially
known as the Republic of India, citizens have the
ability to read, write, and speak various languages.
The country is one of the largest by population,
and citizens can communicate in a variety of lan-
guages including Kannada and English. Code mix-
ing, which is the practice of switching between two
or more languages, is widespread in multilingual
societies like India. People frequently communi-
cate in more than one language and not always
in the language in which they are addressed. The
multi-language texts of users in these multilingual
societies are often difficult to understand and ana-
lyze. With several understudied low-resource lan-
guages, the challenge of LI in code-mixed text is
far from being solved. With this motivation, our
task was to develop and evaluate models that can
correctly classify labels in code-mixed Kannada
and English texts.

Machine learning algorithms (Hosahalli Laksh-
maiah et al., 2022) (Sidorov et al., 2014) (Ojo et al.,
2020) (Kolesnikova and Gelbukh, 2010), as well
as deep learning algorithms (Balouchzahi et al.,
2021) (Hoang et al., 2022) (Tonja et al., 2022) (Ojo
et al., 2022), have been used in many sequence
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labeling tasks in NLP. To identify language at the
word level in Kannada-English code-mixed text, we
proposed two machine learning techniques submit-
ted to the "CoLI-Kanglish: Word-Level Language
Identification in Code-mixed Kannada-English
Texts" shared task (Balouchzahi et al., 2022),
namely CK-Multiplex and CK-Keras. The devel-
oped models were applied to the CoLI-Kenglish
dataset where the language of each word was de-
tected and classified into a specified category.

The next section highlights the background and
previous research on code mixing in social me-
dia texts. The dataset used to investigate the code
mixing between English and Kannada is then in-
troduced in Section 3. The methods applied to
recognize word-level languages are discussed in
Section 4. The language detection experimental
results are shown in Section 5, and the conclusions
and future work are presented in Section 6.

2 Background and Related Work

A number of machine learning and neural networks
have been used to tackle and improve various NLP
tasks, including the classification of code-mixed
languages. Code mixing, according to (Muysken
et al., 2000), refers to a situation in which words
and grammar from two or more distinct languages
are combined in a single sentence. In addition,
code mixing is used while speaking two different
languages at the same time. It suggests that all
lexical and grammatical components indicate the
act of switching languages, and that code mixing is
most common in informal settings and occurs when
the conversants use both languages concurrently.

(Shekhar et al., 2020) offered a method that was
applied to the Facebook, Twitter, and WhatsApp
dataset to identify the language of the text that
has been mixed with Hindi and English. Certain
sub-classes of the quantum LSTM network model
have been shown to be able to accurately learn and
predict language in a text on social media. The
obtained results pave the way for further use of
machine learning methods in quantum dynamics
without relying on the precise form of the Hamilto-
nian.

To identify the language of Twitter data, (Ansari
et al., 2021) conducted an extensive experiment us-
ing transfer learning and fine-tuning of BERT mod-
els. For language pre-training and word-level lan-
guage classification, the study uses a data set con-
sisting of code-mixed texts in Hindi, English, and

Urdu. The findings demonstrate that pre-trained
representations on code-mixed data perform better
than their monolingual counterparts.

(Yasir et al., 2021) addresses the issue of mixed-
script identification for a dataset that comprises
Roman Urdu, Hindi, Saraiki, Bengali and English.
RNN and word vectorization were used to train the
language identification model. Furthermore, nu-
merous model architectures were optimized, such
as long short-term memory (LSTM), bidirectional
LSTM, gated recurrent unit (GRU), and bidirec-
tional gated recurrent unit (BGRU), and experi-
mentation yielded a very good performance score.
The study also looked at multilingual challenges
including Roman words fused with English letters,
generative spellings, and phonetic typing.

For a code-mixed text in English-Bodo-
Assamese, (Kalita et al., 2021) was able to identify
the language of the text at the word level. Sev-
eral classification methods were applied to analyze
and predict the language of text collected from
Facebook. The n-gram and dictionary-based fea-
tures were used to train the models on the code-
mixed corpus and yielded different accuracies for
the word-level language detection task.

For word-level language detection in code-mixed
text, (Chittaranjan et al., 2014) developed a CRF-
based system. Their method can be replicated on
different languages since it takes advantage of lexi-
cal, contextual, character n-gram, and special char-
acter features. The experimental results show that
the CRF-based technique performs consistently
across language pairs when its performance is com-
pared to other datasets.

To identify language boundaries at the word
level, (Dutta, 2022) conducted a study using chat
message datasets in mixed English-Bengali and
English-Hindi languages. The author introduced a
code-mixing index to evaluate the level of mixing
in the corpora and evaluated the performance of the
system to multiple languages.

(Jhamtani et al., 2014) proposed several tech-
niques to learn the sequence of characters that are
frequently swapped for others in standard translit-
erations. The authors demonstrated how these algo-
rithms can do better than others in identifying Hindi
words that correlate with the transliterated words
supplied. Their distinctive experimental model for
word-level language identification considers the
language and part of speech of nearby words. The
experimental findings indicate that the proposed



model performs better in terms of accuracy than
the previous methods.

To help machine learning (ML) classifiers tackle
the issue of offensive language identification (OLI)
in code-mixed and multi-script texts, (Balouchzahi
et al.) proposed the use of relevant features of sylla-
bles and character n-grams. Three pairs of Dravid-
ian languages, Malayalam-English, Tamil-English,
and Kannada-English, were used to evaluate the
performance of the proposed models. Syllable and
character n-gram features performed well for code-
mixed and multi-script text analysis, as shown by
the results of ML classifiers.

(Mandal and Singh, 2018) developed a unique
architecture for code-mixed data language tagging
that uses multichannel neural networks that mix
CNN and LSTM for code-mixed data word level
language identification. This architecture incorpo-
rates context information. The multichannel neural
network performed well in the language identifica-
tion task when used with a Bi-LSTM-CRF context
capture module.

3 Dataset

The words in the CoLI-Kenglish dataset, provided
by the shared task organizers, were written in Kan-
nada, English, or a combination of the two lan-
guages and are classified into six main groups:
"Kannada", "English", "Mixed-language", "Name",
"Location", and "Other". The data was scraped
from Kannada YouTube video comments and pre-
processed according to (Hosahalli Lakshmaiah
et al., 2022). The unstructured texts with incom-
plete sentences and shortened words were code-
mixed between the two languages. Two native
Kannada speakers carefully tagged 19,432 unique
words extracted from more than 7,000 sentences
to create the CoLI-Kenglish dataset. Table 1 con-
tains a description of the data. The test dataset
includes words of unknown language. This single-
label classification only allows one language to be
assigned to each word, and the languages can be ei-
ther "Kannada" or "English" or "Mixed-language"
or "Name" or "Location" or "Other". Table 2 shows
the percentage of words in each category.

4 Methodology

In different text classification tasks, numerous algo-
rithms have been proposed and yielded promising
results. The models predicted the categories of the
words in the vocabulary based on the feature re-
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sponses received from the vector representation of
the text. Data cleansing, word segmentation, and
tokenization are typically the pre-processing steps
applied to the raw input text and used to train the
models. The text representation transmits the pre-
processed text in the form of N-gram (Cavnar et al.,
1994), Bag-Of-Words (BOW) (Zhang et al., 2010),
Term Frequency-Inverse Document Frequency (TF-
IDF) (Peng et al., 2014), and Word2Vec represen-
tations (Mikolov et al., 2013) that the models can
understand while minimizing information loss.

Word2Vec model (Mikolov et al., 2013) gen-
erates word vectors for semantic meanings using
local contexts. A word vector is a fixed-length real-
value vector that is used to represent any word in
the corpus. Word2Vec employs two critical models:
CBOW and Skip-gram. The first way entails guess-
ing the term that is being used on the assumption
that its context is understood. When the word in
use is known, the latter predicts the context. The
Word2Vec training approach helps the system learn
vector representations of words using the structure
of the neural network. The proposed techniques im-
plement systems based on well-researched method-
ologies such as character ngram and Word2Vec
embedding.

4.1 CK-Multiplex

The initial model used for the text classification
task by the CK-Multiplex is the Random For-
est Classifier (RFC). Subsequently, the multilayer
perceptron (MLP) classification model was used,
which has shown positive results in terms of perfor-
mance.

¢ Random Forest Classifier (RFC)

The random forest classifier is one of the su-
pervised learning algorithms that blends en-
semble learning techniques with the decision
tree architecture. It can manage large data
sets and can automatically balance data sets
when one class is more frequent than others.
RFC does not require feature scaling since it
employs a rule-based approach rather than dis-
tance calculation, and non-linear factors have
no impact on its performance. It is extremely
stable, robust to outliers, and has a lower noise
impact.

* Multi-Layer Perceptron (MLP)

The multi-layer perceptron (MLP) is a feed-
forward neural network that learns the associ-



Category Tag Description
Kannada kn Kannada words written in Roman script
English en Pure English words
Mixed-language kn-en Combination of Kannada and English words in Roman script
Name name Words that indicate name of person (including Indian names)
Location location Words that indicate locations
Other other Words not belonging to any of the above categories and
words of other languages
Table 1: Description of the CoLI-Kenglish dataset
Category Tag % of words Model Language Prec. Recall F1
Kannada kn 43.9% RFC en 0.80 0.84 0.82
English en 30.1% en-kn 0.85 0.56 0.68
Mixed-language kn-en 9.3% kn 0.71  0.93 0.81
Name name 4.8% location 1.00  0.07 0.12
Location location 0.7% name 0.73  0.23 0.35
Other other 11.2% other 0.65 0.20 0.31
MLP en 0.76  0.78 0.77
Table 2: Percentage of words per category en-kn 0.72  0.68 0.70
kn 0.78 0.79 0.79
ations between linear and non-linear data. It location 044 0.13 021
has one input layer with one node (or neuron) name 044036 0.39
for each input, one output layer with one node other 047 048 048
for each output, and any number of hidden Table 3: Performance scores for the CK-Multiplex

layers, each with any number of nodes. The
multi-layer perception uses sigmoid activation
functions at each node. What makes the MLP
model so potent is its ability to learn the rep-
resentation in the training data, as well as its
capacity to learn any mapping function and
being shown to be a universal approximation
method.

Character n-grams were used as a very effective
feature set in both the RFC and MLP models. Char-
acter n-grams can identify a word’s morphologi-
cal structure, in contrast to word n-grams, which
can only recognize a word and its potential neigh-
bors. Characters n-grams are much more effective
in spotting patterns than word n-grams when iden-
tifying language in text. The results of the ngram
model for each language category are obtained and
recorded in Table 3.

4.2 CK-Keras

The system architecture to distinguish Kannada
from English at word level is built on Long
Short-Term Memory (LSTM) neural network and
Word2Vec embedding. LSTM networks have been
at the cutting edge of sequence-to-sequence learn-

Model on the language categories

ing (Chang and Lin, 2014) (Adebanji et al., 2022).
Order dependency in sequence prediction tasks can
be learned with LSTM neural networks that also
contain internal states that can encode context in-
put. The LSTM network architecture can handle
text as a long word or character string and incorpo-
rates feedback loops to help keep information over
time. LSTM can encode internal text structures
such as word dependencies and is perfectly suited
for language identification. It is used for various
NLP tasks such as time series, machine translation,
and many others. Words were trained in the em-
bedding layer of the LSTM model with a sequence
length of 30 and a batch size of 64 in CK-Keras
and then transferred to the next level with the em-
bedding layer. The length of the sequence defines
the features of the dataset.

5 Results

After applying our language identification models
to the dataset, we were able to classify the words
in the test set according to the categories that the



Model Features W.A. Fl-score M.A. Fl-score Accuracy
RFC Character n-grams 0.71 0.51 0.74
MLP Character n-grams 0.71 0.54 0.72
LSTM Word2Vec embedding 0.72 0.56 0.77

Table 4: Comparison of the F1 and accuracy scores of the CK-Multiplex and CK-Keras Models (W.A. - Weighted

Average, M. A. - Macro Average)

models had learned from. The languages were iden-
tified using Random Forest Classifiers and Multi-
Layer Perceptron baseline models and the results
are encouraging. We also used LSTM’s deep learn-
ing model to learn a better feature from the text.
LSTMs were further trained using random initial-
ized word embeddings. The systems were evalu-
ated using accuracy, recall, and F1 scores, and the
results obtained are shown in Tables 3 and 4.

6 Conclusion and Future Works

In this study, a preliminary investigation was con-
ducted to determine the language used in code
mixing during interaction on social media. The
vocabulary and grammar of code-mixed texts are
often adapted from multiple languages, and new
structures are frequently developed based on the
language and usage habits of its users. We tackle
the problem of language identification at the word
level in code-mixed social media text containing
English and Kannada languages. We use a two-step
classification approach for the word-level language
identification task. The embedding of character,
sub-word, and word-level information can assist in
the learning of meaningful correlations in words
from many different languages. The LSTM re-
current neural network and Word2Vec embedding
approach achieved the highest F1 score among the
proposed models. In the future, we plan to use more
deep learning models and text from other languages.
In order to extract useful information from code-
mixed texts and make code-switching systems bet-
ter understand reviews, comments, inquiries, senti-
ments, etc., it is necessary to adequately detect and
process the language of these texts.
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