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Abstract

The recent advances in Artificial Intelligence
(AI) has made generation of questions from
natural language text possible, this approach
completely excludes human in the loop, while
generating the appropriate questions which im-
proves the students learning engagement. The
ever growing rate of educational content ren-
ders it increasingly difficult to manually gen-
erate sufficient practice or quiz questions to
accompany it. Reading comprehension can be
improved by asking the right questions. In this
work a transformer based question generation
model specifically made for autonomously pro-
ducing quiz questions from educational infor-
mation, such as ebooks is introduced. This
work proposes an contrastive training approach
for “Text-to-Text Transfer Transformer" (T5)
model where the model (T5-eQG) creates the
summarised text for the input document and
then automatically generates the questions. Our
model shows promising results over earlier
Neural Network based and rules based mod-
els for question generating task on benchmark
datasets and NCERT ebooks.

1 Introduction

Textbooks are a primary source of information for
students (Kumar and Chauhan, 2022). Besides this
students tends to study ebooks, lecture notes, and
MOOCs for further knowledge acquisition (Her-
rera et al., 2018; Kumar and Chauhan, 2020). With
these reading materials students can only partially
understand the material presented, and it does not
makes their learning effective (Ebersbach et al.,
2020). Asking questions about the reading content
and evaluate the answer is a intuitive way of pro-
moting learning (Xu et al., 2021; Ruan et al., 2019).
This motivates us to look into ways to generate
educational questions for ebook content to aid the
students learning.

It is difficult to define the specific process for
asking insightful educational questions about texts,

which entails doing more than just writing fluid,
natural-sounding texts. It is bit hard to generate rel-
evant educational questions on text (Horbach et al.,
2020). Typically, it involves gathering important
instructional facts and turning them into questions.
Few attempts have been made in the recent years
to complete this task by using statistical and Neu-
ral Network based algorithms to choose crucial
passages (Chen et al., 2019; Du et al., 2017) and
concepts and produce insightful questions (Dong
et al., 2019; Steuer et al., 2020). Education ques-
tion generation on text, however, has not received
much attention.

The proposed educational Question Genera-
tion (eQG) model presents a set of questions for
each chapter of the ebook. Teachers might use
these questions for self-study, before discussing
the subject in class, which would helps them
for deep knowledge transfer to the students (Ku-
mar and Chauhan, 2019; Xu et al., 2021). We
assess our methodology on QA dataset (HotPot
QA(Yang et al., 2018), FairytaleQA1) as well as
PRML (Bishop, 2006) and NCERT2 eBooks. Ta-
ble 1 presents sample results of our eQG model for
the input text (refer Figure 1). The learner can use
eQGs for self-assessment questions to gauge their
conceptual understanding.

The contributions of this work are two fold:

• Text summarizer: We fine-tune the Text-to-
Text transformer (T5) to extract the informa-
tive sentences that are most likely for educa-
tors to design questions for the original input.

• Contrastive training for T5-eQG: We fine-tune
the T5 transformer on positive and negative
training samples. A contrastive loss is added
between the positive and negative training fea-
ture pairs during the fine-tuning process. It

1https://github.com/uci-soe/FairytaleQAData
2https://ncert.nic.in/textbook.php
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helps in generating more complex questions
on input document.

2 Background

Natural language creation has primarily evolved
through statistical learning in recent years. To
create manuscripts that resemble human writing,
the models imitate linguistic conventions. In re-
cent years, the natural language processing com-
munities have shown a great deal of interest in the
question generation (QG) task(Wang et al., 2017;
Lyu et al., 2021), which creates a natural ques-
tion corresponding to the supplied text or answer
phase. The syntactic cues have been used in the
rule based model to create Questions (De Kuthy
et al., 2020). A back translation tool was paired
with a syntactic question generator to eliminate
grammatical errors and increase robustness(Dhole
and Manning, 2020). Declarative sentences were
transformed into natural questions by the emer-
gence of sequence-to-sequence models (Radford
et al., 2019). Applying pre-trained transformers
or various optimization objectives (Qi et al., 2020)
led to further advancements. Previous research has
explored the importance of QG model in teaching
learning process(Kurdi et al., 2020).

For QA and question generation, NarrativeQA
(Kočiský et al., 2018) aims to incorporate important
information from many places inside a paragraph.
Similar to this, the MS MARCO (Nguyen et al.,
2016) dataset combines many sources of responses
to search queries. The employment of a reinforce-
ment learning agent to align questions from vari-
ous documents is proposed as a contrastive strat-
egy, where supervised model is trained to produce
questions on a text (Cho et al., 2021). To achieve
good performance, questions with summaries and
reports were generated using a rule-based method-
ology (Lyu et al., 2021). The solutions discussed
above typically don’t take the educational com-
ponent into account and could not be effective in
the real world edu QG task. Our research focuses
on the generating question on e-book content, in
this work we use FairytaleQA dataset (Xu et al.,
2022). For each paragraph in FairytaleQA, experts
typically create a different style of question. We
propose that context is a key factor in determining
the kinds of questions that ought to be made while
reading e-books.

3 Methodology

Figure 2 depicts the overall architecture of our eQG
system, which consists of two modules: i) Text
summarizer ii) Question-generation(QG). We first
create summaries of type s with the input paragraph
d, and then generate the questions q on summarized
text. The generated questions are said to be rele-
vant if the question qi can be answered with the
paragraph di and this is formulated as maximizing
the conditional probability p(q|d):

q = argmax(p(q | d)) = argmax
L∏

i=1

p(wi | d, qi′)

(1)
where wi is the ith token of the generated ques-

tion q, and qi′ denotes the previous decoded tokens,
i.e., q1,. . ., qi-1.

T5 - Abstractive summarizer: In this work, we
examined the text summarizer and QG as a task
of text-to-text transformation. So, we first train
a T53 summarising model to produce the abstract
summary of the input text.

Edu Question Generation: Once the model
produce the abstract summary of the input text,
next step is to generate an educational question out
of it. We train a T5-QG model directly on top of
the summary using the annotated questions, since
T5-summary model already has knowledge on rich
informative text.

When the model is fine tuned with tiny dataset,
fine-tuning process with QA task loss is generally
insufficient to achieve satisfactory performance. To
address this issue, we generated the negative sam-
ples for each document di and fine-tune using both
the data samples.

Most of the existing QG model suffers from the
exposure bias problem. Therefore, we created a
negative sample and trained an end-to-end eQG
model by introducing contrastive loss function. We
trained two variants of T5_QG model. At first
we fine-tune the T5_QG model by minimizing
the cross-entropy loss. In the next step, model
is trained on augmented data (both ground truth
question and generated negative samples) with the
contrastive loss and cross-entropy loss

Tloss = Qtask +Qc_loss (2)

where T loss is the total loss, Qtask and Qc_loss are the
QG task loss and the contrastive loss, respectively,

3https://huggingface.co/docs/transformers/model_doc/t5
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Figure 1: The sample input text from PRML ebook (Section 1.2) by C.Bishop(Bishop, 2006)

Table 1: The generated questions using our eQG model (input text-PRML ebook).

Text: Refer Figure 1
Abstract summary: The Gaussian distribution It is convenient, however, to introduce here one
of the most important probability distributions for continuous variables ....
Generated top k questions using eQG model (k=3)
Q1 What is Gaussian distribution?
Q2 What is the most important probability distribution for continuous variables?
Q3 Where we use normal distribution?

Figure 2: Overall architecture of our eQG model.
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Qc_loss = ql∗D2
w+(1−ql)∗max(m−dw, 0)

2 (3)

where ql is the ground-truth labels from our
dataset, dw is the Euclidean distance and m is the
margin used for the contrastive loss function.

4 Experimental Results

In this work we trained T5 (Text-to-Text Transfer
Transformer) base model from hugging face trans-
formers3. An input sequence and a corresponding
target sequence are required for every training run
of T5. The model receives the input sequence via
input ids. The target sequence is provided to the
decoder using the decoder input ids after being
prepended by a start-sequence token and moved to
the right. The EOS token is subsequently attached
to the target sequence in teacher-forcing fashion,
which correlates to the labels. The start-sequence
token here is the PAD token.

Data set:We used FairytaleQA1 and HotpotQA
data, the FairytaleQA has 10,580 QA-pairs, which
were drawn from 278 different novels. The Hot-
potQA(Yang et al., 2018) has ≈100K QA pairings
on Wikipedia articles. For FairyQA we divide the
data into 8.5K/1K/1K, and for HotPot QA 84,512,
6K and 6K samples as train,validation and test data.

For fine tuning the T-53 model we used the
AdaFactor optimizer and a maximum sequence
length is set to 512, model is trained for 4 epochs.
We follow the grid-search approach for choos-
ing the best set of training parameters (learning-
rate:{{2,3,5}e-3,4}} and batch size: {8,16,32,64},
warm-up ratio: {0.1}). During the experiment, we
found that a mini-batch size of 32 (learning rate:
3e-3) produces acceptable results.

Table 1 and Table 2 highlight the generated
questions for text from PRML (Bishop, 2006) and
NCERT2 CCT ebook. The generated questions
makes the students learning more effective, and
assist them in improving their conceptual under-
standing ability.

We validated the quality of questions generated
on three experimental configuration. QG model
trained i)only on HotpotQA, (ii) only on Fairy-
taleQA, iii) on both FairytaleQA and HotpotQA.
The third setting shows a significant improvement
over the preceding setups, so this was chosen as our
final QG model for further comparison to the earlier
work. Results are shown in Table 3. We see that
the model optimised on FairytaleQA alone shows

significant improvement over the model trained on
both the dataset. This is due to the disparities in
domain and distribution between the two datasets.
The third settings shows a decent results during the
state-of-the-art model comparison.

Table 4 provides the comparison results of our
model with state-of-the-art models. Our model
achieves a comparable BLEU4, Rouge scores with
the cutting-edge QG model in HotpotQA without
using the answer information or any external lin-
guistic knowledge. This illustrates the effectiveness
of contrastive training of language model for the
QG task.

5 Conclusion and Future scope

The use of AI is constantly evolving in diverse
applications. This study investigates the poten-
tial advantages of a natural language processing
approach for education. This research presented
an education question generating (eQG) approach
that augments the ebook content with generated
edu-questions to provide students with an effective
learning platform. Through experiments, we as-
sessed the model’s performance on a question gen-
eration task both before and after contrastive train-
ing. We discovered that a contrastive trained model
can produce more pertinent questions on the input
text and can comprehend key concepts more effec-
tively. Experiments on QA dataset, PRML(Bishop,
2006) and NCERT 2 ebook shows that our model
succeeds to produces complex questions at scale.

The possible future direction could be

• Design a context-aware QG model, where the
generation of a new text is conditioned on
previous generations as well as the ebook con-
tents.

• Conduct a human evaluation to validate the
appropriateness of the generated questions on
ebook content.
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Table 2: The abstract summary and generated questions using our eQG model(top k questions) for the input text
NCERT2 CCT ebook.

Input Text:Use of innovative technologies like Silicon-On-Insulator (SOI),
Complementary Metal-Oxide-Semiconductor (CMOS), capacitor -less memory,
Micro-Optic-Electro-Mechanical-System (MOEMS) III-V compound
materials-on-insulator and others have improved the performance
and also reduced the size of consumer electronic devices...
Abstract summary: Innovative technologies such as Silicon-On-Insulator (SOI),
Complementary Metal-Oxide-Semiconductor (CMOS), capacitor-less memory,
Micro-Optic...
Generated Top k (k=3) questions
Q1 What are the benefits of using silicon-on-insulator (SOI)?
Q2 How is graphene expected to improve the processing speed of computers?

Q3
What is the advantage of using III-V compound materials-on-insulator in
consumer electronic devices?

Table 3: Comparison of our contrastive eQG models with various experimental settings.

QG model
Evaluation metric:Rouge-L
Validation_data Test_data

T5base_HotpotQA 0.423 0.441
T5base_FairytaleQA 0.512 0.526
T5base_HotpotQA_FairytaleQA 0.507 0.518

Table 4: The comparison results of our model with prior work for QG task on HotPot dataset.

QG model
Evaluation metrics
BLEU-1 BLEU-4 Meteor Rouge-L

RL_QG (Xie et al., 2020) 37.97 15.41 19.61 35.12
Deep_QG(Pan et al., 2020) 40.55 15.53 20.15 36.94
T5QG 40.96 17.54 19.21 42.36
Contrastive_T5QG 42.04 19.11 20.07 48.50
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