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Abstract

Story visualization aims to generate a sequence
of images to narrate each sentence in a multi-
sentence story, where the images should be re-
alistic and keep global consistency across dy-
namic scenes and characters. Current works
face the problem of semantic misalignment be-
cause of their fixed architecture and diversity
of input modalities. To address this problem,
we explore the semantic alignment between
text and image representations by learning to
match their semantic levels in the GAN-based
generative model. More specifically, we intro-
duce dynamic interactions according to learn-
ing to dynamically explore various semantic
depths and fuse the different-modal informa-
tion at a matched semantic level, which thus
relieves the text-image semantic misalignment
problem. Extensive experiments on different
datasets demonstrate the improvements of our
approach, neither using segmentation masks
nor auxiliary captioning networks, on image
quality and story consistency, compared with
state-of-the-art methods.

1 Introduction

Story visualization is a challenging task, which
aims to generate a sequence of story images given
a multi-sentence story, and further requires output
images to be consistent, e.g., having a consistent
background or character appearance. Regardless
of its difficulties, story visualization has the poten-
tial for many applications, including art creation,
computer-aided design, and image editing.

To address the challenges, current methods (Li
et al., 2019c; Song et al., 2020; Maharana et al.,
2021; Maharana and Bansal, 2021) adopt a fixed
StoryGAN-based (Li et al., 2019c) architecture,
where two GANs (Goodfellow et al., 2014) are
adopted, one for single-image quality, and one for
story consistency, without considering the semantic
alignment between different-modal text and image
features involved in the generation process.

So, one problem arising is that a fixed network
with the involvement of different-modal represen-
tations (e.g., text and image) may suffer from a
semantic misalignment problem. This is because
current methods usually adopt a fixed text encoder
and image encoder to extract corresponding fea-
tures, and then use these features directly in an also
fixed GAN-based network. However, text repre-
sentations can be a coarse sentence vector, fine-
grained word embeddings, or a structured knowl-
edge graph (Mahon et al., 2020), while Gatys et al.
(2016) and Johnson et al. (2016) have shown that
image features extracted from different layers of a
convolutional neural network (e.g., VGG) may con-
tain different-level semantic information. Based on
this, simply fusing cross-domain representations to-
gether using a fixed generative network may cause
a considerable adverse impact on the quality of
output images. For example, one of the main func-
tion of the discriminator in a conditional GAN is to
evaluate the semantic alignment between input text
and output image, and provide the corresponding
feedback to the generator, which encourages the
generator to generate text-semantic-matched im-
ages. However, to evaluate the semantic alignment,
the discriminator in current methods only simply
concatenates a coarse sentence vector and image
features at a small-scale (i.e., 4×4), extracted from
a given image using a series of convolutional lay-
ers, which may fail to fully match the semantics
between text and image features, and thus provide
a less precise training feedback to the generator.

To address this problem, we explore the semantic
alignment between text and image representations
by learning to match their semantic levels in the
GAN-based generative model. More specifically,
we introduce dynamic interactions according to
learning to dynamically explore various semantic
depths and fuse the different-modal information
at a matched semantic level. By doing this, the
network can learn to dynamically utilize various
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semantic level information from the given repre-
sentations, and also learn to selectively fuse them
together, which thus mitigates the semantic mis-
alignment problem across different modalities. So,
the main contributions are summarized as follows:
• We fully explore the semantic misalignment prob-
lem existing in current methods, and propose a
novel single-GAN based network, which improves
FID from 78.64 to 52.87, and FSD from 94.53 to
55.20 on Pororo-SV, and establishes a benchmark
FID of 74.12 and FSD of 20.07 on Abstract Scenes.
• We conduct extensive experiments and a thor-
ough analysis of aligning the semantics between
different-modal inputs to provide general modeling
insights into conditional GANs.

2 Related Work

Story visualization aims to generate a sequence
of consistent images corresponding to a multi-
sentence story. StoryGAN (Li et al., 2019c) in-
troduced a two-GAN-based generation network.
CP-CSV (Song et al., 2020), DUCO (Maharana
et al., 2021), and VLC (Maharana and Bansal,
2021) were built on StoryGAN, where CP-CSV
utilized character segmentation masks to improve
the performance, and DUCO and VLC adopted
auxiliary captioning networks to build a text-image-
text circle to ensure the consistency between the
input and output. Recently, Li and Lukasiewicz
(2022b) proposed to utilize fine-grained word in-
formation to build a concise single-GAN based
network, and Li et al. (2022a) proposed to combine
both clustering learning and contrastive learning
together to ensure better text and image representa-
tions in a joint space. However, all these methods
were based on a fixed network without considering
the semantic alignment between involved text and
image representations.

Text-to-image generation is closely related to
our work, which generates one image from one
given text description (Reed et al., 2016; Zhang
et al., 2018; Qiao et al., 2019; Hinz et al., 2019;
Tao et al., 2020; Zhu et al., 2019; Xu et al., 2018;
Li et al., 2019a,b, 2020; Zhang et al., 2021; Li
et al., 2022b). Differently, story visualization is
more challenging, as it further requires output story
images to be consistent.

3 Overview

Differently from current methods that adopt two
GANs, our network only has a single GAN, nei-

ther requiring additional segmentation masks nor
auxiliary networks for supervision, as we exper-
imentally find that a single-GAN-based network
can effectively produce high-quality story images
with a good consistency. We attribute this improve-
ment to the exploration of semantic alignment be-
tween different-modal representations, which en-
ables fine-grained training feedback from the dis-
criminator to the generator.

Given a story X with n story sentences, a text
encoder encodes each story sentence Si into a sen-
tence vector s ∈ RD with corresponding word
embeddings sword ∈ RD×L, where D is the feature
dimension, and L is the number of words in a sen-
tence. Then, we feed this n sentence vectors into
the generation pipeline using upsampling blocks
to produce story images at the required resolution.
Meanwhile, we further incorporate word embed-
dings into the generation pipeline, according to our
proposed dynamic interactions, allowing the gener-
ator to learn to choose semantically aligned inputs
from different semantic levels and modalities to
achieve a better generation. In the discriminator,
we also adopt the proposed dynamic interactions to
fuse both text and image features, enabling a better
evaluation on the text-image semantic alignment.
The complete architecture is shown in Fig. 1.

3.1 Exploration of Semantic Alignment

To ensure the semantic alignment between text and
image representations, we introduce dynamic inter-
actions via utilizing self-attention and cross-modal
attention, learning to dynamically explore various
semantic depths from these different-modal rep-
resentations, and also to fuse them together at a
matched semantic level, which thus mitigates the
text-image semantic misalignment problem.

3.1.1 Attention Mode
Two attention modes are adopted in our approach,
one is self-attention (Zhang et al., 2019) (SA), and
one is word-level spatial attention (Xu et al., 2018)
(WSA). To generalize both types of attention, we
set a as one input, and b as the other input, where
a denotes intermediate image features in the gener-
ator or discriminator, and b denotes word embed-
dings in WSA, or the same image features as a in
SA. So, the attention weights can be achieved via
β = Softmax(abT ). Then, we can get weighted
hidden features h via h = βb. Finally, we selec-
tively fuse the weighted hidden features into the
network using the proposed dynamic block (details
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Figure 1: Architecture of the proposed method (left) and dynamic block (right).

are shown in Section 3.1.2). Note that both types of
attention share the same attention weights, and SA
mainly focuses on capturing correlations between
long-range pixels within the same image (Li and
Lukasiewicz, 2022a), and WSA mainly focuses on
fusing cross-domain text information with interme-
diate image features in both the generator and the
discriminator at a matched semantic level.

3.1.2 Dynamic Block
Our proposed dynamic block is in Fig. 1, right.
Unlike current methods that only allow the inter-
action between different modal representations at
specific locations with fixed semantics, we propose
the dynamic block to learn to achieve a dynamic
interaction in an end-to-end manner. Our dynamic
block is based on a attention selector, which selec-
tively chooses an appropriate attention (i.e., SA or
WSA) to further explore semantic depth or fuse
these cross-domain pieces of information together.

To achieve the selection effect, we first get global
representations ā and b̄ of both a and b (see Sec-
tion 3.1.1) using average pooling. Then, the cor-
relation w between a and b can be obtained via
w = Sigmoid(āb̄), where w denotes the correla-
tion level between a and b. Then, Gumble-Softmax
reparameterization (Jang et al., 2016) is adopted to
choose a particular attention, based on the proba-
bility of each attention, e.g., the probability of SA
can be defined as:

p(SA) =
exp((log(w) + z)/τ)

exp((log(w) + z)/τ + exp((log(1− w) + z)/τ
,

(1)

where z= − log(−log(µ)) is sampled Gumble noi-
se, µ is drawn from the uniform distribution, and
τ is a hyperparameter. Similarly, p(WSA) is ob-
tained from p(SA) by replacing w with 1 − w in
the numerator. So, given a and b, our dynamic
block performs soft weighting in training and hard
selection at inference, denoted as:

hsoft = p(SA)hSA + p(WSA)hWSA (2)

hhard =

{
hSA, if p(SA) > p(WSA)
hWSA, if p(SA) ⩽ p(WSA),

(3)

where hSA denotes using self-attention to further
explore semantic depth, and hWSA denotes fusing
finer word information into the generation pipeline.

3.2 Objective Functions
The training follows the training procedure of
GANs, where the generator and discriminator are
trained alternatively by minimizing their losses.

4 Experiments

To evaluate the performance of our approach, we
compare it with StoryGAN (Li et al., 2019c), CP-
CSV (Song et al., 2020), DUCO (Maharana et al.,
2021), and VLC (Maharana and Bansal, 2021).

4.1 Implementation
We evaluated our approach at the resolution 64×64.
The text encoder is a bi-directional LSTM, pre-
trained to maximize the cosine similarity between
matched image and text features (Xu et al., 2018).
We selected the best checkpoints and tune hy-
perparameters by using the FID and FSD scores.
The network was trained for 120 epochs on both
Pororo-SV and Abstract Scenes. The Adam opti-
mizer (Kingma and Ba, 2014) was adopted with
learning rate 0.0002. We evaluated our approach
on a single Quadro RTX 6000 GPU.

4.2 Datasets
Pororo-SV is adopted to evaluate our approach,
which is built on PororoQA, a dataset for video
question answering (Kim et al., 2017). In Pororo-
SV, each story has five consecutive images with
corresponding text descriptions. There are 13, 000
story samples in the training set, and 2, 336 story
samples in the test set. Differently, we do not evalu-
ate our approach on CLEVR-SV (Li et al., 2019c),
as there are only 15 different words in the entire
CLEVR-SV dataset, which might fail to fully ex-
plore the multimodal network for the story visu-
alization task. We adopt Abstract Scenes (Zitnick
and Parikh, 2013) to further evaluate our approach.
Abstract Scenes was proposed for studying seman-
tic information, which contains over 1, 000 sets of
10 semantically similar scenes of children playing
outside. The scenes are composed of 58 clip-art
objects, and there are six sentences describing dif-
ferent aspects of a scene. In this dataset, we treat
scenes from the same set as a story, as they are all
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Table 1: Quantitative comparison between different methods on Pororo-SV and Abstract Scenes. For FID, FSD, and
the number of parameters, lower is better. For Cosine, higher is better.

Pororo-SV Abstract Scenes Number of Trainable Parameters

Method FID↓ FSD↓ Cosine↑ FID↓ FSD↓ Cosine↑ Generator↓ Discriminator↓
StoryGAN 78.64 94.53 0.22 135.16 55.80 3.59 47.0M 47.2M

CP-CSV 67.76 71.51 0.32 - - - 86.9M 70.9M

DUCO 95.17 171.70 0.08 142.34 49.16 3.95 53.2M 47.2M

VLC 94.30 122.07 0.21 - - - 54.5M 47.2M

Ours 52.87 55.20 4.61 74.12 20.07 7.28 25.1M 23.5M

created from the same seed scene, sharing similar
semantic information.

4.3 Evaluation Metrics

The Fréchet inception distance (FID) (Heusel et al.,
2017) and the Fréchet story distance (FSD) (Song
et al., 2020) are adopted as quantitative evalua-
tion metrics to evaluate the performance of our
approach. FID computes the Fréchet distance be-
tween the distribution of real images and the dis-
tribution of fake images. Differently from FID
focusing on single image, FSD is proposed for the
story visualization task, which takes the sequence
of images into account. FSD is built on the prin-
ciple of FID by using R(2 + 1) (Tran et al., 2018)
as backbone model, where R(2 + 1) has a flexible
sequence length and the strong ability to capture
temporal consistency.

However, as both FID and FSD cannot reflect
the semantic alignment between sentences and
story images, following (Li et al., 2022a; Li and
Lukasiewicz, 2022b), we compute the average co-
sine similarity (Cosine) between pairs of sentence
and synthetic image over the testing set, and further
scale the value by 100.

Besides, we show the number of parameters in
the generator and the discriminator for different
methods on Pororo-SV to compare the size of dif-
ferent networks.

4.4 Qualitative Evaluation

Figs. 2 and 3 show examples of a visual compar-
ison between our approach and the baselines on
Pororo-SV and Abstract Scenes, respectively. Our
approach generates realistic images with better re-
gional details, text-image alignment, and consis-
tency, for example, shown in Fig. 2, the characters
Pororo (i.e., penguin) and Crong (i.e., frog) have
a sharper shape with fine-grained regional details,
such as hats and glasses, and shown in Fig. 3, our
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Figure 2: Qualitative comparison on Pororo-SV.

approach generates a ball, aligned with the given
first sentence, while other methods fail to generate
the required ball object on the grass.

4.5 Quantitative Evaluation

Table 1 shows a quantitative comparison with the
following widely used metrics on Pororo-SV and
Abstract: FID (Heusel et al., 2017), FSD (Song
et al., 2020), and Cosine (Li et al., 2022a). From the
tables, we can observe that our approach achieves
better results against others. This illustrates that our
approach can generate images with finer quality,
achieve better image-text semantic alignment, and
keep higher consistency across story images.

We further compare the number of trainable pa-
rameters in different methods. As our method is
a single-GAN based network, compared to Story-
GAN, it reduces the size of the generator by about
46.59%, and of the discriminator by about 50.21%.
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Figure 3: Qualitative comparison on Abstract Scenes.

4.6 Component Analysis

Table 2 shows a component analysis to evaluate
the effectiveness of different components. Without
either attention in the dynamic block, the perfor-
mance of our model degrades, and the worst perfor-
mance is obtained when the model is without using
the entire dynamic block. This demonstrates that
(1) each attention mode is important in the dynamic
block, and (2) simply fusing different-modal repre-
sentations without considering their semantics fails
to comprehensively improve the performance.

Besides, we further consider the effectiveness of
the dynamic block in the generator and discrimi-
nator. The worse performance in “Ours w/o DB
in D” shows that the dynamic block plays a more
important role in the discriminator. We think this is
because the discriminator needs to provide training
feedback to the generator, in terms of image quality
and text-image alignment. If the discriminator fails
to match the semantics between text and image rep-
resentations, training feedback may be less precise,
which may hinder the generator to generate high-
quality story images. The degraded performance in
“Ours w/o DB in G” is because the generator cannot
effectively capture the correlation between text and
image representations, even though there is precise
and fine-grained training feedback provided by the
discriminator. This demonstrates the complemen-
tary effect between the adoption of the dynamic
block in both the generator and discriminator.

4.7 Human Evaluation

Similarly to (Li et al., 2022a), a human evaluation
on Pororo-SV is conducted based on three evalua-
tion criteria: (1) visual quality, (2) text-image se-

Table 2: Ablation study on Pororo-SV. “Ours w/o both
Attn” denotes without using both attention in the dy-
namic block (DB); “Ours w/ SA Only” denotes only
adopting the self-attention in DB; “Ours w/ WSA Only”
denotes only adopting the word-level spatial attention
in DB; and “w/o DB in G (or D)” denotes without using
DB in the generator (or discriminator).

Method FID FSD

Ours w/o both Attn 69.84 74.25
Ours w/ SA Only 63.87 70.96
Ours w/ WSA Only 60.96 65.82

Ours w/o DB in G 57.10 58.93
Ours w/o DB in D 61.81 60.49

Ours 52.87 55.20

Table 3: Human evaluation on Pororo-SV between VLC,
DUCO, and Ours based on three criteria.

Choice (%) Ours VLC DUCO

Visual Quality 80.33 12.00 7.67

Alignment 77.33 13.67 9.00

Consistency 82.00 9.67 8.33

mantic alignment, and (3) consistency across story
images. We asked workers to decide which sample
is the best, where each sample contains story im-
ages and corresponding sentences. 100 randomly
selected samples are assigned to three workers to
reduce the human variance. Workers prefer the
results that are generated by our approach.

5 Conclusion

In this paper, we explored the semantic misalign-
ment problem existing in current story visualization
methods, and further proposed dynamic interac-
tions via learning to dynamically explore various
semantic depths and fuse the different-modal infor-
mation at a matched semantic level. Experiments
demonstrate the superior performance of our pro-
posed single-GAN based approach, with a fewer
number of parameters, neither using segmentation
masks nor auxiliary captioning networks.
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Limitations

Our method may fail to generate high-quality re-
sults when a given multi-sentence story is com-
plex, e.g., it describes multiple characters (e.g.,
> 3) with various backgrounds. Currently, similarly
to current methods, our approach focuses more on
small-size story image generation, which means
that when the number of images in a story is larger
(e.g., > 15), our method may fail to ensure consis-
tency between different story images.

Ethical Considerations

The datasets that we use in this paper do not have
any personally identifiable information or offensive
content, as they are cartoon datasets for educational
purposes (Pororo-SV and Abstract Scenes).
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