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Abstract

High-resource languages, such as English,
have access to a plethora of datasets with var-
ious question-answer types resembling real-
world reading comprehension. However, there
is a severe lack of diverse and comprehen-
sive question-answering datasets in under-
resourced languages like Bangla. The ones
available are either translated versions of En-
glish datasets with a niche answer format or
created by human annotations focusing on a
specific domain, question type, or answer type.
To address these limitations, this paper intro-
duces BanglaRQA, a reading comprehension-
based Bangla question-answering dataset with
various question-answer types. BanglaRQA
consists of 3,000 context passages and 14,889
question-answer pairs created from those pas-
sages. The dataset comprises answerable and
unanswerable questions covering four unique
categories of questions and three types of an-
swers. In addition, this paper also imple-
mented four different Transformer models for
question-answering on the proposed dataset.
The best-performing model achieved an over-
all 62.42% EM and 78.11% F1 score. How-
ever, detailed analyses showed that the per-
formance varies across question-answer types,
leaving room for substantial improvement of
the model performance. Furthermore, we
demonstrated the effectiveness of BanglaRQA
as a training resource by showing strong re-
sults on the bn_squad dataset. Therefore,
BanglaRQA has the potential to contribute to
the advancement of future research by enhanc-
ing the capability of language models. The
dataset and codes are available at https://
github.com/sartajekram419/BanglaRQA

1 Introduction

Reading comprehension is the ability to process
the information gained from reading a context pas-
sage, comprehend the meaning of both the context

passage and the question asked, and then respond
based on the reader’s understanding and knowl-
edge of the topic (Liu, 2021). This process also in-
volves determining which questions cannot be an-
swered based on the context. Therefore, reading
comprehension is widely recognized as a crucial
test for evaluating humans’ and machines’ natural
language comprehension.

Reading comprehension-based question-
answering generally comprises three parts:
context, question, and answer. Each of them has
a wide range of types and formats. In the case of
the English language, a large number of distinct
datasets based on reading comprehension have
been developed in order to capture the diversity
of these components. For example, datasets in
English are accessible with a single document
as context (Rajpurkar et al., 2018), multiple
documents as context (Welbl et al., 2018), fill in
the blank type questions (Šuster and Daelemans,
2018), questions in natural language (Trischler
et al., 2017), single span-based replies (Rajpurkar
et al., 2018), answers in natural language (Nguyen
et al., 2016), and so forth.

Bangla is the world’s seventh most frequently
spoken language, as over 230 million people
speak it in Bangladesh and India (Karim et al.,
2021). Although Bangla is a rich and diverse
language, it is severely under-resourced for natu-
ral language processing. This is mostly attributed
to the scarcity of necessary resources, such as
labeled datasets, language models, and effective
machine learning (ML) techniques for a variety
of different NLP applications. A few datasets
are available for reading comprehension-based
question-answering in Bangla. These datasets,
however, are either translated versions of the En-
glish datasets (Tahsin Mayeesha et al., 2021; Bhat-
tacharjee et al., 2022a), or very small datasets
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Figure 1: Samples of different question-answer types of BanglaRQA with truncated passages where: a) Factoid
question with Single Span answer. b) Confirmation question with Yes/No answer. c) List question Multiple Spans
answer. d) Causal question with Single Span answer. e) Unanswerable Factoid question. 1

that focus on a specific topic area, such as gen-
eral knowledge (Keya et al., 2020) or only for
answer type (Saha et al., 2021). This illustrates
the need for a diverse and high-quality dataset for
NLP research in Bangla for question-answer based

on reading comprehension.
To overcome these challenges, this paper

presents BanglaRQA, a benchmark dataset for
1Samples with their English translation for each question-

answer type are added on the Appendix A.1 section
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Bangla question-answering based on reading
comprehension that contains a wide variety of
question-answer types. This dataset comprises
3000 context passages covering a wide range of
domains with 14,889 question-answer pairs. Out
of the 14,889 questions, 3,631 questions were
unanswerable from their respective passages. The
unanswerable questions are constructed in such
a way that they seem pertinent to the passages
to which they belong. This mix of answerable
and unanswerable questions trains language mod-
els when to answer and when not to respond, re-
sulting in improved linguistic ability. Furthermore,
the dataset includes a wide variety of question
types, and these question types are separated into
four categories, as illustrated in Figure 1: factoid,
causal, confirmation, and list. Consequently, it
guarantees that the dataset contains different chal-
lenges to answering different types of questions.

For the answerable questions, the answers can
be classified into one of three groups: single span,
multiple spans, or yes/no, covering the extractive
question-answering domain. Multiple-span an-
swers enable information to be accumulated from
different parts of the context passage as the answer.
Yes/No answers require inference skills based on
the passage’s context making the dataset more ro-
bust.

To estimate the difficulty of BanglaRQA, this
study also fine-tuned four different pre-trained
Transformers models, namely, BanglaT5 (Bhat-
tacharjee et al., 2022b), mT5 (Xue et al.,
2021), BanglaBERT (Bhattacharjee et al., 2022a),
mBERT (Devlin et al., 2019). BanglaT5, the best-
performing model, achieved an average of 62.42%
EM and 78.11% F1 score on the test set. How-
ever, the EM and F1 scores were lower for some
specific question-answer types (detailed analysis
is provided in section: 5), indicating some of our
dataset’s challenges.

After training BanglaT5 on our dataset, we
tested it on the previously available bn_squad
dataset (a translated version of SQuAD 2.0) (Bhat-
tacharjee et al., 2022a), yielding 70.20% EM and
75.79% F1 score. Previously (Bhattacharjee et al.,
2022b), when BanglaT5 was trained and tested on
the bn_squad dataset, it yielded 68.49% EM and
74.77% F1 score. This proves that BanglaRQA is
a valuable resource for training language models
by demonstrating the model’s capacity to general-
ize to bn_squad.

Contributions. Our contributions are the fol-
lowing:

• We present BanglaRQA, a human-annotated
dataset for Bangla reading comprehension
containing 14,889 question-answer pairs cu-
rated from 3000 passages.

• The proposed dataset contains a variety of
question types, including factoids, causal,
confirmation, and list questions. In addition,
both answerable and unanswerable question-
answer pairs are included.

• Proposed BanglaRQA additionally includes
answers that are divided into three cate-
gories: single span, multiple spans, and
yes/no, encompassing the domain of extrac-
tive question-answering.

• We fine-tuned four different Transformer
models: BanglaT5, mT5, BanglaBERT, and
mBERT to establish baseline performances
on the proposed dataset. Furthermore, we an-
alyzed the performance of BanglaT5, the best
performer in our dataset, on various question-
answer types.

• We demonstrate that BanglaRQA can be a
resourceful dataset to train language models
by showing its generalization capability to
bn_squad.

2 Related Work

This section presents existing works for read-
ing comprehension-based question-answering
datasets in English and Bangla.

English Reading Comprehension Datasets
SQuAD 2.0 (Rajpurkar et al., 2018) and NewsQA
(Trischler et al., 2017) are large-scale human-
annotated datasets with single document as con-
text passage. Their questions are in natural lan-
guage, including unanswerable ones, and the an-
swers are single-span based. On the other hand,
QAngaroo (Welbl et al., 2018), and HotpotQA
(Yang et al., 2018) are datasets where the ques-
tions require finding and reasoning over multiple
supporting documents to answer.

ReClor dataset (Yu et al., 2020) is collected
from exams like GMAT and LSAT, making it very
challenging. Another of this kind is RACE dataset
(Lai et al., 2017), collected from middle school
and high school English examinations in China.
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Dataset Curation Unanswerable List Confirmation (Yes/No) Multiple Span
Process Questions? Questions? Question-Answers? Answers?

Bengali-
SQuAD

T 4 X X X

bn_squad T 4 X X X
General
Knowledge

HA X X X X

Factoid QA HA X X X X
BQuAD HA X X X X
BanglaRQA HA 4 4 4 4

Table 1: Comparison among BanglaRQA and previously available Bangla reading comprehension datasets. Here,
’T’ = Translation, ’HA’ = Human Annotation, ’4’ = Yes and ’X’ = No

MS MARCO (Nguyen et al., 2016) is a large-
scale dataset where the passages are collected
from web documents, the questions are collected
from Bing search queries, and the answers are
human-generated in natural language. A question
in the MS MARCO dataset may have multiple
or no answers. Natural Questions (Kwiatkowski
et al., 2019) dataset comprises both answerable
and unanswerable questions searched by real users
in the Google search engine. The context of each
question here is an entire Wikipedia article. For
the answerable questions, the answers can be ei-
ther a long extracted paragraph from the context
or a short answer containing one or two entities.

MultiRC (Khashabi et al., 2018) is a dataset
where questions contain multiple sentences and
can be answered from their corresponding pas-
sages. The answers need not be only span based.
CoQA (Reddy et al., 2019) is a large-scale dataset
where each sample is a question-answer conversa-
tion between two crowd-workers about a context
passage. Another conversational dataset is QuAC
(Choi et al., 2018), where in a sample, a student
asks a question about a hidden Wikipedia passage,
and a teacher answers with spans from that pas-
sage.

Bangla Reading Comprehension Datasets
Some of the recent works (Tahsin Mayeesha et al.,
2021; Bhattacharjee et al., 2022a) include creat-
ing translated Bangla datasets from SQuAD 2.0
(Rajpurkar et al., 2018). Their passages cover a
wide range of topics. They include answerable
and unanswerable questions. Answerable ques-
tions are answered by only a single span from their
respective passage.

A very small dataset focusing on the specific
domain of general knowledge (Keya et al., 2020)
was also developed by using sources like Face-
book and Google. Another dataset on factoid ques-
tion answering (Haque et al., 2020) was developed.
The whole dataset consisted of 1,676 paragraphs,
from which 8,027 question-answer pairs were gen-
erated. On average, the length of each question
consisted of 10-11 words, and the answer con-
sisted of 3-4 words. BQuAD (Saha et al., 2021)
dataset consists of a collection of question-answer
pairings and contexts from a variety of fields. They
used Bangla Wikipedia articles as their source.
The dataset comprises 5000 context paragraphs,
each with 2-5 questions. There were 13 thousand
question-answer pairings in total. Even though
this dataset had no restrictions on the type of ques-
tions, the question-answer format was exactly like
SQuAD 1.1 (Rajpurkar et al., 2016) with no unan-
swerable questions and answers of only a single
span from the context passage.

Table 1 illustrates a comparison among
BanglaRQA and previously available Bangla
question-answering datasets.

3 BanglaRQA Dataset

This section explains the whole data collection pro-
cess of BanglaRQA, e.g., the source of the data,
the criteria for data inclusion-exclusion, instruc-
tions given to the annotators, and other details. In
addition, a comprehensive analysis of the dataset
is included in this section.

3.1 Dataset Construction
The construction of BanglaRQA can be divided
into 6 steps:
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Figure 2: Distribution of word count per passage in
BanglaRQA

3.1.1 Passage Collection
The source for passages of BanglaRQA was
Bangla Wikipedia. We collected 3000 passages
manually covering a wide range of topics, from
politics to sports, science to history, education
to entertainment, and so on (passage distribution
given in Appendix A.2). We did the collection man-
ually to ensure high-quality passages following the
below-mentioned steps:

1. We chose passages focusing on a specific
topic with no ambiguity skipping images,
charts, and tables.

2. We either removed or translated, or con-
verted words containing any other languages
to Bangla.

3. We removed hyperlinks and citation numbers
from the passages.

Figure 2 shows the distribution of word count
per context passage throughout the dataset. The
average word count per passage is approximately
215 (1486 characters). To the best of our knowl-
edge, passages in our dataset contain a higher char-
acter count than any previous Bangla reading com-
prehension datasets (Saha et al., 2021). Hence, the
Bangla language models will face the challenge of
comprehending longer passages. After executing
this procedure, we ended up with the passages set-
ting up a good foundation for our dataset.

3.1.2 Crowd-workers’ Recruitment
We recruited undergraduate engineering students
from a prestigious institution by circulating a
Google form explaining the purpose of the re-
search and inviting them to apply. We then hired
workers from applicants with at least 12 years of

education in a Bangla-medium curriculum. Each
annotator worked on 20 passages and was given a
week to finish their work.

3.1.3 Question Collection
In this step, crowd-workers created questions from
the previously gathered passages.

In order to make the questions lexically and
syntactically as dissimilar to the context as possi-
ble, annotators were instructed to paraphrase and
use synonyms as much as possible. From each
passage, crowd-workers created 3 to 5 questions,
out of which 1 or 2 questions were unanswerable.
An unanswerable question means that the question
cannot be answered using its corresponding pas-
sage. Crowd-workers marked each question as ei-
ther answerable or unanswerable. There were no
constraints given to them about the word limit per
question. Figure 3 shows the distribution of word
count per question. They also categorized each
question into one of the following types:

• Factoid Type: This type of questions gen-
erally contain keywords like কী (What), েক
(Who), কখন (When), েকাথায় (Where), েকানিট
(Which) etc. Their answers are usually short
phrases.

• Causal Type: This type of questions contain
keywords like েকন (Why), কীভােব (How) etc.
Their answers are descriptive in general.

• Confirmation Type: This type of questions
can be answered in হয্াঁ (yes) or না (no). To an-
swer confirmation-type question, often infer-
ence mechanism and higher level of knowl-
edge is necessary.

• List Type: This type of question contains
keywords like িক িক/ েকানগুেলা (What are...),

Figure 3: Distribution of word count per question in
BanglaRQA
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কারা কারা (Who are...), etc. Their answers con-
sist of multiple facts or entities.

Figure 1 contains an example question from
each type with its respective passage and answer.

In total, we got 14,889 questions with a variety
of different types combining both answerable and
unanswerable ones from 3,000 passages.

3.1.4 Answer Collection
In this step, a different set of crowd-workers an-
swered those questions from their corresponding
passages. We gave them the passages with their
respective questions. If they thought the question
was answerable from the passage, they were asked
to answer; otherwise, keep it blank. This was done
to ensure the validity and quality of the questions.

Each question was answered by two different
crowd-workers to increase the validity of the an-
swers. Similar to question formulation, no word
limit was given to the annotators as a constraint.
Figure 4 shows the distribution of word count per
answer. The crowd-workers then categorized each
answer into one of the followings:

• Single Span: This type consists single short-
est span from the passage correctly answer-
ing the question. These answers are primarily
associated with Factoid type and Causal type
questions.

• Multiple Spans: This type of answer con-
sists of more than one span from different
parts of the passage separated by semi-colons
(;). Factoid type and List type questions can
produce this type of answers.

• Yes / No: Like the category name suggests,
this type of answer consists of either হয্াঁ (Yes)
or না (No). Confirmation-type questions yield
this type of answer.

Figure 4: Distribution of word count per answer in
BanglaRQA

Figure 1 contains an example answer from each
type with its respective passage and question.

3.1.5 Quality Assurance
This step was crucial to ensure the overall quality
and correctness of the dataset.

For the answerable questions, we checked if
they were answered, and for the unanswerable
questions, we checked if their answers were
kept blank; otherwise, we marked those question-
answer pairs as mismatches for later scrutiny.

Next, for each question, we checked the an-
swers collected from two different annotators for
their similarity and type. For list-type questions,
we checked if the answers followed the fixed for-
mat where each entity was separated by a semi-
colon (;). Again any mismatch was marked for
later scrutiny.

The mismatched question-answer pairs were
then given to a third set of annotators to validate.
Their chosen response to the conflict was consid-
ered the appropriate one.

Finally, we compiled our dataset comprising
3,000 passages with 14,889 question-answer pairs
where unanswerable questions had empty an-
swers.

3.1.6 Train-Validation-Test Set Split
At first, we randomly split the passages into 80%,
10%, and 10% for our train, validation, and test set,
respectively. Then, we sent each question-answer
pair to the particular set where its associated pas-
sage belonged. So, our train set contains 2400
passages with 11,912 question-answer pairs, the
validation set contains 300 passages with 1,484
question-answer pairs, and the test set contains
300 passages with 1,493 question-answer pairs.

3.2 Dataset Analysis

To better understand the contents of BanglaRQA,
we analyze the distribution of different question-
answer types for train, validation, and test sets.
The split ratio of the question-answer pair for train,
validation, and test set is approximately 8:1:1.

Table 2 shows the distribution of BanglaRQA
based on question types in different splits. The
ratio of answerable and unanswerable questions in
each set is about 3:1. Under each split, the distribu-
tion for factoid, causal, confirmation, and list ques-
tion types on unanswerable questions are around
72%, 15%, 7%, and 6%, respectively. For answer-
able questions, they are 68%, 9%, 11%, and 12%.
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Split Unanswerable Answerable
Train

Factoid 2109 6220
Causal 409 730
Confirmation 218 1018
List 168 1040

Validation
Factoid 256 767
Causal 46 91
Confirmation 29 130
List 27 138

Test
Factoid 275 761
Causal 51 106
Confirmation 19 117
List 24 140

Total 3631 11258

Table 2: Dataset statistics of BanglaRQA based on
question types

Table 3 shows the distribution for answer types
of answerable questions. Each split has a percent-
age of single span, multiple spans, and yes/no at
approximately 76%, 13%, and 11%.

The annotators had complete freedom to choose
what type of questions they wanted to ask, result-
ing in a higher percentage of Factoid questions.
As the answers are dependent on questions, single-
span answers followed the same trajectory as the
Factoid questions.

4 Experimental Setup

The task is reading comprehension-based
question-answering, where the model is given
the question and its associated context passage as
input. The model outputs answers in text format.
If the question is unanswerable, then the output
is an empty string. Four different models were
implemented: BanglaT5, mT5, BanglaBERT, and
mBERT. This section explains the whole pipeline
of the experiments, from preprocessing the data to
model training and evaluation.

4.1 Data Preprocessing
Questions, contexts, and answers all were first nor-
malized (Hasan et al., 2020). Next, questions,
context, and answers were all tokenized using
the respective model’s tokenizer. In the case of
BanglaT5 and mT5, the maximum input and out-
put lengths were 1024 tokens and 256 tokens, re-

Split Single Multiple Yes / No
Span Spans

Train 6835 1161 1012
Validation 850 148 128
Test 855 154 115

Table 3: Dataset statistics of BanglaRQA answerable
questions’ based on answer types

spectively. For BanglaBERT and mBERT, input
and output were both 512 tokens. To ensure all the
samples in a batch are of the same length, shorter
inputs and outputs were padded, and longer ones
were truncated.

4.2 Evaluation Metrics

As the task is reading comprehension-based
question-answering, we used EM (Exact Match),
and F1 score as a performance evaluation criteria.
To calculate the F1 of multiple span type answers,
we followed the DROP (Dua et al., 2019) paper.
The other types of answers’ F1 score calculation
was similar to SQuAD 2.0 (Rajpurkar et al., 2016).

4.3 Models

As BanglaRQA contains diverse answer types
that were not available in any previously avail-
able Bangla datasets, namely, multiple spans and
yes/no, it is necessary to establish baselines for
both extractive and generative models. Therefore,
we fine-tuned BanglaT5, mT5, BanglaBERT, and
mBERT, state-of-the-art pre-trained Transformer
models with different architectures for Bangla on
the train set of BanglaRQA. Out of these, the
first two models have the generative capability,
whereas the other two have the extractive capabil-
ity.

Multiple-span answers require information ex-
traction from different parts of the passage. As
a result, the standard question-answering BERT
models that predict only the starting and ending
token cannot provide multiple spans as answers.
So, for extractive (e.g., BanglaBERT, mBERT)
models, we followed the approach from (Segal
et al., 2020) to accommodate multiple-span an-
swers. Here, we considered it as a token classi-
fication task. For each token, the model predicts
either ’B’ denoting the start of an answer span or
’I’ denoting other tokens of an answer span, ’O’ if
not part of any answer span. This approach can
predict spans from different parts of the passage
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mBERT BanglaBERT mT5 BanglaT5
Optimizer Adam (Kingma and Ba, 2014) Adam Adam Adam
No of epoch 15 15 15 15
Learning rate 2e-5 2e-5 5e-5 5e-5
Batch size 8 8 1 2
Time per epoch 7min 7min 75min 48min

Table 4: The training hyperparameters for different models

as an answer, which then can be merged to output
the final answer.

The training hyperparameters are given in Table
4. We trained each of the models on the Google
Colab Pro+ platform with P100 GPU. We saved
the models after each epoch and calculated their
EM and F1 score on the BanglaRQA’s validation
set. BanglaT5, mT5, BanglaBERT, and mBERT
which performed the best on the validation set,
were then evaluated on the test set of BanglaRQA.
The test set results are given in Table 5.

BanglaRQA contains longer passages where in-
formation needs extraction from different parts of
the passage. BanglaBERT and mBERT can only
process 512 tokens at most, and the longer pas-
sages get truncated in the data processing step re-
sulting in valuable information loss. Thus, their re-
sults are comparatively lower than BanglaT5 and
mT5. Between the generative models, BanglaT5
performed significantly better as it was explicitly
pre-trained for the Bangla language. Figure 5
shows the EM and F1 score on the validation set
at each epoch for BanglaT5.

Model EM F1
mBERT 28.53 39.40
BanglaBERT 47.55 63.15
mT5 53.52 68.83
BanglaT5 62.42 78.11

Table 5: Performance of different finetuned models on
BanglaRQA test set

5 Empirical Results and Analyses

After selecting the best model, BanglaT5, we eval-
uated the model on BanglaRQA’s test set. It got an
overall 62.42% EM and 78.11% F1 score. The up-
coming subsections include analyses of model per-
formance on different question-answer types and
the utility of our dataset.

Figure 5: Performance of BanglaT5 on BanglaRQA’s
validation set

5.1 Performance on
Answerable/Unanswerable Questions

The model got 54.89% EM and 75.73% F1
scores on the answerable questions, whereas it got
85.36% EM and 85.36% F1 scores on the unan-
swerable questions. As the model performance is
lower for answerable questions, there is room for
further improvement of the model.

5.2 Performance on Different Question Types

Table 6 contains model performances for all the
different question types individually. The model
performed best on confirmation-type questions as
it just had to choose between two possible answers,
হয্াঁ (Yes) or না (No). The performance on factoid
questions was a bit better than the overall perfor-
mance as the answers for this type of question are
mostly single-span. The EM and F1 score are com-
paratively low for the other two types of questions,
especially for list type, as they require the accu-
mulation of information from different parts of the
passage.

5.3 Performance on Different Answer Types

The model performance results on different an-
swer types are available in table 7. The model per-
formed with considerable accuracy on yes/no type
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Factoid Causal Confirmation List
EM 65.6 49.7 86.8 34.1
F1 80.3 69.4 86.8 65.2

Table 6: Performance of BanglaT5 on different ques-
tion types

answers. However, for multiple span type answers,
the performance was the least, with only 20.78%
EM and 55.75% F1 scores. This may be because
the language model had to accumulate information
from different parts of the passage.

5.4 Usefulness of BanglaRQA

To measure the usefulness of the BanglaRQA, we
ran multiple experiments. We first trained the
BanglaT5 model on our dataset and tested it on
our test set. This provided us with 62.42% EM and
78.11% F1 score as shown in Table 8. From all the
previously available Bangla question-answering
datasets, only Bengali-SQuAD (Tahsin Mayeesha
et al., 2021), and bn_squad are publicly acces-
sible. Both are translated versions of SQuAD
2.0. However, bn_squad used a state-of-the-art
translation process. Consequently, we compared
BanglaRQA’s generalizability to bn_squad. For
that, earlier (Bhattacharjee et al., 2022b), when
BanglaT5 was trained and tested on the bn_squad
dataset (translated version of SQuAD 2.0) (Bhat-
tacharjee et al., 2022a), it yielded 68.49% EM and
74.77% F1 score as shown in Table 8. Finally, we
trained the model on our dataset and tested it on
the bn_squad test set. This yielded 70.20% EM
and 75.79% F1 score as shown in Table 8. This
proves that even though our dataset contains vari-
ous answer types, it can successfully generalize on
datasets like bn_squad with a single answer type
(single span).

Single Multiple Yes / No
Span Spans

EM 56.7 20.8 86.9
F1 77.8 55.7 86.9

Table 7: Performance of BanglaT5 on different answer
types

6 Conclusion

We introduce BanglaRQA, a benchmark dataset
for Bangla reading comprehension-based

Trained on Tested on EM / F1
BanglaRQA BanglaRQA 62.42 / 78.11

bn_squad bn_squad 68.49 / 74.77
BanglaRQA bn_squad 70.20 / 75.79

Table 8: Performance of BanglaT5 for question-
answering

question-answering with varied question-answer
types. We finetuned both extractive and generative
models to set baselines for our dataset. Upon
training BanglaT5 on our dataset, we observed an
overall performance of 62.42% EM and 78.11%
F1 score. However, the model could not do well
on specific question types, e.g., list and causal, and
specific answer types, e.g., multiple spans, which
indicates some of the challenges of the dataset.
Furthermore, testing our model on the bn_squad
dataset yielded a better result, proving that our
dataset is more generalized to bn_squad. Our
dataset can also be helpful in training language
models for downstream tasks such as question-
answering, answer-candidate generation, question
generation, and question-answer generation. All
of these have been shown useful in the English
language to support other tasks, such as creating
a Passage-QA index for retrievers, etc. Hence, we
believe that BanglaRQA can be resourceful for
further research on Bangla question-answering
and Bangla natural language understanding.

Limitations

We primarily encountered two challenges during
the research process: human and computational re-
source. Limitation of human resource was a hin-
drance for us in creating a larger dataset. Due
to constrained computing resources such as low
end GPU and limited memory, we could not pre-
train our own language model. For this reason, we
fine-tuned the existing pre-trained models. Hence,
the performance was also dependent on their pre-
training. Better pre-trained models may get im-
proved accuracy on our dataset. All these limita-
tions create future research scopes for Bangla read-
ing comprehension based question-answering.

Ethics Statement
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A Appendix

A.1 Samples of different question-answer
types of BanglaRQA with their English
translation

Figure 6: A sample (with English translation) of BanglaRQA with factoid question and single span answer

Figure 7: A sample (with English translation) of BanglaRQA with causal question and single span answer
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Figure 8: A sample (with English translation) of BanglaRQA with confirmation question and yes/no answer
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Figure 9: A sample (with English translation) of BanglaRQA with list question and multiple spans answer

Figure 10: A sample (with English translation) of BanglaRQA with unanswerable factoid question
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A.2 Passage distribution
Passages were taken from 20 different domains
(approximately 130 sub-domains). The distribu-
tion of domains are as follows:

Figure 11: Passage distribution per domain
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