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Abstract

Multilingual pretrained models, while effec-

tive on monolingual data, need additional train-

ing to work well with code-switched text. In

this work, we present a novel idea of train-

ing multilingual models with alignment objec-

tives using parallel text so as to explicitly align

word representations with the same underlying

semantics across languages. Such an explicit

alignment step has a positive downstream ef-

fect and improves performance on multiple

code-switched NLP tasks. We explore two

alignment strategies and report improvements

of up to 7.32%, 0.76% and 1.9% on Hindi-

English Sentiment Analysis, Named Entity

Recognition and Question Answering tasks

compared to a competitive baseline model.

1 Introduction

Large pretrained multilingual models have enabled

cross-lingual transfer on a number of downstream

natural language understanding (NLU) tasks. Apart

from serving as a good starting point to train mod-

els for tasks in low-resource languages, multilin-

gual models (Devlin et al., 2018) (Conneau et al.,

2019) have also been used to achieve zero-shot

cross-lingual transfer on target languages with no

task-specific labeled data. However, compared to

monolingual inputs, the effectiveness of multilin-

gual models on code-switched inputs—i.e., inputs

with two or more languages appearing within or

across sentences in a conversation—has not been

explored enough.

In this work, we aim at explicitly modifying rep-

resentations from pretrained multilingual models

to be more amenable to code-switched inputs. We

do this with the help of parallel text in the two com-

ponent languages and alignment objectives that

explicitly encourage representations to be better

aligned across the two languages. We conjecture

that modifying multilingual embeddings to be bet-

ter aligned across the two languages will help the

model deal better with tokens switching languages

within a code-switched sentence. We start with a

pretrained multilingual BERT (mBERT) baseline

model (Devlin et al., 2018) and design two align-

ment objectives to be used with parallel text to

align the multilingual embeddings. This “aligned"

mBERT model is then further fine-tuned with small

amounts of code-switched labeled data in the target

task. We find such an aligned model to be more

accurate on multiple downstream tasks involving

code-switched inputs.

The two main highlights of this work can be

summarized as follows:

• We propose two alignment-based objectives to

be used with mBERT and parallel text in En-

glish and Hindi. The aligned models are fine-

tuned and further evaluated on code-switched

Hindi-English NER, SA and QA tasks. Com-

pared to the baseline mBERT, we obtain clear

improvements on all three downstream tasks.

• We investigate how our model behaves in the

following two settings: 1) Using a bilingual

lexicon instead of parallel text 2) Using Ro-

manized Hindi instead of the native Devana-

gari script for Hindi.

We also present visualizations that clearly show

that the alignment objective helps bring representa-

tions for aligned words in Hindi and English closer

together.

2 Methodology

We explore two different objectives to encourage

cross-lingual contextual alignment in the mBERT

model. For this, we need access to parallel text

in the component languages corresponding to the

code-switched language of interest. We propose

both a sequence-level alignment objective that is

contrastive in nature, and a word-level alignment

objective that is based on minimizing distances

between aligned word embeddings.
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2.1 Contrastive Loss for Sentence-level

Alignments

Contrastive learning has been widely used in com-

puter vision as a self-supervised technique to learn

visual representations (Chen et al., 2020). Such

contrastive objectives are becoming more popu-

lar for text-based tasks as well (Gao et al., 2021).

We use a contrastive alignment objective with par-

allel text to improve cross-lingual alignment and

potentially yield improved representations for code-

switched text.

Consider a batch consisting of N pairs of par-

allel sentences {(x1, y1), . . . , (xN , yN )} extracted

from a parallel corpus C, where xi and yi denote

sequences of words in two different languages. Our

aim is to improve the alignment of a multilingual

model f with respect to C. Let f(xi) denote the

contextual embedding of the word xi due to the

multilingual model f . The contrastive alignment

objective is given by:

Lc =
1

2N

N∑

i=1

− log
e(S(f(xi),f(yi))/τ)

N∑

k=1
k 6=i

e(S(f(xi),f(yk))/τ)

+
1

2N

N∑

i=1

− log
e(S(f(xi),f(yi))/τ)

N∑

k=1
k 6=i

e(S(f(xk),f(yi))/τ)

+ η

N∑

i=1

Ri(f) (1)

where S is a similarity function, τ is a temperature

hyperparameter and Ri(f) is a regularization term

with a scaling factor of η that is defined as:

Ri(f) = 2− S(f(xi), f0(xi))− S(f(yi), f0(yi))
(2)

Here, f0 denotes the initial pretrained model prior

to alignment.

The contrastive objective in Equation (1) forces

positive pairs ((xi, yi)) to be closer to each other

and negative pairs ((xi, yk), ∀k 6= i) to be pushed

further apart. The regularization term ensures that

the aligned embeddings do not deviate too much

from their initialization. The alignment algorithm

using the contrastive objective is further elaborated

in the following steps:

1. f(xi) is the embedding of the [CLS] token

in mBERT after passing the entire sequence

xi as its input. For a given batch of N paral-

lel pairs, the loss in Equation 1 is computed

over all positive pairs, (xi, yi). There are two

loss terms associated with each positive pair

(xi, yi), each consisting of similarity scores

between (xi, yk) (excluding yi) and (xk, yi)
(excluding xi), respectively.

2. The similarity function between embeddings,

denoted as S, is a cosine similarity function.

The similarity scores are further scaled by a

positive temperature hyperparameter.

3. The regularization term is composed of one

loss term per (xi, yi) instance and explicitly

penalizes divergences in embeddings from the

initial pretrained model f0.

4. The composite loss per batch is finally nor-

malized by the number of positive instances

considered per batch i.e. 2N pairs.

2.2 Multilingual Loss for Word-level

Alignments

While the contrastive loss operates at the level

of sentences, we also consider an alignment ob-

jective that operates at the level of individual

words. This could be considered a more ag-

gressive alignment technique since it encourages

every aligned word in parallel sentences to be

close together. For every parallel sentence pair

(xi, yi), we first use an off-the-shelf alignment

tool called awesome-align (Dou and Neu-

big, 2021)1 to extract word alignments. We fur-

ther filter the aligned pairs based on an align-

ment prediction probability (set to 0.9 in our

experiments) to ensure that we only use high-

quality word alignments. If there are N paral-

lel sentences {(x1, y1), . . . , (xN , yN )} in a batch

and a(xi, yi) represents a list of index tuples

{(1, j), . . . , (m,n)} denoting the aligned word in-

dices in the parallel sentence pair (xi, yi), the align-

ment objective can be written as:

Lm =
1

B

N∑

i=1

∑

(m,n)∈
{a(xi,yi)}

S(f(xi,m), f(yi,n)) +Ri(f)

where xi,m, yi,n denotes the mth and nth word in xi
and yi, respectively, and B denotes the total num-

ber of successfully aligned word-pairs in the batch.

1https://github.com/neulab/

awesome-align

https://github.com/neulab/awesome-align
https://github.com/neulab/awesome-align
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Ri(f) is the regularization term defined in Equa-

tion (2). Note that f(xi,m) in Lm refers to a con-

textual embedding, while f(xi) in the contrastive

loss Lc is the embedding of the [CLS] token.2

3 Experiments and Results

3.1 Experimental Setup

3.1.1 Dataset Details

We evaluated our aligned models on three down-

stream tasks in code-switched Hindi-English — SA

(Sentiment Analysis), NER (Named Entity Recog-

nition) and QA (Question Answering) — from

the GLUECoS (Khanuja et al., 2020) benchmark.

Tasks in the GLUECoS benchmark can be grouped

into two categories, sequence labeling tasks (NER,

etc.) and tasks requiring deeper semantic under-

standing (sentiment analysis, etc.). We evaluated

our techniques on three tasks, NER, SA and QA,

spanning both categories.3

NER and QA datasets contain Hindi in the Ro-

manized form, while the SA evaluation sets use the

native Devanagari script for Hindi. As an evalua-

tion metric, we use F1 scores for all three tasks. For

the cross-lingual alignment training phase, we used

parallel text in English-Hindi from the IIT Bom-

bay English-Hindi Corpus (Kunchukuttan et al.,

2017). Alternatively, we also experimented with

using a bilingual lexicon, MUSE (Lample et al.,

2018), instead of parallel text.

GLUECoS NER is sourced from a Twitter NER

corpus (Singh et al., 2018) with 2467/308/307

train/dev/test instances. The sentiment anal-

ysis dataset is taken from the ICON 2017

shared task; Sentiment Analysis for Indian Lan-

guages (SAIL) (Patra et al., 2018) and has

10080/1260/1260 instances in the train/dev/test

splits. The QA dataset (Chandu et al., 2018) in-

cludes 259/54 instances in the train/dev sets, re-

spectively.

3.1.2 Model Implementation

We use Multilingal BERT (Devlin et al., 2018)

(base) as our baseline pretrained multilingual

model, that is also the baseline of choice for the

2Code and data supporting our work is avail-
able at: https://github.com/BarahFazili/

AlignmentForCS.
3We did not consider the remaining two sequence labeling

tasks of GLUECoS — LID-tagging and POS-tagging — since
they already yielded fairly high baseline mBERT scores (>95
and >87 for LID and POS, respectively).

SA (Devanagari) dev test

Baseline 60.3±0.00 64.2±0.03

Lc (|| Devanagari) 59.4±0.01 66.3±0.04

Lm (|| Devanagari) 61.0±0.01 68.9±0.03

Lc (MUSE Devanagari) 60.7±0.00 67.8±0.04

Lm (MUSE Devanagari) 59.6±0.01 65.9±0.02

Table 3.1: F-scores after intermediate pretraining of

standard mBERT using various alignment schemes on

the GLUECoS SA task. || refers to the use of parallel

text, and MUSE is the bilingual lexicon. Lc,Lm refer

to the contrastive and multilingual alignment schemes.

GLUECoS benchmark. Subsequent works report-

ing results on GLUECoS (e.g., Santy et al. (2021))

also used mBERT as their base model. This moti-

vated us to stick to mBERT so that we could repro-

duce the baseline numbers and contextualize our

improvements better compared to prior work.

We train mBERT with the alignment objectives

in two different ways: 1) Train all 12 mBERT lay-

ers with the alignment objective and 2) Only train

a newly-introduced linear layer on top of mBERT

and freezing the remaining mBERT layers. The

new linear layer will have the same number of

input and output dimensions as the last layer in

mBERT (i.e., 768 in mBERT base). For training

the linear layer, we use the AdamW optimizer at a

learning rate of 0.001 with early stopping (and pa-

tience set to 10). For training all the mBERT layers,

we choose a smaller learning rate of 5e−5. For the

contrastive objective Lc, we used a validation set to

tune the scaling factor for the regularization term

η and the temperature values. For the multilingual

alignment Lm, we only tuned the scaling factor η

for the regularization term.

3.2 Results on Downstream Tasks

Table 3.1 lists the F scores on the GLUECoS SA

task. The alignment training was done either us-

ing parallel text from the IITB Parallel Corpus or

the bilingual lexicon from MUSE. This alignment

training phase was followed by finetuning on the

code-switched Hindi-English SA training data. We

see significant improvements in F1 scores for all

alignment training schemes. The best F1 score

on SA Devanagari is achieved with multilingual

alignment over the IITB parallel corpus.

Table 3.2 shows results on both NER and QA.

The alignment training is different from SA (in Ta-

ble 3.1) with only training a newly-added linear

https://github.com/BarahFazili/AlignmentForCS
https://github.com/BarahFazili/AlignmentForCS
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(a) Baseline mBERT (b) Aligned mBERT

Figure 3.1: t-SNE plots using 48 instances of words in each language before and after aligning mBERT using Lm.

layer on top of frozen mBERT layers.4 Baseline

(rand) refers to adding a randomly initialized linear

layer on top of the baseline, that is subject to no

alignment training and only task-specific finetun-

ing. We observe clear performance improvements

on both NER and QA.

Visualizing the alignments. Fig 3.1 visualizes the

change in embeddings after the alignment train-

ing. We selected 6 pairs of parallel Hindi-English

words and created a set of 48 parallel sentences

in monolingual Hindi and English; each of the six

pairs appear in eight sentences each (in their cor-

responding scripts). Embeddings for these words

across all 96 sentences were extracted from both

the baseline mBERT and our multilingual aligned

mBERT and plotted in 2D using t-SNE. As seen

in Fig 3.1, the parallel words are now closer to

each other in the aligned plot irrespective of the

underlying language.

4Backpropagating through all mBERT layers significantly
degrades performance for QA. Conversely, training only a
linear layer for SA while freezing mBERT layers did not help.

System NER QA

dev dev

Baseline 78.7±0.01 73.5±2.75

Baseline (rand) 78.5±0.01 71.8±1.67

Lm (|| Roman) 79.3±0.00 74.0±2.20

Lc (|| Roman) 79.0±0.01 74.3±2.99

Lm (|| Devanagari) 79.2±0.00 72.3±0.69

Lc (|| Devanagari) 78.8±0.01 74.0±1.36

Lc (MUSE Roman) - 74.9±1.44

Lm (MUSE Roman) - 72.6±1.91

Table 3.2: F scores after intermediate pretraining of lin-

ear layer added on top of frozen standard mBERT using

various alignment schemes on the GLUECoS NER,QA

and SA tasks

4 Related Work

Large pretrained multilingual models, such as

mBERT (Devlin et al., 2019) and XLM-R (Con-

neau et al., 2020) have achieved state-of-the-art re-

sults on monolingual and cross-lingual benchmark

tasks. However, their efficacy on code-switched

tasks have not been sufficiently explored. (Winata

et al., 2021) observed that pretrained multilingual

models do not necessarily guarantee effective rep-

resentations for code-switched text.

Prior work has explored different ways of adapt-

ing multilingual pretrained models to be effective

for code-switched data. Prasad et al. explore bilin-

gual intermediate pretraining to derive large and

consistent performance gains on three different

NLP tasks on code-switched text. Santy et al. fine-

tune mBERT with synthetic code switched data

generated using random lexical substitution and

code-switching constraints based on linguistic the-

ories. Chakravarthy et al. (2020) also pretrain

mBERT on code-switched text and adopt other data

augmentation techniques to derive performance

gains. Aguilar et al. (2021) focus on the role of

tokenization and propose a hybrid technique that

processes in-vocabulary and out-of-vocabulary to-

kens differently and observe improvements on three

different code-switched NLP tasks. Gupta et al.

(2021) use unsupervised self-training to predict

pseudolabels on the target task and retain high-

confidence predictions as labeled samples that are

further used to finetune the model. This leads to a

boost in performance on the task of code-switched

sentiment analysis.

We note that the L2 alignment technique in Wu

and Dredze (2020) is the same as our word-level

multilingual alignment objective except for regular-

izing model parameters rather than the model out-
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put embeddings (before and after alignment). Wu

and Dredze (2020) show two variants of contrastive

alignment termed “weak” and “strong”. The weak

variant strictly uses negative pairs from the other

language, while the strong variant uses negative

pairs from both within and outside the language.

We used the weak variant in our work to avoid

overfitting since we did not have a lot of data for

alignment training.

Our work departs from prior work on improving

NLU for code-switched inputs in that it is the first

to explore the use of alignment objectives with par-

allel text to modify the multilingual representations

and make them more suitable for code-switched

tasks. Recent work from Deshpande et al. (2021)

corroborates our findings and establishes a strong

correlation between embedding alignments and

downstream performance on cross-lingual transfer.

While they present a post-hoc empirical analysis of

what factors benefit cross-lingual transfer the most,

we explicitly use an alignment-based training for

better alignment between languages and improve

downstream task performance.

5 Conclusion

In this work, we propose aligning multilingual

embeddings using sentence-level (contrastive) and

word-level (non-contrastive) objectives. Such an

explicit alignment leads to improved performance

on three code-switched Hindi-English NLP tasks:

SA, NER and QA. Future work will explore the use

of alignment objectives in a multi-task framework

with the target tasks.
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