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Introduction

Two years after the appearance of GPT-3, large language models seem to have taken over NLP. Their ca-
pabilities, limitations, societal impact and the potential new applications they unlocked have been discus-
sed and debated at length. A handful of replication studies have been published since then, confirming
some of the initial findings and discovering new limitations. This workshop aims to gather researchers
and practitioners involved in the creation of these models in order to:

1. Share ideas on the next directions of research in this field, including—but not limited to—grounding,
multi-modal models, continuous updates and reasoning capabilities.

2. Share best-practices, brainstorm solutions to identified limitations and discuss challenges, such as
infrastructure, data, ethical & legal frameworks, evaluation, training efficiency, etc.

This workshop is organized by the BigScience' initiative and will also serve as the closing session of
this one year-long initiative aimed at developing a multilingual large language model, which is gathering
1.000+ researchers from more than 60 countries and 250 institutions and research labs. Its goal is to
investigate the creation of a large scale dataset and model from a very wide diversity of angles.

"https://bigscience.huggingface.co/
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