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Abstract

Language models pretrained on vast cor-
pora of unstructured text using self-supervised
learning framework are used in numerous nat-
ural language understanding and generation
tasks. Many studies show that language ac-
quisition in humans follows a rather structured
simple-to-complex pattern and guided by this
intuition, curriculum learning, which enables
training of computational models in a mean-
ingful order, such as processing easy samples
before hard ones, has been shown to poten-
tially reduce training time. The question re-
mains whether curriculum learning can ben-
efit pretraining of language models. In this
work, we perform comprehensive experiments
involving multiple curricula strategies vary-
ing the criteria for complexity and the train-
ing schedules. Empirical results of training
transformer language models on English cor-
pus and evaluating it intrinsically as well as
after fine-tuning across eight tasks from the
GLUE benchmark, show consistent improve-
ment gains over conventional vanilla training.
Interestingly, in our experiments, when evalu-
ated on one epoch, the best model following a
document-level hard-to-easy curriculum, out-
performs the vanilla model by 1.7 points (aver-
age GLUE score) and it takes the vanilla model
twice as many training steps to reach compara-
ble performance.

1 Introduction

Pretrained language models are the foundation for
achieving impressive results on many natural lan-
guage processing tasks today (Peters et al., 2018;
Devlin et al., 2019; Yang et al., 2019) but they
are also prohibitively expensive to train, requiring
enormous computing resources to be effective. The
exploding demand of computations, together with
the resulting massive energy cost (Strubell et al.,
2019), pose serious obstacles to the development of
new pretrained models, thus, leading to a number
of recent research efforts aimed towards addressing

this problem by proposing approaches for improv-
ing model efficiency (Sanh et al., 2019) or sample
efficiency (Clark et al., 2020), to name just a few.

The primary method researchers have explored
to address this problem is to develop smaller lan-
guage models (Sanh et al., 2019; Jiao et al., 2020).
In this paper we study a complementary approach
to simplify pretraining of language models based
on corpus ordering via curriculum learning (Ben-
gio et al., 2009). The motivation is that curriculum
learning has been shown to help with faster conver-
gence (Guo et al., 2018; Hacohen and Weinshall,
2019) which, in combination with simpler language
models, will give us a sustainable platform for fu-
ture research into language models.

Although curriculum learning strategies have
been successfully employed in many areas of ma-
chine learning, on a wide range of tasks (Wang
et al., 2020; Soviany et al., 2021), little is under-
stood about the role of corpus ordering in the con-
text of pretraining language models with the ex-
ception of some notable early works on language
modeling (Bengio et al., 2009; Graves et al., 2017).
In this paper, we continue this line of investigation
by asking the question whether curriculum based
pretraining of transformer language models pro-
vides any benefits when compared with traditional
vanilla training.

In order to create a curriculum from an unlabeled
text corpus for such self-supervised form of learn-
ing, one needs to define a measure of complexity.
We explore if metrics of text readability difficulty
designed for humans can serve as beneficial met-
ric in creating a curriculum for machine learning
models. The intuition behind this approach is to
mimic the manner in which humans learn. Train-
ing samples are organized by levels of difficulty
and training proceeds in steps where the model is
first trained on a subset of the corpus at a given
difficulty level before being trained on another dif-
ficulty level, and so on.
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For our experiments, we pretrain from scratch
multiple models of BERTBASE using the WikiText-
103 corpus (Merity et al., 2016), a collection of
English articles from Wikipedia. We explored stan-
dard length-based metrics of complexity as well as
document-level complexity using Flesch Reading
Ease readability index to organize the corpora into
a curriculum. We also investigated two different
methods of accessing such an ordered training set –
one where the bins remain disjoint (BINNED) and
another where the bins are incrementally joined to-
gether to increase the training data size (STEPPED)
over n epochs. An extensive evaluation is con-
ducted in terms of metrics related to not just pre-
training but also fine-tuning on eight downstream
tasks, specifically the suite of datasets from the
GLUE benchmark (Wang et al., 2018).

Our results demonstrate that while sentence-
level and document-level complexity metrics work
comparably well, they outperform the vanilla mod-
els in all experiments. Furthermore, while easy to
hard is a good strategy when complexity is com-
puted at sentence-level, the reverse is true when
complexity is measured at document-level. Finally,
the most encouraging results suggest that corpus
ordering takes significantly less time (measured in
terms of training steps) as compared to vanilla train-
ing, while yielding comparable results as measured
by the average GLUE score.

In summary, this work makes the following con-
tributions,

• We propose a novel paradigm defined by
document-level metrics of text complexity for
ordering a training corpus.

• We explore two strategies for learning from
such a curriculum in the context of pretraining
of language models.

• We conduct extensive experiments by training
several versions of transformer model from
scratch and evaluating their performance in
terms of metrics computed at both pretraining
and fine-tuning stages.

2 Corpus Complexity

We begin by describing the unlabeled corpus of
text used during training and the metrics adopted
for measuring its complexity.

Corpus. In this work we choose the WikiText-103
corpus (Merity et al., 2016), which has served as a
popular choice of text corpus for language model-
ing in prior works (Khandelwal et al., 2019; Press

et al., 2021). It consists of a set of verified Good
and Featured articles1 from English Wikipedia, con-
taining a total of around 103.2 million tokens2. For
all experiments, the predefined splits of the corpus
are used.

Complexity. Before we can order the unlabeled
text instances in WikiText-103, we need to define
some criteria for ranking them. Designing a rank-
ing criteria in a self-supervised setup is a challeng-
ing problem, especially due to the dual pretraining
and fine-tuning paradigm. We choose to estimate
sample complexity in terms of human-centered no-
tion of ‘difficulty’, specifically text readability and
lexical richness. In other words, we construct a
heuristically informed pre-defined curriculum, and
adopt metrics that measure the difficulty of text,
based on readability and complexity, at two levels
of granularity - sentence and document. The cor-
pus is then divided into bins, from which batches
of training input are constructed at random.

2.1 Sentence-level complexity

The length of a sentence (or a sequence) is a
straightforward, intuitive, and attractive (easy to
implement) measure for indicating difficulty or
complexity of a piece of text, and indeed, numer-
ous works have used length as a criteria for order-
ing samples (Spitkovsky et al., 2010; Cirik et al.,
2016; Kocmi and Bojar, 2017), although, to our
knowledge, none in the context of pretraining of
transformer language models. Note that sentence
length as discussed here is different from sequence
length (Press et al., 2021), with the former being the
number of contiguous words in an entire sentence
(linguistic unit), whereas the latter is the number of
tokens in a subsequence that serves as an input to
the model (machine unit)3.

We first split each article into non-overlapping
sentences, which are further tokenized into words4.

1In this paper, the words ‘articles’ and ‘documents’ are
used interchangeably.

2https://blog.einstein.ai/the-wikitex
t-long-term-dependency-language-modeling
-dataset/

3To further illustrate the difference between the two no-
tions of length, sentence vs. subsequence, consider this very
simple sentence ‘This is a very long sentence.’. Here, the
length of the sentence is 6, whereas subsequences of varying
lengths can be created from this sentence, with their length
being anywhere between 1 and 6, depending on the user spec-
ified parameter. Moreover, the subsequences can be non-
overlapping or otherwise (Press et al., 2021).

4We use NLTK’s sentence segmentation and word tok-
enization.

https://blog.einstein.ai/the-wikitext-long-term-dependency-language-modeling-dataset/
https://blog.einstein.ai/the-wikitext-long-term-dependency-language-modeling-dataset/
https://blog.einstein.ai/the-wikitext-long-term-dependency-language-modeling-dataset/
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(a) FRE vs Grade
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(b) FRE vs Coleman-Liau
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(c) FRE vs SMOG index

Figure 1: Comparison of the four metrics of readability on the WikiText103 corpus.

Length FRE Grade Coleman-Liau SMOG

2-10 52.8 8.4 8.0 9.2
11-15 49.2 9.8 9.9 10.5
16-20 44.7 11.5 10.3 11.6
21-25 48.5 12.1 10.8 12.6
26-30 43.7 13.9 10.7 13.5
31-35 38.8 15.8 10.9 14.4
36-40 33.9 17.7 10.9 15.2
41-45 29.0 19.6 11.1 16.0
46-50 24.0 21.5 11.1 16.7
51-55 18.9 23.5 11.1 17.4
56-60 05.3 26.6 11.0 18.1

61+ -12.7 33.6 11.2 20.2

Table 1: Sentence length and its connections to Flesch
Reading Ease (FRE), Flesch-Kincaid Grade, Coleman-
Liau index and SMOG index. For FRE, higher scores
reflect easier samples (in terms of readability diffi-
culty); for all others, a smaller value reflects easier to
read. In general, there appears to be a consistent mono-
tonic mapping between length and all other metrics, ex-
cept for an occasional outlier (underlined).

Then we compute the number of tokens in each
sentence and create bins consisting of sentences of
similar lengths – 2 to 5 words, 6 to 10 words, and
so on, together, thus organizing the corpus to create
a length-based curriculum.

It is important to note that by binning sentences
based on length this way, it is possible that we
may (completely) lose the surrounding context of
the sentences. However, in looking closely at the
bins, we noticed that multiple sentences of similar
lengths from the same document ended up assigned
to the same bin successively, thereby still maintain-
ing some relevant context. Some examples are
included in the Appendix A.

In order to address any issues that may arise due
to a corpus shuffled so thoroughly, we also explore
document-level metrics of complexity.

2.2 Document-level complexity

This time, we conduct a very different analysis of
the WikiText-103 focusing on text readability for

approximating text complexity. We initially studied
four measures of readability5 to classify the docu-
ments – the Flesch Reading Ease (FRE) (Kincaid
et al., 1975), Flesch-Kincaid Grade Level (Kincaid
et al., 1975), Coleman-Liau Index (Coleman and
Liau, 1975), and Smog Index (Mc Laughlin, 1969).

Comparison of the four readability metrics.
Figure 1 plots the FRE scores against the other
three readability metrics for WikiText computed
at the document level. We observe that the FRE
score and the Grade-level scores exhibit a linear
relationship implying that both these metrics rate
the documents similarly. However, there is some
variability because at any Grade level we have a
range of FRE scores. This is consistent with the
manner in which Grade levels are computed since
each Grade level is based on a range of computed
scores. There is a similar linear relationship be-
tween FRE and SMOG index. The relationship
between FRE and Coleman-Liau is similar though
there is a larger spread of values for a given FRE
value. However, we generally observe a linear rela-
tionship between FRE values and the other indices,
and for this reason we settle on the FRE measure
for scoring documents. Further, since FRE has
a larger range compared to the other indices, it
gives us the fidelity, i.e., fine-grained classification,
needed to bin documents.

In FRE, higher scores denote easier samples, in
terms of their readability difficulty, whereas lower
values indicate harder samples. Concretely, for a
document, FRE is computed as,

FRE = 206.835− 1.015
(
#w
#s

)
− 84.6

(
#l
#w

)
where w denotes the words, s denotes sentences,
and l denotes syllables.

We also ran the FRE metric on each of the sen-
tence length bins as described earlier. As Table 1

5These metrics were computed via TextStat library: http
s://pypi.org/project/textstat/

https://pypi.org/project/textstat/
https://pypi.org/project/textstat/
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Bin % tokens

easy 32.8%
medium 32.6%
hard 34.5%

Table 2: Statistics of binning the WikiText103 corpus
based on FRE scores.

shows, there is indeed a direct correlation between
FRE scores and the length of sentences in the bin.
As the sentence length increases, FRE scores drop
(indicating greater difficulty). To validate this we
ran the other three metrics as well and those re-
sults are also displayed in the table. Like FRE, the
other three metrics also provide strong correlation
between sentence length and difficulty.

In order to create a curriculum based on differing
levels of complexity, we use a histogram of FRE
scores to identify boundaries for splitting the cor-
pus. Additional details on the distribution fit of the
FRE sccores are included in Appendix B. Table 2
provides a summary of how we split the corpus into
three bins of roughly same size in terms of num-
ber of tokens but varying difficulty of documents,
namely, easy, medium, and hard. Based on this
split, we can consider different curriculum learning
strategies including training easy-to-hard or hard-
to-easy with variations where either we train on
each bin individually or cumulatively, as described
in the next section.

As an additional experiment, we also computed
the type token ratio score (TTR) of each document,
a ratio of the number of unique words (types) to
the total number of words (tokens) in a document
– the closer the TTR is to 1, the greater the lexical
richness, and thus, considered as ‘complex’ for our
purposes. This is because none of the other met-
rics described earlier take word types into account,
which have been shown to be helpful in prior works
(Zhang et al., 2018). Appendix C includes some
comparison between FRE and TTR scores.

3 Corpus Ordering for Pretraining

We first summarize the process of creating the
curriculum and then explain the strategy for train-
ing over it. As described in the previous section,
sentences or documents are sorted by their com-
plexity score, which are then distributed into non-
overlapping bins, essentially subsets of data (also
known as shards (Zhang et al., 2018)), such that
samples in each bin are similar in complexity.

The training consists of t sequential phases,
where t denotes the different points of time dur-
ing the training, where training samples are fetched
only from a subset of bins. For instance, t = 1 may
correspond to the first epoch or first n steps, t = 2
may correspond to the second epoch or the next
n steps, and so on. In our experiments, t denotes
an epoch. A subset consists of one or more bins,
and for creating and iterating over these training
subsets during training, we explore two different
strategies - BINNED and STEPPED.

(i) BINNED: In this variant, the model is trained
sequentially on each bin, one at a time. In other
words, the model is first trained on the first bin
and its state is saved. The training then continues
from the saved checkpoint on the next bin, and
so on. This is similar to the case where a subset
consists of only one bin, and we iterate over it for
one epoch.

The bins themselves can be accessed in order of
either increasing difficulty (from easy to medium
to hard), an approach that can be intuitively seen as
mimicking the way humans learn, or in the reverse
order of decreasing difficulty (from hard to medium
to easy), a technique shown to benefit machine
learning algorithms (Weinshall et al., 2018). In
doing so, the question we ask is whether curriculum
or anti-curriculum help in the context of language
modeling, if at all.

It is worth mentioning that while the bins are
accessed in a pre-defined order (i.e., easy to hard
or reverse), the samples within the bins are still
randomly selected, thus combining a deterministic
schedule with the benefits of randomization that
serve neural models well.

(ii) STEPPED: Alternatively, the bins could be ac-
cessed cumulatively where the training set progres-
sively increases in size by addition of newer bins
while retaining earlier bins (also referred to as Baby
Steps curriculum (Bengio et al., 2009; Spitkovsky
et al., 2010)). Basically, samples of increasing (or
decreasing) complexity are added to the training
set after each phase t while the samples from the
previous phase still remain in the training set. For
instance, at the first phase t = 1, only the first bin
is presented; at the next phase t = 2, the train-
ing set comprises of both the first and second bins;
at t = 3, samples from the first, second, and third
bins are accessed, and so on until the model iterates
over the entire corpus in the last phase. Essentially,
the first bin’s samples are seen n more times (n =
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number of bins) than the last bin. So in our case of
three bins, the easy samples are iterated over thrice
as compared to the samples from the hard bin if
following an increasing level of complexity, and
vice versa for a schedule of decreasing complexity.

To sum it up, if we set a phase t to be an epoch, in
the BINNED models, all the bins (and by extension,
the entire corpus) are/is iterated over just once,
whereas in the STEPPED models, since newer bins
are progressively added in addition to existing bins
in the training set, a process that not only modifies
complexity but also increases data size over time,
on average, this is similar to iterating over the entire
corpus n2 times.

Finally, the VANILLA model, where the corpus is
not sorted or binned in any way and data from the
entire corpus is accessed randomly at any phase,
serves as the baseline model.

4 Experiments and Discussion

In this section, we perform a series of experiments
for evaluating the effects of corpus ordering strate-
gies in the pretraining of language models.

4.1 Evaluation Metrics
We conduct experiments for evaluating different
aspects of the language model and report the re-
sults pertaining to, (i) pretraining: As intrinsic
metrics of evaluation, we measure loss and perplex-
ity on the validation set which provide some insight
into the language modeling capabilities of the pre-
trained models; (ii) fine-tuning: The benefits of
better pretraining gained in terms of validation loss
or perplexity will be lost if they do not transfer
over to downstream natural language processing
tasks after fine-tuning, which currently remains
the predominant way of using these pretrained lan-
guage representations. Thus, we further fine-tune
the pretrained models on a range of task datasets
and report metrics of extrinsic evaluation including
F1 scores, Spearman Correlations and Accuracy;
and, (iii) compute resources: Finally, we perform
an analysis of the training time measured in the
number of training steps taken to reach a certain
threshold of performance.

4.2 Model Combinations
We train from scratch and fine-tune the following
models:

• Training can go from easy to hard (EASY) or
hard to easy (HARD).

• The criteria for determining complexity of
text is specified at (a) sentence-level using
length (LENGTH), or (b) document-level de-
rived from FRE scores (FRE) or TTR scores
(TTR).

• For BINNED, the training set consists of any
one bin during a phase, whereas for STEPPED

learning, the bins are cumulatively added to
the training set at each phase.

• Finally, the standard way of training where
the original corpus is used as is, without any
ordered curriculum, serves as our baseline de-
noted as the VANILLA model.

4.3 Pretraining

For training all the models from scratch, we adopt
a transformer model, i.e., BERTBASE (Devlin et al.,
2019), uncased version, with 12 transformer layers,
and masked language modeling objective. The
batch size is set to 8, the maximum length of the
input sequence is 512, and all other settings set
as default. First, we train LENGTH and BINNED

models for one epoch over each bin (in other words,
as the bins are disjoint, each sample in the entire
corpus is seen just once). As a comparable baseline,
VANILLA is also trained for one epoch.

For the STEPPED models, since the earlier bins
are iterated over more times than the latter bins, it
has the complexity of O(n2). Thus we re-run the
VANILLA and BINNED models for two epochs for a
comparable evaluation.

4.4 Finetuning

Subsequently, we fine-tune each pretrained model
for two epochs over eight distinct task datasets
from the General Language Understanding Evalu-
ation (GLUE) benchmark, a suite of diverse natu-
ral language understanding tasks, including CoLA,
MNLI, MRPC, QNLI, QQP, RTE, SST-2 and STS-
B, described in detail in Wang et al. (2018).

4.5 Implementation

All runs are trained on a single GPU (Nvidia
GeForce RTX 2080) and all pretraining and fine-
tuning experiments are performed using Hugging-
Face6 library (Wolf et al., 2019).

6https://github.com/huggingface/transformers
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Pretraining ↓ Fine-tuning ↑

Model Loss PPL CoLa MNLI MRPC QNLI QQP RTE SST-2 STS-B Avg.

VANILLA 6.09 441.2 69.0 62.0 69.6 60.8 76.9 55.2 79.4 25.1 62.2

BINNEDLEN
INC. 6.61 748.5 69.1 63.8 72.0 61.3 80.9 55.6 79.7 25.6 63.5
DEC. 6.72 835.1 69.1 62.6 68.8 60.8 78.1 55.6 80.2 25.8 62.6

Table 3: Results of bins derived from sentence length (increasing/decreasing) and vanilla training, in terms of loss
and perplexity (↓ is better) on the valid set at the end of training, and F1 scores for QQP and MRPC, Spearman
Correlations for STS-B, and accuracy scores for the other tasks after fine-tuning (↑ is better). The last column
reports the average GLUE score. Each bin (or the entire corpus in the case of VANILLA model) is iterated over for
one epoch.

Pretraining ↓ Fine-tuning ↑

Model Loss PPL CoLa MNLI MRPC QNLI QQP RTE SST-2 STS-B Avg.

VANILLA 6.09 441.2 69.0 62.0 69.6 60.8 76.9 55.2 79.4 25.1 62.2
BINNEDLEN INC. 6.61 748.5 69.1 63.8 72.0 61.3 80.9 55.6 79.7 25.6 63.5
BINNEDTTR HARD 5.96 388.9 68.1 31.8 71.5 50.5 81.3 50.9 81.4 23.8 57.4

BINNEDFRE
EASY 6.06 430.8 69.1 61.9 70.3 62.1 82.2 55.6 81.5 24.5 63.4
HARD 6.11 450.8 69.1 64.6 72.3 61.4 81.7 56.0 81.4 24.5 63.9

Table 4: Results of training over bins derived from document level complexity (TTR and FRE scores) in easy to
hard (EASY)or hard to easy (HARD) order. Results of vanilla training and length (increasing) are included from
Table 3 as baselines. Loss and perplexity (↓ is better) is measured on the valid set at the end of training, and F1
scores for QQP and MRPC, Spearman Correlations for STS-B, and accuracy scores for the other tasks are reported
after fine-tuning (↑ is better). The last column reports the average GLUE score. Each bin (or the entire corpus in
the case of VANILLA model) is iterated over for one epoch.

4.6 Results

The goal of this work is to examine the role of cor-
pus ordering inspired by curriculum learning in the
pretraining of transformer language models. In par-
ticular, we seek to explore the following questions:

Q1. Effect of Sentence Complexity (BINNED)

We first compare the simple sentence-level
LENGTH based curriculum learning with the
VANILLA way of training language models, the
results of which are presented in Table 3. We ob-
serve that while the VANILLA model performs bet-
ter in terms of loss and perplexity on the validation
set at the end of one epoch, those improvements
fail to carry over to the fine-tuning stage. Instead,
both the BINNEDLEN curriculum models perform
better in terms of the average GLUE score, with the
increasing LEN schedule outperforming the other
two.

These results are encouraging considering that a
simple approach of iterating over the corpus in bins
of progressively increasing sentence length seems
to be quite effective.

Q2. Effect of Document Complexity (BINNED)

Next we investigate the effect of accessing the
corpus organized based on document-level no-
tion of complexity as measured using FRE scores
(and some preliminary experiments using TTR
scores, which did not perform as well as FRE
scores and, therefore, were not included in fur-
ther experiments), as compared to VANILLA and
BINNEDLEN (INC.) models. The results are reported
in Table 4 and once again we notice a disconnect be-
tween the intrinsic and extrinsic evaluation scores.
That is, while BINNEDTTR (HARD) does well in
terms of validation loss and perplexity, it is the
poorest performing model when measured in terms
of average GLUE score after fine-tuning, and in-
stead, the overall best performance is achieved by
the BINNEDFRE (HARD) model.

There appears to be little difference between the
performance of LENGTH models and FRE models
even though it has been noted that it may be bet-
ter to use a document-level corpus rather than a
shuffled sentence-level corpus (Devlin et al., 2019).
We hypothesize that this may be because in length-
based bins, multiple sentences of similar lengths
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Pretraining ↓ Fine-tuning ↑

Model Loss PPL CoLa MNLI MRPC QNLI QQP RTE SST-2 STS-B Avg.

VANILLA 5.98 398.6 68.7 63.5 73.5 61.2 79.1 55.2 81.3 24.9 63.4

BINNEDFRE
EASY 5.97 394.4 68.1 63.2 73.8 50.5 77.0 52.7 80.6 24.9 61.4
HARD 6.00 406.5 68.5 62.4 71.8 62.5 82.7 57.4 81.2 23.9 63.8

STEPPEDFRE
EASY 5.86 351.7 67.3 62.7 71.1 50.5 83.0 58.4 80.2 24.4 62.2
HARD 5.98 398.2 68.1 63.4 71.3 61.6 82.7 53.4 79.5 24.7 63.1

Table 5: Results of training over bins derived from FRE scores in easy to hard (EASY)or hard to easy (HARD)
order using BINNED or STEPPED algorithm. Loss and perplexity (↓ is better) is measured on the valid set at the
end of training, and F1 scores for QQP and MRPC, Spearman Correlations for STS-B, and accuracy scores for the
other tasks are reported after fine-tuning (↑ is better). The last column reports the average GLUE score. The entire
corpus in the case of VANILLA model is iterated over for two epochs whereas for BINNED versions, each bin is
iterated over twice.

belonging to the same document get binned succes-
sively, thereby continuing to maintain their context
when long contiguous sequences as extracted for
input. The main observation, however, is that some
notion of ordering certainly seems to help as com-
pared to no ordering such as in the case of the
VANILLA model.

Crucially, this experiment also allows us to ana-
lyze the question whether metrics of text readability
designed for humans could also benefit machine
learning algorithms, and it appears that an anti-
curriculum derived from FRE scores, i.e., from
hard to easy ordering works better for machines.
This result is especially interesting and in line with
prior work (Weinshall et al., 2018) where it was
noted, in the context of visual object recognition,
that what makes an image difficult to a neural net-
work classifier may not always match whatever
makes it difficult to a human observer. Here, we
notice a similar behavior, albeit in the context of
language modeling.

Q3. Effect of STEPPED vs. BINNED

This experiment compares the effect of the two
strategies of accessing the bins during training.
Recall that in BINNED, the bins are disjoint and
training samples are randomly selected from only
one bin during a given epoch. On the other hand,
in STEPPED, at each epoch, a new bin is added
to the training set in addition to the previous bin,
thereby, increasing the size of the training dataset
progressively. For a fair comparison between the
two approaches, we iterate over the VANILLA and
BINNED models twice to reach the same number of
steps as the STEPPED models.

Table 5 reports the results of this experiment al-

lowing us to make the following key observations:
(i) the BINNED (HARD) model yields the most com-
petitive results, which is somewhat surprising given
that one might consider such a strategy of train-
ing over non-overlapping bins to perhaps lead to
catastrophic forgetting. To further analyze this phe-
nomenon, when we compute the ratio of common
word types between any two consecutive bins, we
find an overlap of up to 40%, which could possibly
explain why disjoint training works just as well as
progressively incremental training; (ii) once again,
we observe that adopting a document-level anti-
curriculum learning, i.e., hard to easy sequence
is beneficial especially after fine-tuning; and, (iii)
the disconnect between the intrinsic and extrinsic
evaluation results continues to persist.

Q4. What about Sustainability?

In Table 6 we summarize the results of the top
performing model and the vanilla training runs in
order to compare them in terms of the compute
power consumed, i.e., the number of training steps,
along with their validation loss and average GLUE
score. We find that while, unsurprisingly, VANILLA

model improves given more epochs, it still does not
match the performance afforded by the BINNED

model which is reached in almost half the number
of steps7, and this we find to be one of the most in-
teresting findings of this study. This is particularly
encouraging because it suggests that simple corpus
ordering can not only improve the quality of the
language model, but also its efficiency in terms of

7Even though the same base corpus is used for all the
experiments, the slight difference in the number of steps is
due to the way data is randomly sampled and chunked into
input sequences during training.
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Model Loss ↓ GLUE ↑ # steps ↓

VANILLA (1 epoch) 6.09 62.2 28.2K
VANILLA (2 epochs) 5.98 63.4 56.4K
BINNEDFRE (HARD) (1 epoch) 6.11 63.9 32.1K

Table 6: Compute resources in terms of training steps.

the training steps needed to reach a certain level of
performance after fine-tuning.

We acknowledge that this work’s conclusions
are largely drawn based on experiments run on a
reasonably sized transformer language model over
a relatively small corpus8 and a handful of epochs.
We hope that future research can build upon these
simple yet effective ideas.

5 Related Work

There is a growing awareness of the benefits of
Green AI (Schwartz et al., 2020; Bender et al.,
2021), with an emphasis on not just accuracy, but
also efficiency, with the desirable goal, amongst
many, of decreasing the environmental carbon foot-
print of pretrained language models, during train-
ing or inference. Tremendous progress is being
made towards sustainable or ‘greener’ models with
many efforts in improving model efficiency in order
to reduce the amount of compute required (Hinton
et al., 2015; Sanh et al., 2019; Jiao et al., 2020;
Mao et al., 2020; Anderson and Gómez-Rodríguez,
2020; Schick and Schütze, 2021; Stock et al., 2021;
Iandola et al., 2020).

Scaling laws (Kaplan et al., 2020) suggest that
optimal compute-efficient training involves training
very large models on a relatively modest amount
of data and indeed, many studies explore the rela-
tionship between the volume of training data and
consequent model performance (Banko and Brill,
2001; Sun et al., 2017; van Schijndel et al., 2019;
Hu et al., 2020; Raffel et al., 2020; Brown et al.,
2020; Zhang et al., 2021), generally concluding that
rapid improvements in performance are observed
as the amount of training data increases, at least
until a certain point, after which the improvements
slow down.

In this work, our focus is on studying the role
of corpus ordering in language modeling, and al-
though a handful of works explored this idea via
length-based metrics (Bengio et al., 2009; Graves

8103.2 million tokens of WikiText-103 corpus as compared
to some recent models leveraging upto 130 billion words
(Linzen, 2020).

et al., 2017), they did not integrate document-level
measures of complexity, nor did they study this in
the context of transformer models. Furthermore,
we perform an extensive evaluation reporting met-
rics pertaining to both pretraining and fine-tuning
stages.

Prior work has typically measured the complex-
ity of text in terms of the length of a sequence
(Spitkovsky et al., 2010; Cirik et al., 2016; Kocmi
and Bojar, 2017; Subramanian et al., 2017; Zhang
et al., 2018; Platanios et al., 2019; Chang et al.,
2021). Other metrics include features such as di-
versity, simplicity, and prototypicality (Tsvetkov
et al., 2016), or the norm of a word embedding (Liu
et al., 2020). The effects of these prior efforts have
mostly been studied at the fine-tuning stage. At
the pretraining stage, Babanejad et al. (2020) stud-
ied the effects of preprocessing training corpora in
the context of affective tasks, while more recently,
Press et al. (2021) showed that initially training a
model on shorter subsequences before moving onto
longer ones has benefits in terms of training time
and model perplexity, although they did not study
the impact on downstream tasks.

Although in regular settings curriculum learning
has often led to mixed results, under limited train-
ing budgets, curriculum has shown to improve the
performance (Cirik et al., 2016; Wu et al., 2020),
which motivated us to explore the effects of corpus
ordering in the task of transformer-based language
modeling, and evaluating the metrics related to not
just accuracy but also training efficiency as mea-
sured in the number of training steps.

6 Conclusions and Future Directions

In this paper, we investigate several corpus order-
ing and training schedules as a way of exploring
the effectiveness of curriculum learning, specifi-
cally with regards to obtaining better models and
potentially reducing training time and/or cost, for
pretraining transformer language models (English,
in this case). Between the two notions of com-
plexity, one computed at sentence-level, and the
other at document-level, we find them to perform
relatively comparably. In the document-level cur-
riculum, our findings suggest that going from hard
to easy training samples may be an effective strat-
egy. Furthermore, iterating over disjoint bins one
at a time seems comparably effective to incremen-
tally increasing the training data size. Finally, in-
terestingly, our empirical results on eight down-
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stream tasks from GLUE benchmark reveal that
an ordered corpus yields competitive performance
as compared to vanilla training in almost half the
number of training steps, as measured over two
epochs of training.

Many interesting avenues for future work remain
such as devising more efficient corpus ordering
algorithms or verifying whether these simple yet
effective strategies generalize to different training
corpora or model architectures, thus enabling de-
velopment of sustainable language models.
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Appendix

A Sample Examples from Different Text
Complexity Bins

Tables 7 and 8 present some sample text excerpts
from easy and hard bins, as computed by document-
level complexity and sentence-level complexity,
respectively.

B Flesch Readability Ease
We computed the FRE value for each document
in WikiText and create a histogram and fit a distri-
bution, Figure 2. For WikiText, the Epsilon-Skew-
Normal distribution provides the best fit with a
mean FRE score of 36.23 and a standard deviation
of 9.7.
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Figure 2: (a) Distribution fit and histogram, and (b) Cu-
mulative distribution function, of the FRE scores as
computed on the WikiText-103 corpus. We see that
70% of the documents have a FRE score in a narrow
range between 35 and 55. We use this analysis to cre-
ate the curriculum described in the text.

C Type Token Ratio
In our preliminary experiments, we also consid-
ered another document-level metric of complexity,
namely, type token ration (TTR) which takes into
account the unique number of word types in ad-
dition to the total number of word tokens, which
may guide in creating more meaningful bins. Fig-
ure 3(a) indicates little correlation between FRE
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Figure 3: (a) Flesch Reading Ease vs. TTR score, and
(b) Histogram of the TTR scores as computed on the
WikiText-103 corpus.

and TTR, which further motivated us to try this
line of investigation, whereas Figure 3(b) shows
the histogram of TTR scores which was used to
identify bin boundaries. During the experiments,
however, TTR’s performance did not match that of
FRE.
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Complexity Text

EASY A last-minute addition to the film, the simple love song was quickly written by Ashman and Menken
to replace the more elaborate and ambitious "Human Again" after the latter was cut from Beauty
and the Beast. O’Hara based her own vocal performance on that of American singer and actress
Barbra Streisand, who Howard advised the actress to impersonate, while O’Hara herself convinced
the songwriters to have Benson record the song. Critical reception towards "Something There" has
been positive, with film and music critics alike praising Ashman’s abilities as both a songwriter and a
storyteller.

HARD TM and Cult Mania is a non-fiction book that examines assertions made by the Transcendental
Meditation movement (TM). The book is authored by Michael Persinger, Normand Carrey and Lynn
Suess and published in 1980 by Christopher Publishing House. Persinger is a neurophysiologist and
has worked out of Laurentian University. He trained as a psychologist and focused on the impacts of
religious experience. Carrey is a medical doctor who specialized in psychiatry. He focused his studies
into child psychiatry with research at Dalhousie University, and has taught physicians in a psychiatry
residency program in the field of family therapy. Suess assisted Persinger in researching effects of
geological phenomena on unidentified flying object sightings in Washington; the two conducted similar
research in Toronto and Ottawa.

Table 7: Easy and hard text samples as measured by FRE scores at document level.

Complexity Text

EASY (i) Most Egyptian deities represent natural or social phenomena.
(ii) But some deities represented disruption to maat.
(iii) Not all aspects of existence were seen as deities.
(iv) Divine behavior was believed to govern all of nature.
(v) In myth, the gods behave much like humans.
(vi) Some have unique character traits.
(vii) Gods were linked with specific regions of the universe.
(viii) Temples were their main means of contact with humanity.
(ix) The gods were believed to have many names.
(x) This divine assemblage had a vague and changeable hierarchy.

HARD (i) Employing the same fusion of tactical and real-time gameplay as its predecessors, the story runs
parallel to the first game and follows the "Nameless", a penal military unit serving the nation of Gallia
during the Second Europan War who perform secret black operations and are pitted against the Imperial
unit "Raven".
(ii) Characters also have Special Abilities that grant them temporary boosts on the battlefield: Kurt can
activate "Direct Command" and move around the battlefield without depleting his Action Point gauge,
the character can shift into her "Valkyria Form" and become invincible, while Imca can target multiple
enemy units with her heavy weapon.
(iii) The three main characters are No.7 Kurt Irving, an army officer falsely accused of treason who
wishes to redeem himself; Ace No.1 Imca, a female Darcsen heavy weapons specialist who seeks
revenge against the Valkyria who destroyed her home; and No.13 Riela, a seemingly jinxed young
woman who is unknowingly a descendant of the Valkyria.
(iv) Speaking in an interview, it was stated that the development team considered Valkyria Chronicles
III to be the series ’first true sequel: while Valkyria Chronicles II had required a large amount of trial
and error during development due to the platform move, the third game gave them a chance to improve
upon the best parts of Valkyria Chronicles II due to being on the same platform.

Table 8: Easy and hard text samples as measured by sentence length. We hypothesize that sentence shuffled
corpus still yields competitive results as compared to document-level ordering is because in general, the larger
context surrounding the sentences continues to be maintained as shorter sentences from the same documents remain
together, and longer sentences from the same document cluster together. It is worth noting that the sentences in
this table are delineated just for presentation purposes. In actual implementation, the sentences are all combined
as one (very) long document for efficient processing.


