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Abstract

This paper presents the DuluthNLP submis-
sion to Task 7 of the SemEval 2021 competi-
tion on Detecting and Rating Humor and Of-
fense. In it, we explain the approach used
to train the model together with the process
of fine-tuning our model in getting the results.
We focus on humor detection, rating, and of-
fense rating, representing three out of the four
subtasks that were provided. We show that
optimizing hyper-parameters for learning rate,
batch size and number of epochs can increase
the accuracy and F1 score for humor detection.

1 Introduction

Humor detection poses a challenge to humans, not
least because of the mix of irony, sarcasm, and puns
which underlie humor. To understand the funniness
of humor requires a certain grasp of context, culture
and, for some, even country.

If rating the funniness of humor is any challenge,
ranking its offensiveness is even more so, espe-
cially when doing so requires an appreciation of
the sensibilities of the humor target — whether race,
religion, and/or gender — and, in most cases, con-
text.

It is little wonder humor detection has been cen-
tral to NLP tasks in the past few years. The last
few SemEvals have featured tasks focused exclu-
sively on either detecting the funniness of humor
(Hossain et al., 2020; Van Hee et al., 2018; Potash
et al., 2017) or detecting offense (Zampieri et al.,
2019). What SemEval-2021 task 7 seeks to do is
combine the detection of both humor and offense
for a given corpus.

Our approach uses pretrained ROBERTa model
(Liu et al., 2019b) trained on a RoBERTa classifier
implemented by HuggingFace (Wolf et al., 2019).
The intuition here is that RoOBERTa model achieves
state of the art performance for tasks requiring con-
textual information. Our goal is to measure the

effect of varying three hyperparameters — batch
size, learning rate, epoch size - whilst maintaining
default values for others. Our results show that
varying the three hyperparameters can increase per-
formance for humor detection, humor ranking, and
offense rating. The codebase for our participation
of this SemEval Task is available on github !

2 Related Work

Earlier works on humor detection and rating
showed modest gains. With the advent of atten-
tion mechanism (Vaswani et al., 2017), though, and
the transformer model a few years later (Dai et al.,
2019), not only has interest in the NLP community
on humor detection has soared, but performance on
humor and offense detection has increased (Weller
and Seppi, 2019).

This has been particularly so in the last few years,
where humor detection and offense rating have
been featured in some of SemEval tasks. SemEval-
2019 Task 6 on offense rating (Zampieri et al.,
2019) attracted 800 participants and 115 submis-
sions, the interest prompting a second SemEval-
2020 Task 12 the following year (Zampieri et al.,
2020). Around the same period, humor rating have
attracted similar interest (Hossain et al., 2020) in
SemEval Tasks. To the best of our knowledge, how-
ever, SemEval-2021 Task 7 (Meaney et al., 2021) is
the first to measure humor and offense for a given
task.

Most of the winning teams (Morishita et al.,
2020; Rozental and Biton, 2019; Wiedemann et al.,
2020), for both humor and offense rating alike, im-
plemented BERT and its variants, including Albert
and RoBERTa, in their model, an approach that
tended to yield the best results. And more often
than not, the teams exploit ensembles of BERT,

"https://github.com/akrahdan/
SemEval2021
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GPT-2, RoBERTa and their variants (Morishita
et al., 2020), whilst others stick to a single pre-
trained model.

Our approach in this task is to use RoBERTa
model, an approach that will fine-tune a select num-
ber of hyperparameters and to measure the model
performance for every change of hyperparameter
set.

3 System overview

In this section, we review our system’s adoption of
the pretrained RoBERTa model (Liu et al., 2019a)
for SemEval tasks. We also describe the Bayesian
hyperparameter optimization technique, which we
used in our hyperparameter sweeps for selecting
optimal values for learning rate, batch size, and
epoch cycles.

3.1 Model description

Our system’s adoption of ROBERTa model is based
on its ability to achieve state-of-the-art perfor-
mance for most NLP tasks with minimal effort,
including, in our case, humor detection. The
RoBERTa model, itself a re-implementation of
BERT (Devlin et al., 2019), is first pre-trained on
unlabeled text corpus and subsequently fine-tuned
on downstream tasks with labeled data.

The RoBERTa model is a significant improve-
ment over the BERT model, and it differs from
BERT for its usage of dynamic masking for train-
ing, Next Sentence Prediction (NSP), and a larger
mini-batch size (which, it has been observed, cor-
relates with performance (Liu et al., 2019a)).

Again, the RoOBERTa model outperforms BERT
for its size and diversity of data used in pretraining,
with its 160GB of training data drawn from multi-
ple sources compared to BERT’s 16GB of training
data.

Our system implements the ROBERTa model
with a classification layer on top using Hugging-
Face transformer model?.

We adopt Bayesian optimization to automate
the selection of optimal hyperparameter values for
the training and evaluation of the three Subtasks.
Details of the Bayesiann optimization method are
found in Appendix A

3.2 Sweeps

We use Bayesian optimization to run hyperparame-
ter sweeps for our model, but not before manually

>https://huggingface.co/transformers/

selecting a sensible list of hyperparameter values in
fine-tuning the ROBERTa model (Liu et al., 2019a)
on the SemEval tasks, including a learning rate
of 0.000025, a batch size of 4, all for 16 epochs.
The initial weights are based on standards followed
by BERT and RoBERTa (Devlin et al., 2019; Liu
et al., 2019a). The remaining parameters are based
on open source implementation by HuggingFace?
(Wolf et al., 2020).

Whilst the initial approach of selecting sensi-
ble defaults for hyperparameters achieved state of
the art results, the random, manual process was
painful, the results sometimes unpredictable. Ap-
plying Bayesian optimization, however, in running
a sweep over a range of hyperparameter values
helped in the selection of hyperparameters, includ-
ing epoch size, batch size, and learning rates, across
the 24 layers of ROBERTa; 4 o model. Our sys-
tem’s implementation of the Bayesian Optimiza-
tion is based on the open source wandb client by
Weights & Biases* (Biewald, 2020)

4 Experimental Setup

In this section, we present the experimental setup
for the our model and hyperparameter sweeps for
the SemEval tasks.

4.1 Implementation

For all experiments for the RoBERTa model (us-
ing RoOBERTap 455 and RoOBERTay 4 pgE varients)
, we use the PyTorch® implementation of it in
the HuggingFace transformer open source library®
(Wolf et al., 2020) together with the simpletrans-
former’ (Rajapakse, 2019) wrapper library. We
maintain the default weights and hyperparameters
whilst only changing the learning rate, batch size
and finetuning for different values of epochs. All
experiments were run on V100 GPUs with 16GB
memory.

4.2 Data Processing

The training and evaluation data, as shown in Ta-
ble 1 is based on the training, development and
test data supplied for the SemEval-2021 Task 7
(Meaney et al., 2021). Train data for each Substask
is the same but the the number of annotations are

*https://github.com/huggingface/transformers
*https://github.com/wandb/client
>https:

pytorch.org
®https://github.com/huggingface/transformers
"https://simpletransformers.ai
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Task Type Metric Train
Task 1a | Classification | F1-Score | 8000
Task 1b | Regression RMSE 4932
Task 2a | Regression RMSE 8000
Table 1: A Summary of Subtasks and dataset. Both

development and test set have the same have sizes of
1000.

different, with 8000 annotations for Subtask l1a and
2a; and 4932 annotations for Subtask 1b. Data
splits between training and evaluation is 80% and
20%.

The annotators for the dataset for the tasks were
a diverse group of individuals from differing age
group (18-70), genders, political views and income
levels — their backgrounds reflecting their percep-
tions of jokes or humor. For each text in the dataset,
annotators were asked to rank as either humorous
or not, and to rate the humor level on a scale of 1
to 5.

The subjectivity level of each text is also cap-
tured as a controversy score. Each text is labeled
as controversial if the variance of its humor rat-
ing is greater than the median variance of all texts.
Otherwise, it is labeled as not controversial.

As a way of combining humor and offense de-
tection in the same task, a first in SemEval tasks,
annotators were asked to classify humor as either
offensive or not, and, if offensive, to rate the of-
fensiveness on a a scale of 1 to 5. Non-offensive
humor received a zero rating.

Overall, the SemEval task divides into four sub-
tasks. Task 1a, a binary task, predicts if a given
text should be considered humorous. The second
Task 1b, a regression task, assigns a rating between
1 to 5 to text considered humours, and O otherwise.
The third Task Ic, itself a binary task, gives a con-
troversy score to a text. The fourth task predicts
the general offensiveness of a text on a scale of 0 to
5. Our system’s implementation only experiments
with three of the Subtasks, including Task 1a, Task
1b, and Task 2a.

4.3 Hyperparameter tuning

Our approach to hyperparameter tuning involves
two steps — one manual (implemented during the
evaluation phase) , the other using Bayesian opti-
mization (implemented during post-evaluation). In
the first step, though, we experiment with a range of
hyperparameter values on Task 1a, and the results
applied to train our model on the various subtasks.

But during the second step, implemented during
the post-evaluation phase, we implement hyperpa-
rameter sweeps on each task.

In the first step, we manually select from a range
of tunable hyperparameters, with batch sizes &
{4,16}, learning rates € {2e¢ — 5,4e — 5, le — 4}
and we fine-tune for epochs in € {6,9,12,16} .
The remaining hyperparameters, including dropout
rates, and the parameter weights, are based on the
default values for RoOBERTa model implementation
in the HuggingFace transformer library.

Using the results of the first step as our initial
defaults for batch size and learning rate, we con-
sider a fine-grained hyperparameter sweep using
the Bayesian optimization across the 24 pretrained
layers of the ROBERTay 4 rar model. We select a
range of learning rates between 0 & 1le — 3 for
the pretrained layers. We fine-tune for a range of
6 to 40 epochs, applying early stopping and using
accuracy as the evaluation metric on the valuation
set for Task 1a, and RMSE as the evaluation metric
for Task 1b and Task 2a.

Runs on hyperparameter sweeps are taken on
all the three Subtasks - Task 1a, 1b, and 2a. We
then use the results of learning rates across the
pretrained layers, together with the batch size to
train our model for the selected number of epochs
on each Subtask. Table 5 shows the results of each
hyperparameter sweep.

5 Results

In this section we present the results of our Se-
mEval tasks and our analysis for each step.We
present, in the first step, our baseline method and
results. We then follow up with the results obtained
evaluation phase; here, we analyse the impact of
the manual sweep and finetuning on the pretrained
RoBERTa model on the subtasks. In the last step,
and using the results of the codalab scores, we anal-
yse the impact of hyperparameter sweeps on the
scores during the post-evaluation phase.

Tasks Metric Scorgs
evaluation
F1-Score 0.939
Task 1a Accuracy 0.926
Task 1b RMSE 0.646
Task 2a RMSE 0.506

Table 2: Official evaluation scores for each task.
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Metric Scores

Tasks .

post-evaluation

F1-Score 0.957

Task 1a Accuracy 0.947

Task 1b RMSE 0.5802

Task 2a RMSE 0.469

Table 3: Post-evaluation scores. These were scores

generated during the post-evaluation stage after multi-
ple hyperparameter sweeps.

5.1 Baseline

For our baseline method for the regression tasks,
we use a very simple linear regression class by
scikit-learn. For the classification task, though,
we use logistic regression, also by scikit-learn, but
with binarized ngram counts, a method proposed
by Wang and Manning (2012). The baseline result
for the classification task is 89%. RMSE baseline
results for the regression tasks, for both Task 1b
and 2a, are 0.54 and 0.74 respectively.

5.2 Official Evaluation

As the evaluation results in Table 2 shows, the F1-
Score of 0.939 for Task 1a is very high, and that
is even for manual values of learning rate, epoch
and and batch size. What this shows is that using
the recommended learning rate and batch size to
fine-tune pretrained RoOBERTa model on humor
classification tasks can achieve very high results.
On the the hands, the same hyperparameter values
achieved average RMSE metric score for Task 1b
and average F1 score for Task 2a, which suggest
that our approach of using the same hyperparameter
values for all subtasks is not working.

5.3 Post Evaluation

During the post-evaluation phase the team carried
out an extensive hyperparameter finetuning with
the bayesian optimization. Table 3 also shows sub-
stantial gain in the F1-score, 0.95, for Task 1a,
RMSE scores (0.5802 and 0.469) for Task 1b and
Task 2a respectively, after applying the results of
the Bayes-optimized hyperparameter sweep in Fig-
ure 5 during the second step in the post-evaluation
stage.

6 Error Analysis

In an attempt to measure our model’s predictions
against the annotations by humans, we calculate
the confusion matrix, comparing the predicted re-

Confusion Matrix

- 500

-400

-300

Tue Labels

-200

=100

Predicted Labels

Figure 1: Confusion matrix for Subtask 1a during eval-
uation phase

sults with the values in the gold test for Subtask
la. Figure 1, the confusion matrix during the eval-
uation phase, shows comparable results for false
positives and false negatives. In Figure 2, however,
the number of false positives (34) are almost twice
the number of false negatives, which is so because
the train set has more label 1 data (4932) than la-
bel 0 data (3068), a slight difference that can lead
to the false positives. Again, the total number of
true positives (596), almost twice the number of
true negatives (351), shows the model is biazed
towards positive labels, which will make it difficult
to generalize.

Moreover, as shown in Table 4, about half of the
number of the false positive predictions are also
offensive, in part because most of the labeled texts
in the train set that are labeled as humorous are also
labeled as offensive.

The higher number of accurate predictions for
both the evaluation phase(926) and post-evaluation
phase(947) shows our model is efficient in detect-
ing humor.

However, the RMSE scores for humor rating —
that is Task 1b, including even the improved RMSE
score of 0.58 during the post evaluation phase —
still lags behind the RMSE results for Task 2a ,
the offense-rating subtask. And what this suggest
is that our model performs better with offense rat-
ing than with humor rating. And that might sug-
gest that the higher scores associated with Task 1a
are based on the model’s ability to detect offense,
which explains why most of the false positive texts
also contain offensive content.
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ID text is humor | offense
9200 | Black trans-masculine barbers in NY where ya at? We tryna sumn. | 0 0.55
9307 | What ’s a Black Competitive Swim Skills Clinic? * feeling moti- | O 1.55
vated
9756 | Being told that because I'm a Reform Jew that I’'m not actually | O 1
a Jew and that my smicha as a reform rabbi isn’t recognized is a
pretty shitty thing to hear from someone.

Table 4: Examples of gold test results wrongly labeled by our model

Confusion Matrix

Tue Labels

Predicted Labels

Figure 2: Confusion matrix for Subtask 1a during post-
evaluation phase

7 Discussions and Future Works

One major limitation of our approach was that the
hyperparameter runs, during the evaluation phase,
were experimented only on Task 1a, a binary clas-
sification task, and the results applied on the two
regression tasks to train our model, which may ex-
plain the subpar results for the Task 1b and Task 2a.
However, the steps taken during the post-evaluation
phase, by independently running the sweeps on
each Subtask, showed substantial increase in per-
formance.

In addition, the RoBERTa model, as imple-
mented by HuggingFace, is used as is, without any
modification to either the classification layer on top
of the ROBERTa model or any of the pretrained
layers. In the future, it will be worth pursuing how
modifying either of the layers will impact on humor
and offense detection.

Overall, however, our system shows that getting
optimal values for learning rate, batch and epoch
size can yield higher performance for humor detec-
tion.

8 Ethical Considerations

The training of ROBERTa, along with other lan-
guage models such as BERT and its variants, has
been shown to be costly, both for its effect on the
environment and finance (Strubell et al., 2019).
Again, the embeddings used for these language
models tend to amplify racial, sexist, and homo-
phobic biases. Mindful of these tendencies, our
model experiments included steps to minimize bias
and reduce energy cost.

What SemEval-2021 Task 7 (Meaney et al.,
2021) intends to achieve is not only to rank hu-
mor but also to rate humor offensiveness, the first
of any SemEval task. To achieve this, the dataset
contains as much as humor as hate, which covers
racial slurs, gender bias, trans/homophobic com-
ments, etc. Knowledge of what ranks as offensive
in humorous text can help our system moderate
humorous content.

To ensure that dataset used for training and de-
velopment do not over-represent hegemonic view-
points, Meaney et al. (2021), organizers for the
SemEval-2021 Task 7, employed annotators from
disparate backgrounds, in age, gender, political
views, to ensure that humor ratings and rankings, a
subjective process, reflected the varied viewpoints.

Annotators were limited to English speakers,
however, which implies that the system’s ability
to detect and identify humor is largely reflect views
inherent in the English language.

Training and testing were carried out on 1 V100
GPUs with less than 16GB of memory, a step taken
to ensure minimal, if any, impact on the environ-
ment.

The model, however, is prone to classifying of-
fensive content as humorous, which may suggest
that applications based on our model will be more
likely to rate as humorous any content that might
be deemed offensive.
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A Appendix

The Bayesian optimization is used in hyperparam-
eter optimization techniques for getting a combi-
nation of hyperparameters that returns the best per-
formance as measured by a validation set. More
formally, for an expensive function f : X — R,
hyperparameter optimization can be represented
below:
Xopt = argmaz f(X)
XEX

The objective function, f(z), represents the
score to maximize — in our case, say, the accu-
racy score — over the validation set; X, is the set
of hyperparameters that will yield the highest value
value of the score — or, in the the case of error rate
or RMSE, the lowest value.

The Bayes optimization (or search ) is one of the
standard algorithms for hyperparameter sweeps;
the others are grid and random search (Bergstra
and Bengio, 2012). Grid search creates a grid of
hyper-parameters and runs through all the range of
hyperparameter values. Whilst the grid search is

better than manual selection, it is computationally
expensive; it is also inefficient because the choice
of the next hyper-parameter values in a cycle run is
not informed by previous values.

The Bayes search, on the other hand, keeps
record of previous results, and uses the results to
build a probabilistic model for mapping hyperpa-
rameter values to a probability of score on the ob-
jective function (Dewancker et al., 2016).

Our system implements the Sequential Model-
Based Optimization (SMBO) method, which is a
succinct formalization of Bayesian Optimization
(Hutter et al., 2011, 2013). Sequential Model-
Based Optimization technique iterates between fit-
ting a model and then using that model to determine
the next location to evaluate. The pseudocode in
Algorithm 1, adopted from SigOpt® (Dewancker
et al., 2016), encapsulates the technique.

Algorithm 1 Sequential Model-Based Optimiza-
tion
Input:f, S, X, M
D <+ INITSAMPLES(f, X)
for i <DtoT do
p(y | x, D) « FITMODEL(M, D)
x;  argmazx S(x,p (y | x,D))
XeX

y; < f(x)
D« DU (x;,Y;)
end for

From a domain X of tunable hyperparameters,
the system would select a small set to initialize
a probabilistic regression model M. Afterwards,
subsequent locations are selected sequentially from
the domain by optimizing the acquisition func-
tion S, which uses the current model — the Gaus-
sian process, in our implementation — as a sur-
rogate of the objective function f. Each sug-
gested result is then used to produce the real result
y; = f(xi), the values of which are appended to
D = {(x1,y;),--- (X,y;)}; the updated values are
then used by the regression during the next itera-
tion.

8https://sigopt.com

1202


http://arxiv.org/abs/1910.03771
http://arxiv.org/abs/1910.03771
http://arxiv.org/abs/1910.03771
https://doi.org/10.18653/v1/2020.emnlp-demos.6
https://doi.org/10.18653/v1/2020.emnlp-demos.6
https://doi.org/10.18653/v1/2020.emnlp-demos.6
http://arxiv.org/abs/1903.08983
http://arxiv.org/abs/1903.08983
http://arxiv.org/abs/1903.08983
https://www.aclweb.org/anthology/2020.semeval-1.188
https://www.aclweb.org/anthology/2020.semeval-1.188
https://www.aclweb.org/anthology/2020.semeval-1.188

hyperparams Task 1a
layerg—s 1.556e°
layerg_11 | 4.38¢°

1
r laye’l”12715 4.62675
layerig—a3 3.24e~°
epochs 9
1r 4.5e°
(a) Task la

hyperparams Task 1b
layerg_s 3.55e°
layerg_11 | 9.38¢7°

1
* layeria_15 2.76¢°
layerig_o3 | 2.79¢7°
epochs 6
1r 2.1e7?
(b) Task 1b

hyperparams Task 2a
layery_s 7.86¢6
layerg—_11 1.02¢?

tr layeriao_1s | 1.38¢7°
layerig_o3 | 2.08e~°
epochs 18

1r 3.74e=°

Table 5: Hyperparameter Sweep Results for learn-
ing rates for the 24 layers of RoOBERTa;, 4 rgr model,
learning rate, epoch and batch sizes of the model.
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