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Abstract

Modern semantic parsers suffer from two prin-
cipal limitations. First, training requires ex-
pensive collection of utterance-program pairs.
Second, semantic parsers fail to generalize at
test time to new compositions/structures that
have not been observed during training. Re-
cent research has shown that automatic gener-
ation of synthetic utterance-program pairs can
alleviate the first problem, but its potential for
the second has thus far been under-explored.
In this work, we investigate automatic gener-
ation of synthetic utterance-program pairs for
improving compositional generalization in se-
mantic parsing. Given a small training set of
annotated examples and an “infinite” pool of
synthetic examples, we select a subset of syn-
thetic examples that are structurally-diverse
and use them to improve compositional gener-
alization. We evaluate our approach on a new
split of the schema2QA dataset, and show that
it leads to dramatic improvements in composi-
tional generalization as well as moderate im-
provements in the traditional i.i.d setup. More-
over, structurally-diverse sampling achieves
these improvements with as few as 5K exam-
ples, compared to 1M examples when sam-
pling uniformly at random — a 200x improve-
ment in data efficiency.

1 Introduction

Semantic parsers map natural language utterances
to executable programs (Zelle and Mooney, 1996;
Zettlemoyer and Collins, 2005). A worrying weak-
ness of semantic parsers that has been recently ex-
posed, is their inability to generalize at test time
to new compositions (Finegan-Dollak et al., 2018;
Lake and Baroni, 2018; Keysers et al., 2020; Kim
and Linzen, 2020; Gu et al., 2021). For example,
a virtual assistant trained on the examples “Show
me Thai restaurants that allow pets” and “How
many hotels are there in Tokyo”, might not gener-
alize to “How many hotels in Tokyo allow pets?”.
This type of out-of-domain generalization to new
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Figure 1: Given a small set of annotated data and a
large pool of synthetic examples, we propose to sam-
ple a diverse training set of synthetic examples which
includes a myriad of structures. Training a semantic
parser on the synthetic data and fine-tuning on anno-
tated data dramatically improves the parser’s composi-
tional generalization.

compositions constructed from components seen
during training is commonly termed compositional
generalization.

Two high-level approaches have been consid-
ered for tackling compositional generalization: (a)
designing models with a stronger compositional
inductive bias (Liu et al., 2020; Russin et al., 2020;
Zheng and Lapata, 2020; Herzig and Berant, 2021),
and (b) adding training data that will encourage a
compositional solution (Akyiirek et al., 2021; Guo
et al., 2020c; Wang et al., 2021; Guo et al., 2020a).
In the latter approach, typically a model is trained
from labeled data (Jia and Liang, 2016; Yu et al.,
2020; Zhong et al., 2020), and is used to later gener-
ate new examples. An alternative approach is to use
a manually-built synchronous grammar that auto-
matically generates programs paired with synthetic
utterances (Wang et al., 2015; Cheng et al., 2018;
Weir et al., 2020). Using a grammar allows gener-
ating large amounts of synthetic data that cover a
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wide range of program structures. This has been
shown to be useful in the i.i.d setup, and combined
with paraphrase models, has led to high-accuracy
parsers that are trained from synthetic data only
(Xu et al., 2020b).

In this work, we investigate the potential of us-
ing synthetic data, generated from a synchronous
grammar, to improve compositional generalization.
Tsarkov et al. (2020) have shown that large quan-
tities of such data improve compositional gener-
alization. However, they evaluated on synthetic
utterances only, and did not examine generalization
to natural language. Moreover, error rates were
high in some compositional splits even when the
training set was as large as 1M examples. In this
work, we ask whether we can strategically sample
a small and structurally-diverse training set and
improve compositional generalization without in-
curring a high cost to training and consequently,
to the environment (Schwartz et al., 2020). We
hypothesize that a training set that encompasses a
diverse set of structures can steer the model towards
a compositional solution.

We examine a realistic setup, where we have a
small labeled training set (~1,000 examples) and a
large pool of synthetic utterances paired with pro-
grams (Fig. 1), which are queries over a database
(DB) in our setup. We propose two methods for
strategically sampling a diverse synthetic training
set. In the first, termed uniform abstract template
(UAT) sampling, we abstract queries by replacing
DB constants with abstract tokens (e.g., replacing
petsAllowed with property), and then skew
the distribution towards uniform sampling over the
derived templates. This increases structure diver-
sity in the training set, which intuitively should lead
to better compositional generalization. In the sec-
ond method, termed compound maximum entropy
(CMaxEnt) sampling, we consider the tree struc-
ture of every DB query, and following Tsarkov et al.
(2020) define compounds, which are sub-trees in
the query. We then heuristically solve an optimiza-
tion problem, where our goal is to select a training
set that has maximal entropy over compounds. This
results in a training set with a diverse set of sub-
structures, which should enhance compositional
generalization.

We evaluate our approach on a new split of the
Schema2QA dataset (Xu et al., 2020a), in which it
has been shown that synthetic data can lead to high
accuracy parsers in the i.i.d setup (Xu et al., 2020b).

We train an encoder-decoder model on synthetic
data and subsequently fine-tune it on the small an-
notated data. We show that random sampling of
synthetic data improves performance, where gradu-
ally increasing the size of the synthetic training set
also improves compositional generalization. With
IM randomly-sampled examples, accuracy in the
compositional split improves from 20.1—37.7 and
in the 1.i.d split from 81.2—85.0. When sampling
structurally-diverse data, compositional general-
ization improves from 20.1 to >40 with as few
as 5K examples, outperforming training with 1M
synthetic examples. In addition, the i.i.d general-
ization is comparable to random sampling. UAT
and CMAXENT both lead to large improvements
in compositional generalization, but UAT is more
effective than CMAXENT.

Overall, our work demonstrates that sam-
pling diverse structures from synthetic data
can lead to dramatic gains in compositional
generalization at negligible cost, while pre-
serving or improving performance in the i.i.d
setup. Our code and data can be downloaded
from http://github.com/inbaroren/
scfg-sampling—-for—-comp—gen.

2  Problem Setup

We assume access to a small dataset of natural
language utterances paired with queries, D;qin =
{(zi, 2) ZN:Nf, and a large pool of synthetic utter-

: . ) N,
ances paired with queries Dy = {(}, zi) ;1)
where Ny, < Ngy,. In this work, D, is gen-

erated with a synchronous context-free grammar,
which provides wide coverage of query structures
and tight control over the generated queries, but
other methods of generating synthetic examples
are possible (Andreas, 2020; Guo et al., 2020a;
Wang et al., 2021). Table 1 provides examples of
natural language utterances, synthetic utterances,
and queries in the ThingTalk language, a lan-
guage designed for virtual assistants used in this
work (through the Schema2QA dataset (Xu et al.,
2020a,b)).

Our goal is to train a model using Dy, and
Dfr{zn and generalize to a test set D, sampled
from the same distribution as D;,,;,. More im-
portantly, our model should generalize to a com-
positional test set, D™, which contains struc-
tures/compositions that are not observed in D4

or Dfrfl'fn We now describe this test set.
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x: show me a book with at least 2 awards .

x': which books have more than 2 awards

z: ( @Book ) filter count ( award:Array(String) ) >= 2

x: search for any books with a rating of 5 that also have 100 pages or more

xz’: what book gets number of pages at least 100 and gets the 5 mark ?

z: ( @Book ) filter ratingValue:Number == 5 and numberOfPages:Number >= 100

x: show me hotels with a fitness center

xz': is there any hotels having fitness center in its amenity features
( @Hotel ) filter amenityFeature:Array(LocationFeatureSpecification) contains
"fitness center”

x: can you find a hotel that accepts dogs ?

z’: what hotels having pets allowed ?

z: ( QHotel ) filter ©petsAllowed: Boolean == true

Zabst ( Gtable ) filter property: type op entity

Table 1: Examples from Schema2QA of utterance-query pairs (x,z) with their synthetic utterances (z’), in the
books and hotels domains. In the bottom example, the abstract template (z,,) is included. Queries are in abbrevi-

ated syntax for clarity.

Compositional split We define a compositional
split following the abstract template split proposed
by Finegan-Dollak et al. (2018), which is com-
monly used for assessing compositional generaliza-
tion (Lee et al., 2019; Andreas, 2020; Oren et al.,
2020). In this approach, queries are abstracted
into templates that correspond to different struc-
tures. Templates are then partitioned into disjoint
sets (train/development/test), which ensures that
test time structures are never observed at training
time. While prior work focused on abstracting en-
tities only, by replacing any DB entity with the
token entity, in this work we abstract queries
into more coarse templates, e.g, table constants
are replaced by the token table. Table 2 lists
all abstracted query parts and their corresponding
abstract token, and Table 1 (bottom) shows an ex-
ample query z and its abstract template z,;,. Split-
ting with coarse templates increases the distance
between train and test structures, which in turn in-
creases the need for compositionality.! Table 3
shows four examples, where the first two examples
and the last two share an abstract template. In an
i.i.d split the first two (and last two) examples can
appear in different sets, but in a compositional split
they must be either in the training set or test set,
requiring compositional generalization.

Research questions Our experimental setup,

where D% contains structures that are not ob-
. Syn . .

served in D4y or D, allows us investigate sev-

eral questions. First, does training on the large

'Preliminary experiments on synthetic data pointed that
abstracting entities only might not lead to a compositional
split that is challenging enough.

Category Token Example

Entity entity true, “Tokyo™

Table @table @org.schema.Book.Book
Table property property petsAllowed,numberOfPages
Entity or property type type Array (String), Number
Operator op >=, and, not

Function func count, sum

Modifier func_mod asc,desc

Table 2: List of all parts of the query we abstract and
their corresponding abstract token.

Syn

train

synthetic dataset D

DEY compared to training on Djy4i, only? Sec-

ond, if DY improves compositional generaliza-
tion, can we make it more sample-efficient? Specif-
ically, can we sample a smaller set D" such that
|Dfr¥fn] < |Df;ya'l’n| and still improve compositional
generalization. Last, can we do the above while
preserving or improving generalization to the i.i.d
test set, Dyes;? Answering these questions will be

the focus of §3 and §4.

improve generalization to

3 Sampling a Structurally-diverse
Training Set

We first succinctly describe our model and train-
ing procedure (§3.1) and then turn to methods for
sampling structurally-diverse training sets.

3.1 Model and Training

In this work, we start from a pre-trained encoder-
decoder model (Lewis et al., 2020), as such models
have been shown to provide a good initialization
for fine-tuning semantic parsers (Furrer et al., 2020;
Herzig et al., 2021). We then train our model in
two steps (Yu et al., 2020; Wang et al., 2021). First,

on synthetic utterance-query pairs (2/, z) € 25;9,{1':",
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iid comp.

Example . .
xamp split  split
x': please search the hotels with pets allowed . .
train  train
z: ( @Hotel ) filter patsAllowed:Boolean == true
Zapst ( Q@table ) filter property:type op entity

please search books with ebook format
z: ( @Book ) filter format:Enum == ebook
Zabst ( Q@table ) filter property:type op entity

test  train

how many people are there
z: aggregate count of ( @Person )
Zabst func ( @table )

train  test

x': how many hotels are there
z: aggregate count of ( @Hotel )
Zapst func ( @table )

test test

Table 3: A compositional split prohibits the same
abstract template to appear in both the training and
test set, and hence tests compositional generalization.
Above, examples 1-2 and 3-4 share the same template,
so in an i.i.d split they can be assigned to different sets,
while in a compositional split they must be either in the
training or test set.

and then on natural langauge utterance-query pairs
(2, 2) € Dygin- Training in two steps mitigates the
gap in language variation between Dtr{;lln and Dyyqin.
We train with the standard maximum-likelihood
objective, maximizing the probability of the gold

sequence, z.

Uniform sampling Our baseline sampling
method is to construct D" by sampling from
Dfryam uniformly. This simulates sampling from the
synchronous grammar directly, and can inform us
whether synthetic data improves generalization to

Comp Syn
Dist > even if Dtmm is very large.

3.2 Uniform Abstract Template Sampling

We conjecture that a model is more likely to con-
verge to a “compositional solution” if it observes
at training time a multitude of different structures,
and learns that sub-structures can occur in multiple
contexts. For example, if two properties always
co-occur in the training set (e.g., ratingValue
and numberOfPages in the second example of
Table 1), then the model might erroneously learn
to always decode them together.

To achieve this goal, we define a sampling pro-
cess, UAT, that results in a more uniform distribu-
tion over abstract templates. In this process, we
first sample an abstract template, and then sam-
ple an example conditioned on that template. We
skew the distribution over templates to be close to
uniform, which leads to templates that have few
examples to be over-represented in the training set
D" Thus, minimizing the loss over the train-
ing set will take into account a large number of
templates, which should improve compositional

how many books A\ func
are there ? (@table)
how many
people are how many hotel: Q (etable)
filter
there? 27 are there ?
S property:
how 'many’songs are type op
;here ? entity
/ (@table)
' what hotels having pets filter
allowed ? func
Vx which books have (property:
more than 2 awards ? type) op
entity

Figure 2: UAT sampling When o« = 1, UAT is a uni-
form sample over D,mm As o — 0, the probability
over abstract templates (z,;) becomes uniform. Conse-
quently, the sample includes more abstract templates.

generalization Typically, even if the number of ex-
amples in Dtmm is large (~6M in our experiments),
the number of abstract templates is much smaller
(251 in our experiments, see §4). Fig. 2 illustrates
this sampling process.
Formally, we construct Dtr{lm
Dtr{lm without replacement using the following pro-
cedure. Let 7 be the set of templates in Dtmm,
T'(z;) be the abstract template for a query z;, and
c(T( ;1)) be the number of times 7(z;) occurs in

D" We estimate a probability distribution over

templates, p(T'(z;)) = o(T(z:)

D
over examples conditioned on a particular template
1
(s (75, %)) = ey Now we sample a syn-
thetic utterance-query pair from the following dis-
tribution:

Go((2, 1)) =

by sampling from

and a distribution

qu(wg(-]oz;—')a UT(2:) ((x;a i),
€]

where o € [0, 1]. When o = 1, this corresponds to
the aforementioned uniform sampling over exam-
ples (factorized over templates), but when oo = 0,
this corresponds to uniform sampling over the tem-
plates for which there still remain examples to be
sampled. Values between 0 and 1 allow a smooth
transition between uniform sampling over exam-
ples and over templates. In §4, we will examine the
effect of various values of az on compositional gen-
eralization for varying sizes of the sampled training

~Syn
set, Dtmm

3.3 Compound Maximum Entropy

UAT sampling does not consider the similarity be-
tween different abstract templates, treating each
template independently. However, different tem-
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Figure 3: A ThingTalk parse tree (with abstract enti-
ties). Each node is an afom, and any subgraph of height
at most 2 that has at least one terminal is a compound.
Two compounds are marked in green.

plates potentially share some sub-structure that can
be used for obtaining more diversity at the sub-
structure level. We now consider CMAXENT, a
method for sampling a synthetic training set with
diverse sub-structures.

Recently, Keysers et al. (2020) and Shaw et al.
(2020) used the notion of sub-structures, to con-
struct a compositional test set. Given a program
tree, they define atoms to be nodes in the tree and
compounds to be sub-structures in the tree. Then,
given a pool of examples, they partition it into
two sets (train and test), such that the distribution
over atoms is similar, but the distribution over com-
pounds is different. Here, we adopt their definition
of atoms and compounds, but for a different objec-
tive. We aim to sample a set D,." . such that the
entropy over atoms and compounds is maximized.
This will expose the model to a diverse set of atoms
and compounds in multiple contexts, which should
lead to compositional generalization.

Atom and compound distributions Queries in
formal languages can be parsed into trees. We
adopt the definition of Keysers et al. (2020), and
define atoms as any node in the tree, and com-
pounds as any tree of height < 2, that includes
at least one tree terminal. We reduce the space
of compounds by abstracting entity tokens (e.g.,
"tokyo”—entity). Fig. 3 shows an example
tree with two compounds.
For a sampled set D" |
note the frequency distribution of atoms in D"

train’®
and p(c) to denote the weighted frequency distri-
bution of compounds in ﬁfﬂn. The compounds
are weighted following Keysers et al. (2020), to
avoid double-counting of compounds that mostly

co-occur with their super-compounds.

we use p(a) to de-

Compouds probability Candidates score

0.04  aggreagte count ¢ (@Hotels) filter

0 06 (@Books) filter ?  petsAllowed: 0.02

Boolean == entity
count ( property:
0.10 Array(String) ) ‘ (@Books) filter
op entity |/ e count ( award: (/’(—).70>6\‘,
count ( property: Array(String)) “~-.--
0.13 Array (String) ) >= entity

filter ( property:

\ e aggregate count 0.03
type==entity ) \

of (@Books)

filter ( property:
o aggregate count g3

0.23 boolean op of (@Person)
entity )
aggregate count (.03
0.29 (Qtable) filter of (RHotels)

Figure 4: One iteration in the CMAXENT sampling.
On the left is a set of compounds and their probability
p(c) in the current training set. on the right is a list of
candidate queries and the gain in compound entropy if
they are selected. Colored lines show what compounds
appear in what queries. Here, the second query is se-
lected, and added to the sample with one of its accom-
panying utterances.

Constructing D" : Let H(C) =

— > .p(c)logp(c) be the entropy over com-
pounds (and similarly for the atom entropy, H (A)).
Our goal is to find a synthetic training set, D>
that maximizes H(C) + H(A).

Finding the subset that maximizes the above ob-
jective is computationally hard, hence we use a
greedy heuristic, termed CMAXENT, to approx-
imate it. Despite its simplicity, we show in §4
that this approach improves entropy compared to
a random sample. Specifically, we start with an
empty training set, and in each iteration go over all
examples in Dfr};l';n (with abstract entities), choose
the example that maximizes our objective, and add
one of the corresponding non-abstract examples

to ﬁtsr}a'fn We determine the number of iterations
according to the desired target size of D). . Fig. 4

illustrates a single iteration in this procedure.

Hybrid approach Our last approach combines
our two sampling procedures, UAT and CMAX-
ENT. Specifically, in each iteration we sample
an abstract template uniformly, and then use the
greedy procedure for maximizing entropy over
queries that correspond to the sampled abstract
template. This results in a process that still im-
proves the maximum entropy objective value but is
skewed towards a uniform distribution over abstract
templates.
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4 [Experiments

We empirically evaluate the contribution of syn-
thetic data to compositional generalization and the
extent to which structurally-diverse sampling can
improve data efficiency.

4.1 Experimental Setting

Data Our work assumes access to a small an-
notated training set and a large pool of synthetic
data, generated from a wide-coverage synchronous
grammar. We build on work from Xu et al. (2020a),
who created the Schema2QA dataset, which con-
tains natural language utterance-query pairs in
the ThingTalk language for 6 domains of the
Schmea.org onthology: restaurants, people, ho-
tels, books, movies, and music. Moreover, Xu
et al. (2020b) presented AutoQA as part of the Ge-
nie toolkit> for generating synthetic examples for
Schema.org from a synchronous grammar (Cam-
pagna et al., 2019). To obtain enough data we use
the manually-labeled data from all 6 domains as
our annotated data, and term it NL-SCHEMAORG
(see §4.3). We generate 7M synthetic examples
using AutoQA, and term it SYN-SCHEMAORG.

We construct an i.i.d split and a compositional
split to NL-SCHEMAORG, resulting in one com-
mon training set Dy, containing only 1,619 ex-
amples, a compositional development and test sets,
and an i.i.d development and test sets (see Ta-
ble 4 for statistics). The training set, compositional
development set, and compositional test set are
all disjoint w.r.t their abstract template (see §2).
The i.i.d development and test sets are sampled
from the same distribution as D;,,;,,. We create
a compositional split of ﬁfrgfn, resulting in train-
ing/development/test sets that are disjoint in terms
of their abstract template according to the templates
in the compositional split of NL-SCHEMAORG.
We describe the exact procedure for splitting the
data in Appendix A.

Evaluation metric We evaluate models using ex-
act match accuracy, that is, whether the predicted
query is identical to the gold query. We denote
accuracy on the compositional and i.i.d splits as
EM_,mp and EM;;4 respectively. We report the av-
erage and standard deviation over 15 models, which
are obtained by training on 3 different random sam-
ples D" each with 5 different random seeds.

train®

Zhttps://github.com/stanford-oval/genie-toolkit

# examples
(train / dev / test)

# new abstract templates
(train / dev / test)

33/1/1

Dataset Split

iid 1619/180/199
ANNOTATED

Comp. 1619/188/304 33/19/20
SYNTHETIC iid 58M/-/- 251/-1/-
Comp. 5.8M/6K/6K 251/11/710

Table 4: Dataset statistics for the i.i.d split and com-
positional (comp.) split. # new abstract templates in-
dicates the number of abstract templates unseen during
training time for the development and test sets, and the
total number of abstract templates for the training set.

In all experiments, we use EM;;; on the develop-
ment set to determine early-stopping and for tuning
batch size, learning rate and number of warmup
steps (see hyper-parameter values in Appendix C).

Evaluated models Our baseline parser is fine-
tuned on the training set of NL-SCHEMAORG
(without pre-training), and is termed BASELINE.
We denote the rest of our experiments by the sam-
pling method used to obtain D" . where UNI-
FORM denotes uniform sampling, UAT denotes
abstract template sampling (§3.2), CMAXENT
denotes compound maximum entropy sampling
(§3.3). We denote the hybrid approach, combining
the latter methods, as CMAXENT+UAT.

Importantly, we evaluate the effectiveness of our
methods across different sizes of D). . Overall,
we are interested in the interactions between com-
positional generalization, i.i.d generalization, sam-
pling method, and the size of the synthetic training
set. We are especially interested in the effectiveness
of our suggested sampling methods using smaller
samples, hence limit the sample size to 120K. We
denote the size of 75;%” by concatenating it to the
model name, e.g., UAT+5K corresponds to sam-
pling with 5K synthetic examples.

As another baseline, we use GECA (Andreas,
2020) as an alternative source for synthetic data.
We use the publicly available code,® which takes
the training set of NL-SCHEMAORG and augments
it with 1,342 new examples. We use these examples

2 Syn .
as D, in our setup.

4.2 Results

Table 5 shows test results for both i.i.d and com-
positional generalization across all methods and
synthetic training set sizes

Uniform sampling Large amounts of synthetic
data improve EM;;; on natural language data com-

3https://github.com/jacobandreas/geca
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Sample Size

Split | Method -] =X 5K 10K 60K 120K 500K M
BASELINE 20.1 £2.6
GECA 19.7+ 1.0
. UNIFORM 148 +£27 222424 276 3 286 +41 318437 358+13 37.7£29
comp- | UAT 278 3.1 41.4+33 39.0+24 431465 43.0+47
CMAXENT 170£28 27039 318+1.8 349+27 402+1.6
CMAXENT+UAT 21.1 +48 268+51 349+49 39.1+52 404431
BASELINE 81.2+3.2 -
GECA 79.0 £ 2.1
id UNIFORM 715+37 789+44 830+£27 844+£25 850+19 859+12 850+1.3
LL UAT 80.7 £2.7 834+3.1 835+£20 85.7+£19 844+16
CMAXENT 79.6+32 81.1+41 838+12 842413 846+£22
CMAXENT+UAT 749+ 68 787+44 809+45 851411 859+1.8
Table 5: Test compositional and i.i.d EM for all sampling methods (mean and standard deviation). Our structurally-

diverse sampling methods allow us to use 200x less training data while improving EMc,,, significantly, and

retaining comparable EM;;,.

sample size

2k
107 5k
10k
60k
120k
0.5M
™M

1072

probability
=
<

1074

0 50 100 150 200 250
template index

Figure 5: Distribution over abstract templates by sam-
ple size. The y-axis is in log-scale. The x-axis enu-
merates abstract templates sorted by frequency, i.e each
point is a template. We observe that when the sample
size is smaller, the distribution over abstract templates
is more uniform.

pared to BASELINE, which agrees with the findings
of Tsarkov et al. (2020). Specifically, with 10K ex-
amples EM;;; improves 81.2—83.0, and with 1M
examples this improvement reaches 85.0 EM;;,.
As for compositional generalization, we observe
improvements starting from 5K examples, with
dramatic gains when training on 1M syntehtic ex-
amples — 20.1—37.7 EM¢omp. To our knowledge,
this is the first result showing that randomly sam-
pling synthetic data from a wide-coverage grammar
improves compositional generalization on natural
language data.

. ASyn .
When the size of Dtr{:;n is small, we observe a

drop in EM;j4, and also in EM,,,,, when training
with 2K examples. This shows that when D"
is small, its distribution can potentially adversely

affect training.

Abstract template sampling UAT sampling
dramatically improves compositional generaliza-
tion even with very little synthetic data. With 2K
examples EM,,,, improves from 20.1—27.8, and
with 5K examples EM,,;, is already at 41.4. This
is a dramatic improvement compared to uniform
sampling — 3.7 EM,,,, points higher with 200x
less data.

When further increasing the size of the synthetic
data, improvement roughly plateaus, reaching 43.0
EM_ymp for 120K examples. A possible expla-
nation for this effect is that as the size of D>
grows, the distribution over templates becomes
more skewed, as shown in Fig. 5. Changing the
composition of D,Sr{zn to contain more abstract tem-
plates by modifying the generation procedure in
the AutoQA toolkit, and examining whether this
leads to even greater gains in compositional gener-
alization is an important question for future work.

To test if a smooth transition from o = 1 to
a = 0O indeed leads to a smooth transition in compo-
sitional generalization, we train models with multi-
ple values of a. Fig. 6 confirms that tuning o from
1 to 0 yields a gradual improvement in EM,,p.

Last, EM;;; is comparable to UNIFORM, and
even higher for smaller samples.

Compound maximum entropy CMAXENT im-
proves compositional generalization with greater
data efficiency compared to UNIFORM, as it im-
proves EMc,,, at all sample sizes. With 120K
examples, CMAXENT reaches 40.2 EM_,,, and
surpasses UNIFORM+1M, at 37.7.

Still, UAT outperforms CMAXENT in all cases.
There are several possible explanations for this phe-
nomenon. First, it might be the case that the dis-
tribution over abstract templates is the important
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Figure 6: Accuracy on the compositional development
set by size and « value. o = 1 is equivalent to a uni-
form sampling over examples, and as « decreases the
distribution over abstract templates becomes closer to
uniform. We report the average over 5 random seeds,
and bars denote 95% confidence intervals. x-axis is in
log-scale.

factor in determining compositional generalization.
In Appendix D we show that indeed the distribu-
tion over abstract templates of CMAXENT is more
skewed compared to UAT. Second, our heuris-
tic for optimizing entropy might be sub-optimal.
While we do observe an entropy increase from
6.1—7.1 in compound entropy, and from 3.9—4.4
in atom entropy, it is possible that a better optimiza-
tion procedure or a better definition of the notion
of compound will yield further gains in composi-
tional generalization. We leave this investigation
for future work.

Hybrid sampling Combining CMAXENT and
UAT leads to improvements in EMc,n, over
CMAXENT for all sample sizes (except 5K), but
the overall performance does not surpass UAT.

GECA Results are slightly lower than BASELINE,
79.0 EM;iz and 19.7 EM¢4p. Sampling 1,342 ex-
amples from GECA is better than UNIFORM+2K,
but worse than UAT+2K. Thus, an advantage in the
synchronous grammar is that we can easily sample
a large number of synthetic examples that cover a
wider range of structures.

NL-SCHEMAORG comprises data from 6 differ-
ent domains. In Table 10 in Appendix F, we show
development EM per domain. While the number of
examples in each domain is small (a few dozen ex-
amples per domain), we still observe similar trends
across all domains.

To summarize, our results suggest that abstract

template diversity is an important factor in com-
positional generalization, and generating synthetic
data with many abstract templates can dramatically
improve compositional generalization.

4.3 Analysis

We perform a manual analysis of models’ predic-
tions on NL-SCHEMAORG compositional devel-
opment set. We inspect 40 predictions of 8 mod-
els, and identify three major error types. The first
type is structural errors, which include syntax er-
rors, misplacing parenthesis, and incorrect typing
of properties. The second group is linking errors,
including, e.g., hallucination of entities, return of
unsorted results, and missing an aggregation step.
Third, we identify errors that are benign, where the
predicted queries are valid and equivalent to the
target query. An example is using a wrong operator
that does not change the query. We also measure
robustness to DB entity replacement in a query by
grouping together any subset of development exam-
ples that only differ in a DB entity, and counting for
how many groups all the examples are predicted
correctly.

Table 6 shows the results of the analysis. Our
findings suggest two main benefits of larger D" -
(a) more frequently, the errors are benign, and (b)
generalization is more robust to DB entity replace-
ment. In addition, we find that using UAT reduces
structural errors, but increases linking errors, e.g,
missing necessary sort or filter steps. Last,
linking errors are the most common error type
across all models.

Inspecting the predictions of UNIFORM+1M and
UAT+5K on the development set, we find that the
abstract templates of correct predictions constitute
roughly 40% of the templates in the set, and are al-
most identical between the two models. We notice
that “hard” templates are not necessarily longer or
more nested.

5 Related Work

Data augmentation Previous work studied dif-
ferent data augmentation techniques to improve
i.i.d generalization in semantic parsing including
synchronous grammars (Jia and Liang, 2016; Yu
et al., 2020; Xu et al., 2020b), target side grammars
with neural generation models (Tran and Tan, 2020;
Wang et al., 2021), and pre-training with auxiliary
tasks (Yin et al., 2020; Deng et al., 2021). In the
context of compositional generalization, data aug-

10800



(a) (b)
Method Benign Linking Structural | Consistent
Errors Errors Errors Queries

UNIFORM

+5k 7 63 30 15

+60k 8 84 8 27

+120k 10 76 14 31

+IM 11 63 26 37
CMAXENT

+5k 8 62 31 24

+60k 9 52 39 31
UAT

+5k 8 92 0 33

+60k 0 91 9 32

Table 6: Error analysis. (a) a categorization of 40
predictions on the compositional development set, se-
lected at random. Errors are partitioned by similar pat-
terns to: Benign errors: the prediction is different but
semantically equivalent to the target query, Linking er-
ror: a mismatch between information in input utter-
ance and predicted query, and Structural error: wrong
use of parenthesis and invalid queries. (b) the percent-
age of queries that are predicted correctly for any DB
entity that occurs in the development set.

mentation was achieved by re-combining training
examples in new ways (Andreas, 2020; Akyiirek
et al., 2021), or by back-translation (Guo et al.,
2020c). Conversely, we generate data from an in-
dependent wide-coverage grammar and investigate
data-efficient sampling through structured diver-
sity.

Outside of semantic parsing, it has been shown
in a grounded learning setup (Hill et al., 2020)
that increasing lexical diversity can improve out-
of-distribution generalization.

Compositional Generalization In contrast to
our work that focuses on sampling synthetic data,
many other approaches have been suggested to
improve compositional generalization in seman-
tic parsing. These include new or modified model
architectures (Li et al., 2019; Gordon et al., 2020;
Guo et al., 2020b; Oren et al., 2020; Zheng and La-
pata, 2020; Herzig and Berant, 2021; Shaw et al.,
2020), pre-trained language models (Furrer et al.,
2020), intermediate representations (Herzig et al.,
2021), and meta learning (Lake, 2019; Conklin
etal., 2021).

Data Selection Our work is related to algorith-
mic approaches for reducing biases in datasets such
as adversarial filtering (Le Bras et al., 2020; Sak-
aguchi et al., 2020) and representation debiasing
(Li and Vasconcelos, 2019; Li et al., 2018). Our

approach utilizes the structural nature of executable
queries, and focuses on biases related to structural
diversity.

6 Conclusion

In this work, we for the first time explore whether
generating large amounts of synthetic data from
a synchronous grammar improves compositional
generalization, and propose sampling methods that
allow for more efficient training by generating
structurally-diverse training sets. We find that syn-
thetic data dramatically improves generalization,
and moderately improves i.i.d generalization, and
that by uniformly sampling abstract templates, we
can improve data efficiency by a factor of 200x.

In the past year, a myriad of approaches have
been proposed for encouraging compositional gen-
eralization through modeling innovations, clever
training procedures, and data augmentation tech-
niques. Our works adds to the body of work that
shows that data augmentation is an effective strat-
egy even with small amounts of augmented data,
when examples are carefully constructed. More-
over, data augmentation techniques can be easily
combined with new models and training proce-
dures, potentially leading to further gains in com-
positional generalization.

In addition, we believe our findings can be gener-
alized to other NLP tasks to improve data efficiency
w.r.t both i.i.d and compositional generalization.
This requires defining a structure over the training
examples that can be used similar to the structures
used in this work.
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Dataset Domain  # examples # abstract templates
books 356 21
hotels 438 24
ANNOTATED movies 379 23
music 310 14
people 494 27
restaurants 513 44
books 1,022,222 107
hotels 477,759 151
SYNTHETIC movif}s 1,101,019 112
music 1,277,895 108
people 1,339,201 63
restaurants 637,179 121

Table 7: Domain distribution in the synthetic and an-
notated datasets.

A Data Split Procedure

To construct an i.i.d split and a compositional split
we perform the following procedure. First, we con-
struct a compositional split to NL-SCHEMAORG,
resulting in 3 sets that are disjoint in terms of their
abstract template. We use 2 of them as the com-
positional development set and the compositional
test set. The third set is split i.i.d to trainining set,
i.i.d development set, and i.i.d test set. Next, we
select the training, compositional development and
compositional test sets from SYN-SCHEMAORG.
We assign to each set the examples that their ab-
stract template appear in the corresponding set
of NL-SCHEMAORG. Examples with a new ab-
stract template (a template that do not occur in NL-
SCHEMAORG), are also included in the training
set. We downsample the compositional develop-
ment and test sets of SYN-SCHEMAORG to 6K
examples.

B Domain Statistics

Table 7 shows the domain distribution in the syn-
thetic and annotated datasets.

C Training

We implement and train our models using Al-
lenNLP with PyTorch as backend, and initialize
them using BART base. We conduct experiments
on a machine with 8 NVIDIA GeForce GTX 2080
GPUs and 40 Intel(R) Xeon(R) Silver 4114 CPUs.
The OS is Ubuntu 18.04.3 LTS.

Hyper-parameters We use the Adam optimizer
(Loshchilov and Hutter, 2019) with learning
rate selected from {0.00001,0.00002,0.00003}.
Batch size is selected from {1,8} for sample

Size UNIFORM UAT CMAXENT UAT
+CMAXENT

2k 70 256 136 192

5k 77 258 156 247

10k 95 261 214 254

60k 152 261 246 258
120k 169 261 252 258
0.5M 193

M 223

Table 8: Number of abstract templates seen during pre-
training and fine-tuning by size and sampling method.

size < 5000, and {24,48,64} for larger sam-
ples. We use a learning rate schedueler with
polynomial decay and select warm up steps from
{1000, 1500, 2000} for sample sizes < 1000, and
{2500, 3000, 3500, 4000} for larger samples. We
use patience of 5 epochs in pre-training, and 10
epochs in fine-tuning. We use EM on the i.i.d devel-
opment set as a metric for early stopping and select-
ing the best hyper-parameters. Hyper-parameters
are fine-tuned for each sampling method and sam-
ple size separately on a single sample of SYN-
SCHEMAORG. The patience is selected from
{5, 8,10} when training on samples different than
the one used for fine-tuning. Hyper-parameters for
the models fine-tuned on NL-SCHEMAORG are
fine-tuned once on a UNIFORM sample.

D Sample Diversity

We measure structural-diversity in terms of ab-
stract template distribution, atoms entropy and com-
pounds entropy. Table 8 compares the total number
of abstract templates seen during both pre-training
and fine-tuning between sampling methods and
sample sizes. Figure 7 compares the normalized
frequency of abstract templates between sampling
methods for two sample sizes. Figure 8 compares
the atoms and compounds entropy between sam-
pling methods and sample sizes. The above statis-
tics are on a single sample from each method and
size.

E Generalization of Synthetic vs.
Annotated Data

Figure. 9 shows for each sampling method and
sampling size, the EMc,,, of the pre-trained
model on SYN-SCHEMAORG development set,
and the EM,,;, of the fine-tuned model on NL-
SCHEMAORG development set. The relation be-
tween the performances is correlated for sample
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Figure 7: Distribution over abstract templates by sampling method, for (a) a sample of size 5K, and (b) a sample
of size 120K. The y-axis is in log-scale. The x-axis enumerates abstract templates sorted by probability, i.e each

point is a template.
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Figure 8: Atoms and compounds entropy by sample
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sizes smaller than 10K. We report the average over
5 random seeds and a single sample.
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Figure 9: EM,, of the pre-trained model on SYN-
SCHEMAORG development set, and the EM,,, of the
fine-tuned model on NL-SCHEMAORG development
set. We report the average over 5 random seeds on a
single sample.
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F Development Results

Table 9 contains the NL-SCHEMAORG develop-
ment set EM¢,,, and EM;;4 for all sampling meth-
ods and sampling sizes. Table 10 shows the devel-
opment set results by domain.
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. - Sample Size
Split | Method ok Sk 10k 60k 120k 500k 1M
BASELINE 13.1
GECA 8.7
UNIFORM 6.6 17.0 225 307 327 367 365
comp- | UAT 283 36.1 342 352 370
CMAXENT 195 229 328 31.7 325
CMAXENT+UAT 196 362 31.8 317 323
BASELINE 81.7
GECA 82.1
;g | UNIFORM 76.6 82.1 839 860 870 888 88.8
b UAT 81.6 833 851 865 87.8
CMAXENT 80.7 81.2 850 873 87.8
CMAXENT+UAT 78.4 818 790 872 872

Table 9: Development EM for all sampling methods. We report average over 15 models, which are obtained by
training on 3 different samples, each with 5 different random seeds.
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. . Sample Size
Split | Domain #Examples | Method 2K Sk 10k 60k 120k 500k 1M
UNIFORM 162 219 219 324 397 409 34.1
Books )1 UAT 314 47.6 352 486 405
CMAXENT 209 305 43.8 295 39.1
CMAXENT+UAT | 448 295 39.1 429 352
UNIFORM 29 157 243 264 357 50.0 50.6
Hotel ” UAT 279 464 393 471 41.1
otels CMAXENT 214 264 414 407 421
CMAXENT+UAT | 30.7 193 300 42.1 443
UNIFORM 152 279 279 273 404 376 33.8
Movi 3 UAT 279 533 309 412 404
ovies CMAXENT 224 327 345 315 364
comp. CMAXENT+UAT | 31.5 327 351 382 327
UNIFORM 0.0 0.7 7.1 136 134 11.6 11.8
Music 31 UAT 45 174 52 97 150
u CMAXENT 65 11.0 90 103 11.0
CMAXENT+UAT | 129 161 174 97 142
UNIFORM 61 96 61 96 152 104 94
Peonl ’ UAT 139 157 157 122 13.0
cople CMAXENT 87 70 96 87 104
CMAXENT+UAT 8.7 8.7 7.8 8.7 13.0
UNIFORM 9.6 304 392 450 497 573 494
Restaurants . UAT 469 446 508 489 542
u CMAXENT 31.1 43.1 489 554 550
CMAXENT+UAT | 40.0 462 500 542 385
UNIFORM 792 832 840 832 873 880 887
Book 55 UAT 824 848 864 864 88.0
O0KS CMAXENT 832 856 848 864 872
CMAXENT+UAT | 864 760 816 872 88.0
UNIFORM 733 842 873 830 864 879 859
Hotels 13 UAT 764 800 83.0 849 833
CMAXENT 75.8 824 842 8977 90.3
CMAXENT+UAT | 83.0 782 727 879 879
UNIFORM 775 850 83.1 831 865 90.6 865
Movies - UAT 83.8 862 912 850 880
CMAXENT 856 850 89.4 888 875
iid CMAXENT+UAT | 83.1 744 88.1 894 90.0
UNIFORM 717 783 850 817 806 850 91.7
Music . UAT 733 850 883 817 875
ust CMAXENT 81.7 850 917 867 883
CMAXENT+UAT | 850 783 900 883 86.7
UNIFORM 844 898 884 876 900 884 90.7
Peonle 45 UAT 862 88.0 858 88.0 90.0
P CMAXENT 849 90.7 858 90.7 89.8
CMAXENT+UAT | 91.1 87.6 827 90.2 893
UNIFORM 80.0 879 794 855 879 92.1 88.9
Restaurant 13 UAT 764 836 849 812 884
staurants CMAXENT 80.0 80.6 842 855 89.1
CMAXENT+UAT | 86.1 81.8 81.8 855 824

Table 10: Development EM for all sampling methods, by domain. We report average over 15 models, which are
obtained by training on 3 different samples, each with 5 different random seeds.
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