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Abstract

Zero-shot transfer learning for dialogue state
tracking (DST) enables us to handle a vari-
ety of task-oriented dialogue domains without
the expense of collecting in-domain data. In
this work, we propose to transfer the cross-
task knowledge from general question an-
swering (QA) corpora for the zero-shot DST
task. Specifically, we propose TransferQA, a
transferable generative QA model that seam-
lessly combines extractive QA and multi-
choice QA via a text-to-text transformer frame-
work, and tracks both categorical slots and
non-categorical slots in DST. In addition, we
introduce two effective ways to construct unan-
swerable questions, namely, negative question
sampling and context truncation, which enable
our model to handle “none” value slots in the
zero-shot DST setting. The extensive exper-
iments show that our approaches substantially
improve the existing zero-shot and few-shot re-
sults on MultiWoz. Moreover, compared to the
fully trained baseline on the Schema-Guided
Dialogue dataset, our approach shows better
generalization ability in unseen domains.

1 Introduction

Virtual assistants are designed to help users per-
form daily activities, such as travel planning, on-
line shopping and restaurant booking. Dialogue
state tracking (DST), as an essential component
of these task-oriented dialogue systems, tracks
users’ requirements throughout multi-turn conver-
sations as dialogue states, which are typically in
the form of a list of slot-value pairs. Training a
DST model often requires extensive annotated di-
alogue data. These data are often collected via a
Wizard-of-Oz (Woz) (Kelley, 1984) setting, where
two workers converse with each other and anno-
tate the dialogue states of each utterance (Wen
et al., 2017; Budzianowski et al., 2018; Moon et al.,
2020), or with a Machines Talking To Machines

* Work done during internship at Facebook

(M2M) framework (Shah et al., 2018), where di-
alogues are synthesized via the system and user
simulators (Campagna et al., 2020; Rastogi et al.,
2020; Lin et al., 2021b). However, both of these
approaches have inherent challenges when scaling
to large datasets. For example, the data collec-
tion process in a Woz setting incurs expensive and
time-consuming manual annotations, while M2M
requires exhaustive hand-crafted rules for covering
various dialogue scenarios.

In industrial applications, virtual assistants are
required to add new services (domains) frequently
based on user’s needs, but collecting extensive
data for every new domain is costly and inefficient.
Therefore, performing zero-shot prediction of di-
alogue states is becoming increasingly important
since it does not require the expense of data ac-
quisition. There are mainly two lines of work in
the zero-shot transfer learning problem. The first
is cross-domain transfer learning (Wu et al., 2019;
Kumar et al., 2020; Rastogi et al., 2020; Lin et al.,
2021a), where the models are first trained on sev-
eral domains, then zero-shot to new domains. How-
ever, these methods rely on a considerable amount
of DST data to cover a broad range of slot types,
and it is still challenging for the models to handle
new slot types in the unseen domain. The second
line of work leverages machine reading question
answering (QA) data to facilitate the low-resource
DST (i.e., cross-task transfer) (Gao et al., 2020).
However, the method of Gao et al. (2020) relies
on two independent QA models, i.e., a span extrac-
tion model for non-categorical slots and a classifi-
cation model for categorical slots, which hinders
the knowledge sharing from the different types of
QA datasets. Furthermore, unanswerable questions
are not considered during their QA training phase.
Therefore, in a zero-shot DST setting, the model
proposed by Gao et al. (2020) is not able to han-
dle “none” value slots (e.g., unmentioned slots)
that present in the dialogue state.

7890

Proceedings of the 2021 Conference on Empirical Methods in Natural Language Processing, pages 7890-7900
November 7-11, 2021. (©)2021 Association for Computational Linguistics



Extractive Question: which team won super bowl 507 Context: super
bowl 50 champion denver broncos defeated carolina panthers to earn their
\third super bowl title.

denver broncos

J

Multi-Choice Question: mr smith's son is studying _ now. Choices:
[seplin town [seplat home [seplin a hall. Context: mr smith goes to
\the town to see his son, tom. tom is studying music in a school there.

Extractive Question: where did super bowl 50 take place? Context:

\their third super bowl title.

super bowl 50 champion denver broncos defeated carolina panthers to earn

J

none

QA training
DST zeroshot

Extractive Question: what is the stars of the hotel? Context: user:
i am looking for a 5 stars hotel that offers free parking.

J

Multi-Choice Question: does the user want to have parking?. Choices:
[seplyes[seplno[sepldontcare Context: user: i am looking for a 5 stars

hotel that offers free parking.

Extractive Question: what is the name of the hotel? Context: user:
i am looking for a 5 stars hotel that offers free parking.

Figure 1: A high-level representation of the cross-task transfer for zero-shot DST (best viewed in color). During
the QA training phase (top figure), the unified generative model (T5) is pre-trained on QA pairs of extractive
questions (blue), multiple-choice questions (purple), and negative extractive questions (green). At inference time
for zero-shot DST (bottom figure), the model predicts slot values as answers for synthetically formulated extractive
questions (for non-categorical slots) and multiple-choice questions (for categorical slots). Note that the negative
QA training allows for the model to effectively handle “none" values for unanswerable questions.

In this paper, to address the above challenges,
we propose TransferQA, a unified generative QA
model that seamlessly combines extractive QA
and multi-choice QA via a text-to-text transformer
framework (Raffel et al., 2020; Khashabi et al.,
2020). Such design not only allows the model
to leverage both extractive and multi-choice QA
datasets, but also provides a simple unified text-to-
text interface for tracking both categorical slots and
non-categorical slots. To handle the “none” value
slots in a zero-shot DST setting, we introduce two
effective ways to construct unanswerable questions,
namely, negative question sampling and context
truncation, which simulate the out-of-domain slots
and in-domain unmentioned slots in multi-domain
DST. We evaluate our approach on two large multi-
domain DST datasets: MultiWoz (Budzianowski
et al., 2018; Eric et al., 2020) and Schema-Guided
Dialogue (SGD) (Rastogi et al., 2020). The exper-
imental results suggest that our proposed model,
without using any DST data, achieves a signifi-
cantly higher joint goal accuracy compared to pre-
vious zero-shot DST approaches. Our contributions
are summarized as the following:

* We propose TransferQA, the first model that

performs domain-agnostic DST without us-
ing any DST training data.

* We introduce two effective ways to con-
struct unanswerable questions, namely, neg-
ative question sampling and context trunca-
tion, which enable our model to handle “none”
value slots in the zero-shot DST setting;

* We demonstrate the effectiveness of our
approach in two large multi-domain DST
datasets. Our model achieves 1) the state-
of-the-art zero-shot and few-shot results on
MultiWoz and 2) competitive performance
compared to a fully trained baseline on the
SGD dataset.

2 Methodology
2.1 Text-to-Text Transfer Learning for DST

In multi-choice QA, each sample consists of a con-
text passage C, a question ¢;, multiple answer can-
didates A = {aj,as,...,a,}, and the correct an-
swer a;. In extractive QA, answer candidates are
not available, and A become an empty set A = ().
Therefore, in QA training, the models learn to pre-
dict the answer a; to a question g; by reading the
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Passage

Super bowl 50 champion denver broncos
defeated the national football conference
(nfc) champion carolina panthers to earn
their third super bowl title. the game

was played on february 7, 2016, at levi's
stadium in the san francisco bay area at
santa clara, california.

Unanswerable Question

Sample
F[ Where does durian come from?
Questions II

Pool

Figure 2: Negative sampling strategy for adding unan-
swerable questions to the training. Given a passage, we
randomly sample a question from other passages and
train the QA model (T5) to predict “none”.

context passage C and answer candidates A (if
available), while in DST inference, the models pre-
dict the value a; of a slot ¢; by reading the dialogue
history C and value candidates .4 (in categorical
slots).

QA Training. As illustrated in Figure 1, we
prepend special prefixes to each input source. For
instance, in multi-choice QA, “Multi-Choice Ques-
tion:” 1is added to the question sequence; and
“Choices:” is added to the answer candidates se-
quence, where each candidate is separated by a
special token “[sep]”. All the input sources are
concatenated into a single sequence as input to a
sequence-to-sequence (Seq2Seq) model. Then, the
model generates the correct answer a; token by
token.

a; = Seq2Seq([g;, A, C]). ¢))

It is worth noting that some of the questions g; are
unanswerable given the context. In these cases,
a; = none.

The training objective of our QA model is min-
imizing the negative log-likelihood of a; given g;,
A and C, that is

We initialize the model parameters with T5 (Raf-
fel et al., 2020), an encoder-decoder Transformer
with relative position embeddings (Shaw et al.,
2018). The model is pre-trained on 750GB of
clean and natural English text with a masking lan-
guage modeling objective (masking out 15% of
input spans, then predicting the missing spans us-
ing the decoder).

Truncated Passage

Super bowl 50 champion denver broncos
defeated the national football conference
(nfc) champion carolina panthers to earn
their third super bowl title. the-game-

Question

[ Where did super bowl 50 take place?

—

Figure 3: Context truncation strategy for generating
none values. We truncate the passage to make sure the
answer span is not present in the context and thus the
QA model (T5) learns to predict “none”.

DST Zero-Shot. In DST, we consider tracking a
slot value as finding the answer to a slot question
from a dialogue history. Therefore, we first formu-
late all the slots as natural language questions, with
each question roughly following the format “what
is the <slot> of the <domain> that user wants?” .
The context is a dialogue history which consists of
an alternating set of utterances from two speakers,
C ={U,51,...,5-1,U}. “user:” and “sys-
tem:” prefixes are added to the user and system
utterance, respectively. Following the QA training
phase, “Multi-Choice Question:” and “Extractive
Question:” prefixes are added to the categorical
and non-categorical slot question sequence. Then,
the slot question ¢;, value candidates 4, and di-
alogue context C are concatenated into a single
sequence as model input, and the model decodes
the answer a; with greedy decoding.

2.2 Unanswerable Questions

In DST, at any given turn of the conversation, the
slots not mentioned by the user are marked with
“none” in the dialogue state. Especially in multi-
domain dialogues, there are typically two kinds of
“none” value slots: out-of-domain and in-domain
unmentioned. The out-of-domain slots are the slots
in other domains that are irrelevant to the current
conversation. For example, when the user asks for
a hotel in the center, all the slots that are not in the
hotel domain (e.g., restaurant-price) have the value
“none”. The second, in-domain unmentioned, are
those slots in the domain of interest but not yet
mentioned by the user. For example, the user asks
about a hotel in the center, and thus the slot hotel-
star is “none” since the user does not specify this
information. Therefore, we introduce two meth-
ods to simulate the out-of-domain and in-domain
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unmentioned slots in the QA training phase.

Negative Question Sampling. The out-of-
domain slots in DST are similar to out-of-context
questions in QA, that is, the model must predict
“none” when the question is irrelevant to the context.
To construct this kind of unanswerable question,
we adapt the negative sampling strategy (Mikolov
et al., 2013). As illustrated in Figure 2, during QA
training, we sample these negative questions from
a pool of questions collected from other passages.

Context Truncation. The in-domain unmen-
tioned slots often appear in the middle of conver-
sations, where some of the in-domain slots have
not yet mentioned by the user. We simulate such
scenario by truncating the context passage from the
first sentence that contains the answer span. As
illustrated in Figure 3, given a question and a pas-
sage from a QA training set, we first truncate the
passage according to the answer span annotation,
then we pair the question and the truncated passage
as an unanswerable sample.

3 Experiments

3.1 Datasets

QA datasets. For the QA training, we use six ex-
tractive QA datasets such as SQuAD2.0 (Rajpurkar
et al., 2018) ', NewsQA (Trischler et al., 2017),
TriviaQA (Joshi et al., 2017), SearchQA (Dunn
et al., 2017), HotpotQA (Yang et al., 2018), Nat-
ural Question (Kwiatkowski et al., 2019) from
MRQA-2019 (Fisch et al., 2019), and two multi-
choice datasets such as RACE (Lai et al., 2017)
and DREAM (Sun et al., 2019). The main train/dev
statistics are reported in Table 1.

DST datasets. The evaluation is conducted on
two multi-domain task-oriented dialogue bench-
mark, MultiWoz (Budzianowski et al., 2018;
Eric et al., 2020) and Schema-Guided-Dialogue
(SGD) (Rastogi et al., 2020). Both datasets pro-
vide turn-level annotations of dialogue states. In
MultiWoz, we follow the pre-processing and evalu-
ation setup from Wu et al. (2019), where restaurant,
train, attraction, hotel, and taxi domains are used
for training and testing. In SGD, the test set has 18
domains, and 5 of the domains are not presented in
the training set.

"Note that original MRQA-2019 dataset use SQuAD (Ra-
jpurkar et al., 2016), here we also add the unanswerable ques-
tions from SQuAD2.0.

Dataset Type Train Dev
SQuAD2.0 extractive 130,319 11,873
NewsQA extractive 74,160 4,212
TriviaQA extractive 61,688 7,785
SearchQA extractive 117,384 16,980
HotpotQA extractive 72,928 5,904
Natural QA extractive 104,071 12,836
RACE multiple-choice 87,866 4,887
DREAM multiple-choice 6,116 2,040

Table 1: Datasets used in the QA pre-training. Statis-
tics of extractive datasets (except SQuUAD?2.0) are taken
from MRQA-2019 (Fisch et al., 2019), and that of
multiple-choice datasets are from RACE (Lai et al.,
2017) and DREAM (Sun et al., 2019).

3.2 Evaluation

Joint Goal Accuracy (JGA) and Average Goal Ac-
curacy (AGA) are used to evaluate our models and
baselines. For JGA, the model outputs are only
counted as correct when all of the predicted val-
ues exactly match the oracle values. AGA is the
average accuracy of the active slots in each turn.
In order to make consistent comparisons to the
previous works on cross-domain zero-shot/few-
shot DST (Wu et al., 2019; Kumar et al., 2020;
Zhou and Small, 2019) in MultiWoz, we compute
JGA per domain as in Wu et al. (2019) 2. In SGD
dataset, we use the official evaluation script 3.

3.3 Implementation

We implement TransferQA based on T5-large (Raf-
fel et al., 2020) 4. All models are trained using the
AdamW (Loshchilov and Hutter, 2018) optimizer
with an initial learning rate of 0.00005. In the QA
training stage, we set the ratio of generating an
unanswerable question o = 0.3, in which the ratio
of negative sampled questions and truncated con-
text is 0.95 : 0.05, and we train the models with
batch size 1024 for 5 epochs.

In the DST zero-shot testing, we first treat all the
slots as non-categorical and generate all the slot
values. The slots that have no “none” values are
considered as active slots. Then the model gener-

https://github.com/jasonwu0731/
trade—-dst

3https://github.com/google-research/
google—-research/tree/master/schema_
guided_dst

*Source code is available in https://github.com/
facebookresearch/Zero-Shot-DST
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Joint Goal Accuracy

Model Attraction Hotel Restaurant Taxi Train Average
TRADE' (Wu et al., 2019) 20.06 14.20 12.59 59.21 2239  25.69
MA-DST! (Kumar et al., 2020) 22.46 16.28 13.56 59.27 2276  26.87
SUMBT? (Lee et al., 2019) 22.60 19.80 16.50 59.50 22.50  28.18
TransferQA (Ours) 31.25 22.72 26.28 61.87 36.72 35.77
w/ Oracle Slot Gate 56.81 53.90 56.81 63.22 4957  56.06

Table 2: Zero-shot results on MultiWoz 2.1 (Eric et al., 2020). Results marked with T and 1 are from Kumar et al.
(2020) and Campagna et al. (2020). We also report the averaged zero shot joint goal accuracy among five domains.
Note that this averaged per-domain accuracy is not comparable to the JGA in full shot setting.

Domain SGD-baseline  TransferQA
JGA AGA JGA AGA

Buses* 9.7 509 159 63.6

5 Messaging* 102 200 133 379
2 Payment* 115 348 247 607
= Trains* 13.6 635 174 649
Alarm* 57.7 1.8 583 81.7
RentalCars 8.6 480 10.8 738
Music 15,5 399 89 624
RideSharing 17.0 502 312 61.7
Media 180 308 30.2 675
Homes 189 727 317 80.6

~ Restaurants 228 55.8 16.3  68.9
;-3) Events 235 579 156 56.8
Flights 239 659 359 429
Hotels 289 582 13,5 60.1
Movies 378 68.6 240 562
Services 409 72.1 372  75.6
Travel 41.5 572 140 242
Weather 62.0 764 403 594
All Domain 254 56.0 20.7 622
Oracle Slot Gate - - 48.0 76.6

Table 3: Zero-Shot results by domain in Schema
Guided Dialogue (SGD) dataset (Rastogi et al., 2020).
The SGD-baseline is trained with the whole training
set, and the results are reported by Rastogi et al. (2020).
Domains that appear in the test set but are not present
in the training set are marked with *. For TransferQA,
all the domains are unseen because the model is not
trained with any DST data.

ates the value of active categorical slots by using a
multi-choice QA formulation. In SGD, we follow
the split of non-categorical and categorical slots
in the dataset, while in MultiWoz, we follow the
split of MultiWoz2.2 (Zang et al., 2020), except
that all the number-type slots are considered as
non-categorical slots. We also apply the canonical-
ization technique proposed by Gao et al. (2020) in

MultiWoz.

For the few-shot experiments, the QA pre-
trained models are fine-tuned with 1%, 5% and
10% of the target domain data for 20 epochs. Other
hyper-parameters are the same as in the QA train-
ing. We use 8 Tesla V100 GPUs for all of our
experiments.

3.4 Baselines

TRADE. Transferable dialogue state genera-
tor (Wu et al., 2019), which utilizes a copy mecha-
nism to facilitate domain knowledge transfer.

SUMBT. Slot-utterance  matching  belief
tracker (Lee et al., 2019) based on the language
model BERT (Devlin et al., 2018).

SGD-baseline. A schema-guided approach (Ras-
togi et al., 2020), which uses a single BERT (De-
vlin et al., 2018) model and schema descriptions
to jointly predict the intent and dialogue state of
unseen domains.

MA-DST. A multi-attention model (Kumar et al.,
2020) which encodes the conversation history and
slot semantics by using attention mechanisms at
multiple granularities.

DSTQA. Dialogue state tracking via question an-
swering over the ontology graph (Zhou and Small,
2019).

STARC. Applying two machine reading compre-
hension models based on RoBERTa-Large (Liu
et al., 2019) for tracking categorical and non-
categorical slots (Gao et al., 2020).

4 Results

4.1 Zero-Shot

In Table 2, three of the baselines, TRADE, MA-
DST and SUMBT, are evaluated in the cross-
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Model Hotel Resturant Attraction Train Taxi
1% 5% 10% 1% 5% 10% 5% 10% 1% 5% 10% 1% 5% 10%
TRADE 19.7 374 414 424 557 609 358 575 63.1 598 692 71.1 638 665 70.1
DSTQA N/A 50.1 53.6 N/A 589 645 N/A 704 71.6 N/A 703 745 N/A 709 74.1
STARC 459 525 573 51.6 604 64.6 403 653 662 656 741 750 725 753 79.6
TransferQA 434 52.1 557 51.7 60.7 629 523 635 682 701 756 79.0 754 79.2 80.3

Table 4: Few-shot performance on MultiWoz 2.0 in terms of Joint Goal Accuracy (JGA). N/A for results not
presented in the original paper. All models are evaluated with 1%, 5%, and 10% in-domain data.

domain setting, where the models are trained on
the four domains in MultiWoz then zero-shot on
the held-out domain. Our TransferQA, without any
DST training data, achieves significantly higher
JGA (7.59% on average) compared to the previous
zero-shot results. Table 3 summarizes the results
on SGD dataset, where the SGD-baseline (Ras-
togi et al., 2020) is trained with the whole SGD
training set. TransferQA zero-shot performance is
consistently higher in terms of JGA and AGA in the
unseen domains, and competitive in seen domains.
The results on both datasets shows the effective-
ness of cross-task zero-shot transferring. In the
cross-domain transfer scenario, despite the large
amount of dialogue data, only a limited number of
the slots appear in the source domain. For example,
MultiWoz has 8,438 dialogues with 113,556 anno-
tated turns, but only 30 different slots in 5 domains.
Thus, cross-domain transferring requires the mod-
els generalize to new slots after being trained with
fewer than 30 slots. By contrast, in cross-task trans-
ferring, each question in QA datasets can be con-
sidered as a slot. Therefore, a model which trained
with diverse questions (around 500,000) on QA
datasets is more likely to achieve better generaliza-
tion.

4.2 Few-Shot

Table 4 shows the few-shot results ond Multi-
Woz 2.0 7, where TRADE (Wu et al., 2019) and
DSTQA (Zhou and Small, 2019) are trained on four
source domain on MultiWoz then finetuned with
the target domain data, while STARC (Gao et al.,
2020) and our model TransferQA are first trained
on the same QA datasets then finetuned with the
target domain data. We experiment with 1%, 5%
and 10% of the target domain data. The results
show that both cross-task transferring approaches
(i.e., STARC and TransferQA) outperform cross-
domain transferring approaches (i.e., TRADE and

SFew shot experiments are conducted on MultiWoz 2.0 for
comparing with previous works.

DSTQA) in 4 out of 5 domains. Compared to
STARC, TransferQA achieves around 1% lower
JGA in the hotel domain, but consistently higher
JGA on other domains under different data ratio
settings. Especially when only 1% of in-domain
data are available, our model outperforms STARC
in most domains (except hotel) by a large margin
(e.g., 11.95% in the attraction and 4.49% in the
train domain). This significant improvement can
be attributed to the generated unanswerable sam-
ples, which bridge the gap between the source data
distribution and the target data distribution.

S Analysis

5.1 Impact of Unanswerable Questions

In Table 5, we study the effect of the two unanswer-
able question generation strategies Context Trunca-
tion (CT) and Negative Question Sampling (NQS)
described in Section 2.2. Applying both CT and
NQS gives the best result in terms of average JGA
for both TransferQA-large and TransferQA-base.
While removing the CT strategy during the QA
training only affects the performance in the train
domain, removing both NQS and CT decreases
the JGA dramatically in all the domains. This is
due to the ratio of unanswerable (none) slots in
MultiWoz is high (55.25%), and removing the sim-
ulated unanswerable questions during QA training
affects the Slot Gate Accuracy (SGA) in DST infer-
ence. Indeed, by adding NQS and CT, we observed
large JGA improvement (around 30%) in the taxi
domain which has highest unanswerable slots ra-
tio (71.85%), and relatively small JGA improve-
ment (around 10%) in attraction and train domains
where the ratios of unanswerable slots are 47.70%
and 49.58%. Overall, these results demonstrate the
importance of generating unanswerable questions.

In Figure 4, we show the effect of using differ-
ent ratios « for generating unanswerable questions,
while when it is too low, the model is not able
to capture the unmentioned slots; when the ratio
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Model Joint Goal Accuracy Slot Gate Accuracy

Attraction Hotel Restaurant Taxi Train Average ‘ Attraction Hotel Restaurant Taxi Train ALL

TransferQA-base 28.48 22.75 20.92 61.16 31.15  32.89 60.10 78.41 76.36 86.06 85.15 78.22
-CT 29.51 21.66 23.37 5890 24.13  31.51 64.81 78.63 78.83 83.98 80.11 78.02
-CT-NQS 23.98 15.54 18.16 27.03 1248  19.44 65.84 75.27 75.86 71.70 74.00 73.94
TransferQA-large 31.25 22.72 26.28 61.87 36.72  35.77 60.62 77.84 81.73 86.48 87.21 79.95
-CT 32.47 22.69 27.71 62.96 32.17  35.60 66.99 79.56 82.72 88.88 86.79 81.48

- CT - NQS 24.69 16.22 23.01 31.54 23.05 23.70 69.34 74.82 80.04 78.87 83.45 77.95

Table 5: Ablation study on the effectiveness of two unanswerable question generation strategies: Context Trunca-
tion (CT) and Negative Question Sampling (NQS). The experiments are conducted on MultiWoz 2.1 with different
model size. Slot Gate Accuracy measures how well the model can classify unanswerable slots.

of unanswerable questions is too high, the model
tends to over-predict “none”. In general, we find
that « = 0.3 and o = 0.6 gives the highest JGA.

5.2 Error Analysis

To understand the current limitation of cross-task
transfer learning, we conducted an error analysis
on the results of MultiWoz 2.1 zero-shot. We found
that 79.79% of the errors come from the slot gate
prediction (i.e., whether the slot is unanswerable
or answerable), of which 37.54% are false posi-
tive errors (i.e., the slot is unanswerable and the
model predict answerable), 42.25% are false neg-
ative errors (i.e., the slot is answerable and the
model predicts unanswerable), and only 20.21%
of errors come from wrong value predictions of
answerable slots. In Table 6, we show two typi-
cal errors that we found in the zero-shot DST set-
ting. The first, as shown in the example of dia-
logue MUL2321, is the model predicting slot val-
ues that have not been confirmed by the user yet
(e.g., pricerange="expensive" etc.). The second er-
ror, as shown in dialogue PMUL0089, is the model
not capturing slot values when the user does not
explicitly mention the domain (e.g., a place to stay
refers to the hotel domain). These errors occurred
because of question-context mismatching, and they
might be addressed with well designed or leaned
slot questions (Li and Liang, 2021; Wallace et al.,
2019). We leave this exploration to the future work.

5.3 Oracle Study

We further conducted an oracle study on our model
by providing the gold slot gate information. The
results are shown in the last row of Table 3 and Ta-
ble 2. We found that this oracle information dramat-
ically increases the JGA (20.7% — 48.0% in SGD,
35.77% — 56.06% in MultiWoz). Therefore, by
improving the accuracy of predicting “none” value
slots, we have the potential to increase the overall

60 -

50 A

== Train
Attraction

& 40 == Taxi
=@= Hotel
Restaurant
30 1
Z v
20 1

0.0 0.2 0.4 0.6 0.8 1.0

Figure 4: Joint Goal Accuracy (JGA) w.r.t. the prob-
ability of generating unanswerable questions «. High-
lighted a region of ratio where the model achieves the
highest JGA.

zero-shot DST performance by a large margin.

6 Related Work

Machine Reading for Question Answering
(MRQA) is an important task for evaluating how
well computer systems understand human lan-
guage (Fisch et al., 2019). In MRQA, a model
must answer a question by reading one or more
context documents. There are mainly two types
of MRQA tasks. The first is extractive QA (Ra-
jpurkar et al., 2016, 2018; Trischler et al., 2017;
Joshi et al., 2017; Dunn et al., 2017; Yang et al.,
2018; Kwiatkowski et al., 2019), where the answer
to each answerable question appears as a span of
tokens in the passage. A popular approach for this
task is to predict the start token and end token of
the answer span (Devlin et al., 2019). The second
is multi-choice QA (Lai et al., 2017; Sun et al.,
2019), where the answer candidates are provided.
In this task, classification-base models are usually
applied to predict the correct candidate.
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Dialogue History (MUL2321)

S: yes I can. what restaurant are you looking for?
U: It is called maharajah tandoori restaurant.

S: I've located the maharajah tandoori restaurant for you. It serves indian food, it’s in the west area and is in the expensive price range.

U: Can you book a table for 7 people at 12:30 on tuesday?

Slots Questions

Gold Values Predicted Values

restaurant-book day
restaurant-book people

what is the day for the restaurant reservation?
how many people for the restaurant reservation? 7 7

tuesday tuesday

restaurant-book time what is the book time of the restaurant that the user is interested in? 12:30 12:30
restaurant-name what is the name of the restaurant that the user is interested in? maharajah tandoori maharajah tandoori
restaurant-pricerange ~ what is the price range of the restaurant that the user is interested in? ~ none expensive
restaurant-area what is the area of the restaurant that the user is interested in? none west
restaurant-food what kind of food does user want to eat in restaurant? none indian
Dialogue History (PMUL0089)

U: Can you help me find a cheap place to stay in the east part of town?
Slots Questions Gold Values Predicted Values
hotel-area what is the area of the hotel that the user wants? east none
hotel-pricerange what is the price range of the hotel or guesthouse that the user wants? cheap none

Table 6: Two typical errors of TransferQA zeroshot in MultiWoz 2.1. The first (top example) is predicting the
values that not confirmed by the user yet, and the second (bottom example) is missing the values of implicit

mentioned domain.

Dialogue State Tracking is an essential
yet challenging task in conversational Al re-
search (Williams and Young, 2007; Williams et al.,
2014). Recent state-of-the-art models (Lei et al.,
2018; Zhang et al., 2020; Wu et al., 2020; Peng
et al., 2020; Zhang et al., 2019; Kim et al., 2019;
Lin et al., 2020; Chen et al., 2020; Heck et al.,
2020; Mehri et al., 2020; Hosseini-Asl et al., 2020;
Yu et al., 2020; Li et al., 2020; Madotto et al., 2020)
trained with extensive annotated dialogue data
have shown promising performance in complex
multi-domain conversations (Budzianowski et al.,
2018; Eric et al., 2020). However, collecting large
amounts of data for every dialogue domain is
often costly and inefficient. To reduce the expense
of data acquisition, zero-shot (few-shot) transfer
learning has been proposed as an effective solution.
Wu et al. (2019) adapt a copy mechanism for
transferring prior knowledge of existing domains
to new ones, while Zhou and Small (2019) use the
ontology graph to facilitate domain knowledge
transfer. Campagna et al. (2020) leverage the
ontology and in-domain templates to generate
a large amount of synthesized data for domain
adaptation, and Rastogi et al. (2020) apply schema
descriptions for tracking out-of-domain slots.
Despite the effectiveness of these approaches, a
considerable amount of DST data are still required
to cover a broad range of slot categories (Gao et al.,
2020).

On the other hand, Gao et al. (2020) propose

to utilize abundant QA data to overcome the data
scarcity issue in DST tasks. The authors first train
a classification model and a span-extraction model
on multi-choice QA and extractive QA datasets
independently. Then, they use the two QA mod-
els to track categorical and extractive slots. Com-
pared to this approach, our method is fundamen-
tally different in two aspects: 1) our model can
effectively handle “none” value slots (e.g., unmen-
tioned and out-of-domain slots) in the zero-shot
setting, which is important to DST performance as
there are many “none” slots in multi-domain dia-
logues; 2) our method provides a simple text-to-text
input-output interface for tracking both categorical
and extractive slots with a single generative model.

7 Conclusion

In this paper, we present TransferQA, a unified
generative model that performs DST without using
any DST training data. TransferQA uses the text-
to-text transfer learning framework that seamlessly
combines extractive QA and multi-choice QA for
tracking both categorical slots and non-categorical
slots. To enable our model to zero-shot “none’
value slots, we introduce two effective ways to con-
struct unanswerable questions, i.e., negative ques-
tion sampling and context truncation. The experi-
mental results on the MultiWoz and SGD datasets
demonstrate the effectiveness of our approach in
both zero-shot and few-shot settings. We also show
that improving the “none” value slot accuracy has

>
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the potential to increase the overall zero-shot DST
performance by a large margin, which can be ex-
plored in future work.
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