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Preface

The first workshop on Evaluating NLG Evaluation (EvalNLGEval) is taking place virtually as part of the
13th International Conference on Natural Language Generation (INLG 2020).

The aim of the workshop is to offer a platform for discussions on the status and the future of the evaluation
of Natural Language Generation (NLG) systems. This is a special time for our field: NLG research has
become one of the most popular areas of computational linguistics, the community has expanded and
many new tasks and approaches have recently been introduced. However, evaluation of NLG systems
remains a bottleneck, as there is no standard methodology for human evaluation nor acceptable automatic
metrics, which can hinder reproducibility and comparability of results. The workshop aims to break
ground by initiating discussions around these issues.

The workshop invited archival papers and abstracts on NLG evaluation including best practices of human
evaluation, qualitative studies, cognitive bias in human evaluations etc. The workshop received twelve
submissions. Archival papers were reviewed by three members of the programme committee. Abstracts
were accepted by a unanimous decision of the organization committee based on relevance; in case of
conflict of interest, abstracts received two reviews. Ten papers and abstracts were accepted and were
presented as posters at the workshop. This proceedings volume contains the five archival papers.

The workshop features a keynote speech by Marina Fomicheva and a panel discussion with Yvette Gra-
ham, João Sedoc and Marina Fomicheva on the current limits, as well as the future of NLG evaluation.
The posters were presented in four poster sessions and the workshop closes with a general discussion on
NLG evaluation.

We would like to thank the authors, the program committee members, and the workshop attendees.
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A proof of concept on triangular test evaluation
for Natural Language Generation

Javier Gonzalez-Corbelle, Jose M. Alonso, A. Bugarı́n
Centro Singular de Investigación en Tecnoloxı́as Intelixentes (CiTIUS),

Universidade de Santiago de Compostela, Spain
{j.gonzalez.corbelle,josemaria.alonso.moral,alberto.bugarin.diz}@usc.es

Abstract

The evaluation of Natural Language Genera-
tion (NLG) systems has recently aroused much
interest in the research community, since it
should address several challenging aspects,
such as readability of the generated texts, ad-
equacy to the user within a particular con-
text but also moment and linguistic quality-
related issues (e.g., correctness, coherence, un-
derstandability), among others. In this paper,
we propose a novel technique for evaluating
NLG systems that is inspired on the triangular
test used in the field of sensory analysis. This
technique allows us to compare two texts gen-
erated by different subjects and to i) determine
whether statistically significant differences are
detected between them when evaluated by hu-
mans and ii) quantify to what extent the num-
ber of evaluators plays an important role in the
sensitivity of the results. As a proof of concept,
we apply this evaluation technique in a real use
case in the field of meteorology, showing the
advantages and disadvantages of our proposal.

1 Introduction

Evaluation can be defined as “the systematic de-
termination of the merit, value and meaning of
something or someone based on criteria with refer-
ence to a set of rules” (Scriven, 1991). For some
authors, the concept of evaluation appeared in the
19th century with the industrialization process in
the U.S. (Castro and Benito Martı́nez, 2014). Later
on, a modern scientific discourse emerged in the
field of education that would incorporate terms
such as learning objectives or educational assess-
ment (Gullickson, 2003). Nowadays, evaluation
has been extrapolated to many areas beyond ed-
ucation and consists of the process of obtaining
evidence that allows to judge the degree of achieve-
ment of previously established objectives. Never-
theless, despite the technological advances in re-
cent years, there are still certain areas in which the

evaluation process must be carried out by humans
and not just based in data-driven metrics. In these
cases, it is difficult to avoid subjective judgments
in the evaluation process.

Evaluation of an NLG system usually requires
checking the degree to which it meets the estab-
lished language requirements, such as the quality
of the texts generated, their correction, their inter-
pretability, syntax, formatting or style. The task
of evaluating NLG systems presents difficulties
mainly because usually these systems do not pro-
duce a single correct output and therefore it is hard
to define universally accepted metrics for NLG
evaluation. When conducting an NLG evaluation
with users, there is no general consensus about
what to ask (e.g., “How fluent do you think the
text is?” or “How natural do you think the text
is?”), how many evaluators should participate in
the assessment process, or which specific statistical
tests should be applied. Moreover, subjectivity can
influence the evaluation results and make them be
devoid of statistical significance.

Although some authors have advised against
the use of statistical significance testing in cor-
pus linguistics (Koplenig, 2017), there have been
several proposals for addressing the effect of hu-
man subjectivity and statistical significance in hu-
man evaluation for several computational linguis-
tics related tasks. In this regard (van der Lee et al.,
2019) presents an overview of statistical signifi-
cance tests that are conducted in human evalua-
tion in NLG. They summarize also a set of best
practices grounded in the literature. In addition,
(Artstein and Poesio, 2008) describes a survey of
methods for measuring agreement among corpus
annotators. Moreover, (Amidei et al., 2019) shows
the limits of considering Inter-Annotator Agree-
ment as the only criterion for checking evaluation
reliability, and proposes correlation coefficients and
agreement coefficients to be used together with the
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aim of obtaining a better assessment of the data
reliability for human evaluation in NLG. In spite
of this, and to the best of our knowledge, in the
evaluation of NLG systems, so far, there are no
established protocols or standards to successfully
minimize the effect of human subjectivity and to
ensure that results are reported with statistical sig-
nificance as exist in other areas, such as for exam-
ple, Sensory Analysis. In this realm there are well
established procedures and rules for the human-
based measurement of the sensory characteristics
of products (Naes et al., 2010; European Sensory
Science Society, 2020) that guarantee the validity
of the evaluation results and their statistical signif-
icance. Sensory Analysis and the computational
theory of perceptions have already been applied to
automatic reporting (Quirós et al., 2016).

In this paper, we propose a technique for NLG
evaluation that is supported by some of the stan-
dards applied in Sensory Analysis. It consists of
a manual evaluation that allows to obtain a global
assessment of the generated texts, instead of as-
sessing a unique characteristic (e.g., fluency or co-
herence). As a matter of fact, the new technique
minimizes the subjectivity inherent to human eval-
uation. We also present the experimental results
obtained when carrying out a proof of concept of
this technique by comparing real texts generated by
two different people. The objective of this prelim-
inary experimental study is to analyze in practice
the advantages and disadvantages of the proposed
technique before applying it to the evaluation of
an end-to-end NLG system that is currently under
development.

The rest of the manuscript is organized as fol-
lows. In Section 2 we provide a summary of the
state of the art of NLG evaluation techniques. In
Section 3 we introduce some preliminary concepts
in the field of Sensory Analysis needed to under-
stand the new evaluation technique proposed in
Section 4. In Section 5 we present the experimen-
tal setting and reported results. Finally, Section 6
concludes with final remarks and possible future
work.

2 Background

Evaluation of NLG systems is very different from
other areas, because of the number and type of dif-
ferent dimensions to be considered. Accordingly, it
constitutes one of the current challenges in research
in the NLG field.

In the review by van der Lee et al. (2019), the
authors present a review of the challenges of evalu-
ating NLG systems, the pros and cons of different
evaluation approaches, and a guide to good prac-
tice in conducting NLG evaluation. They empha-
size the need to conduct an evaluation with people
(whenever possible), in addition to using several
independent evaluation criteria. They also recom-
mend that the number of evaluators required be
duly justified, as well as their socio-demographic
profile, and preferably that the evaluation panel be
designed with the widest possible audience in mind.
The random and balanced design of the samples
to be evaluated, as well as their number and or-
der, should also be justified in order to minimize
possible biases and the subjectivity of results. Fi-
nally, regarding statistical analysis, it is proposed
to distinguish between exploratory studies (more
qualitative) and confirmatory studies (more quan-
titative and supported by results with statistical
significance).

In addition, when evaluating an NLG system, it
may be necessary to consider aspects related to the
final text generated by the whole system or specific
aspects of one or several stages of the generation
process (e.g., content determination, lexicalization,
surface realization, etc.). Due to the great number
and diversity of characteristics to be considered
when evaluating an NLG system (e.g., readability
of the texts generated, coherence, interpretability,
etc.), different strategies can be followed (Barros,
2019): extrinsic versus intrinsic evaluation.

Extrinsic evaluation deals with assessing the im-
pact of the system on users or other tasks, focusing
on the effects produced by the system (e.g., as-
sessing the decisions made by users based on the
system output). Intrinsic evaluation (e.g., evaluat-
ing the degree of fluidity of the texts generated)
pays attention to the effectiveness of the system
itself.

In addition, we need to distinguish between au-
tomatic and manual evaluation (Belz and Reiter,
2006). The former is based on metrics that auto-
matically compare the system-generated text with
a human-generated text corpus, while the latter
requires the participation of humans. It is worth
mentioning that a key issue comes into play in
human evaluation: how to handle the subjectiv-
ity introduced by the evaluators when judging the
system-generated text.

It is quite common for intrinsic evaluation to be
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carried out using automatic metrics such as BLEU
or ROUGE (Reiter and Belz, 2009) and for extrin-
sic evaluation to be carried out manually. However,
in some cases more than one type of evaluation
needs to be considered because they are comple-
mentary (Gkatzia and Mahamood, 2015).

When it comes to selecting the evaluation tech-
nique, there are a multitude of automatic and man-
ual techniques that can be applied, but unfortu-
nately there is not still an adequate cataloguing
and characterization of them. Generally, manual
evaluations tend to be more costly in both time
and money. A clear example of manual evaluation
that involved considerably high costs (20 months
and 75,000GBP) was the evaluation of the STOP
system (Reiter et al., 2003), which automatically
generated personalized letters to encourage users
to stop smoking. On the other hand, automatic type
metrics are usually cheaper and allow for quick re-
sults. However, some aspects of a text generated by
an NLG system, such as correctness or consistency,
are difficult to evaluate by automatic metrics. In
these cases, a manual evaluation is most appropri-
ate, where, usually, evaluators are asked to rate or
rank several texts (Tintarev et al., 2016). In other
cases, a task-based evaluation is also carried out,
whereby evaluators must make a decision based
on the output provided by the system (Portet et al.,
2009; Gkatzia et al., 2017).

Automatic metrics assess the degree of accu-
racy or objectively score how good the output of
a system is with respect to the evaluated issues.
However, when it comes to human evaluation, the
main problem is the inherent subjectivity of each
evaluator. Therefore, the introduction of standards
and or protocols for obtaining objective and statis-
tically significant results in the context of human
evaluation would be highly appreciated by the NLG
community.

3 Preliminaries

Sensory Analysis is a well-established scientific
discipline with a wide range of applications (e.g.,
tasting cheeses, oils, wines, creams, etc.) and stan-
dards for human evaluation, which are developed
by the International Organization for Standardiza-
tion (ISO) (AENOR, 2010; International Standard-
ization Organization, 2019).

In this paper we adapt an evaluation technique
from Sensory Analysis to NLG. In order to un-
derstand our proposal, basic concepts of Sensory

Analysis are introduced below:

• Product: material to be evaluated.

• Sample: unit of product prepared, presented
and evaluated.

• Difference: situation in which samples can
be distinguished based on their sensory prop-
erties.

• Similarity: situation in which the percepti-
ble differences between the samples are so
small that the products can be considered in-
terchangeable.

• α-risk: probability of concluding that a dif-
ference exists when it does not. Although
this is a probabilistic value (α ∈ [0, 1]), the
usual values of α in the field of Sensory Anal-
ysis range from 0.2 to 0.001 depending on
the sensitivity required by the test. As a rule
of thumb, given a statistically significant re-
sult, the lower the α-risk value, the greater the
evidence of difference.

– An α-risk from 0.2 to 0.05 indicates
slight evidence of difference.

– An α-risk from 0.05 to 0.01 indicates
moderate evidence of difference.

– An α-risk from 0.01 to 0.05 indicates
strong evidence of difference.

– An α-risk of less than 0.001 indicates
very strong evidence of difference.

The usual values of α in the field of sensory
analysis and those we will use in this paper
are {0.001; 0.01; 0.05; 0.1; 0.2} depending on
the sensitivity required by the test.

• β-risk: probability of concluding that a
difference does not exist when it does.
Like the α-risk value, this is a probabil-
ity value, but the usual values of β are
{0.001; 0.01; 0.05; 0.1; 0.2}. The strength of
the evidence that there is no difference given
a statistically significant result is determined
using the same criteria as for α-risk, only in
this case “evidence of difference” is replaced
by “evidence of similarity”.

• pd: maximum allowable proportion of sub-
jects who perceive a difference. This param-
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eter in the field of Sensory Analysis usually
takes values among 50%, 40%, 30%, 20% or
10%. A value of pd less than 25% is consid-
ered a low proportion of people perceiving a
difference, while values of pd exceeding 35%
represent a high proportion.

• Sensitivity: a general term used to summa-
rize test results. Ability to perceive, identify
and/or differentiate qualitatively and/or quan-
titatively one or more stimuli through sense
organs. In statistical terms, test sensitivity is
defined by the values of α, β and pd. For
example, if low values of α and β (less than
0.01) are taken and the value of pd is less than
25%, then the sensitivity of the test is high.
Conversely, if the values of α, β and pd are
high (e.g., α = 0.2; β = 0.1 and pd = 40%),
then the sensitivity is low.

• Triad: Three samples offered to the judge 1

in the triangle test.

• Triangle test: A technique that describes a
procedure to determine whether there is a dis-
cernible sensory difference or similarity be-
tween the samples of two products. Judges
are given a triad and informed that two of
the samples are the same and one is different.
Judges should note the sample they believe to
be different.

4 The NLG Triangle Test

The evaluation technique proposed in this paper
consists of a triangle test taken from the Sensory
Analysis research field and adapted to NLG evalua-
tion. Thus, instead of presenting the judges triads
of food samples in which two of them are the same
and one is different, they will be shown three text
samples, two generated by the same subject and a
third generated by a different subject. In this way,
the judges will have to identify which one of the
text samples in the triad has been written by a dif-
ferent subject from the other two. It is worth noting
that this technique is applicable regardless how the
texts under consideration were generated, either
manually by humans or automatically by NLG sys-
tems, i.e., no matter if each subject is a human or
an NLG system.

1In the field of Sensory Analysis, evaluators participating
in a test are called judges.

4.1 Guidelines
The steps to carry out for the preparation and appli-
cation of the NLG triangle test are as follows:

1. Establishing the goal of the test: to detect
difference or to detect similarity. If we want
to prove that there is perceptible difference
between the texts of two different subjects,
we have to apply a triangle test of difference
where the null hypothesis is that there is no
perceptible difference and we try to demon-
strate through the triangle test the alternative
hypothesis: there is difference. In the case of
wanting to prove that two texts are similar and
that there is no perceptible difference between
them, the situation would be the opposite: we
set a null hypothesis in which the texts of each
subject are considered to be significantly dif-
ferent and we try to demonstrate by means of
the test the alternative hypothesis: there is no
significant difference between the texts and
they could be considered interchangeable.

2. Determining the number of judges re-
quired to perform the test. This number
depends on the desired sensitivity of the test,
in terms of α-risk, β-risk and pd (see table
12). Alternatively, table 1 can be used to look
for the combination of values of α, β, and pd
that provides an acceptable sensitivity given
the number of judges available in a particular
scenario. By its own definition, the value we
select for α and β will be more relevant de-
pending on the type of triangle test (difference
or similarity). The value of pd determines the
maximum proportion of subjects that we al-
low to detect a difference. For example, if
we performed a triangle test of similarity with
a value of pd of 20%, we would be trying to
detect the case for which no more than 20% of
the judges detect difference between the texts
to be evaluated.

3. Preparing the test procedure. Each judge
will evaluate a triad of text samples where two
of the texts are written by the same subject
and the other text is written by a different sub-
ject. Therefore, if we tag the texts generated

2For a test of difference, a minimum of 18 judges is rec-
ommended, while for a similarity test the minimum recom-
mended is 30, regardless of the sensitivity required by the
test (AENOR, 2010; International Standardization Organiza-
tion, 2019).
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α pd
β

0.2 0.1 0.05 0.01 0.001

0.2

50%

7 12 16 25 36

0.1 12 15 20 30 43

0.05 16 20 23 35 48

0.01 25 30 35 47 62

0.001 36 43 48 62 81

0.2

40%

12 17 25 36 55

0.1 17 25 30 46 67

0.05 23 30 40 57 79

0.01 35 47 56 76 102

0.001 55 68 76 102 130

0.2

30%

20 28 39 64 97

0.1 30 43 54 81 119

0.05 40 53 66 98 136

0.01 62 82 97 131 181

0.001 93 120 138 181 233

0.2

20%

39 64 86 140 212

0.1 62 89 119 178 260

0.05 87 117 147 213 305

0.01 136 176 211 292 397

0.001 207 257 302 396 513

0.2

10%

149 238 325 529 819

0.1 240 348 457 683 1011

0.05 325 447 572 828 1181

0.01 525 680 824 1132 1539

0.001 803 996 1165 1530 1992

Table 1: Number of judges for the NLG triangle test.
This table is taken from (AENOR, 2010), and is an
adaptation of the original table in (Schlich, 1993).

by the first subject as A and the texts gener-
ated by the second subject as B, there are six
possible combinations of triads to be shown
to the judges:

ABB ABA AAB
BAA BAB BBA

These triad combinations should be randomly
distributed in groups of six among the judges,
so that the first six judges evaluate the six dif-
ferent triad combinations, the second group
of six judges re-evaluate the six possible triad
combinations, and so on. In this way, each
combination will be evaluated the same num-
ber of times if the number of judges is a mul-
tiple of six, and if not, the number of evalua-

tions for each combination will be as balanced
as possible. For example, if we had 64 judges,
there would be four triad combinations to be
evaluated eleven times, while two of the com-
binations would be evaluated only ten times
(11 · 4 + 10 · 2 = 64). Ideally, each judge
should evaluate only one triad, but if we had
a limited number of judges, we may make re-
peated evaluations. Notice that, this is only
applicable in case of a test of difference (re-
peated evaluations are not allowed in case of
a test of similarity).

4. Conducting the test. The three samples of
each triad must be presented at the same time
and in the same way for each judge. Each
judge is informed that there are two text sam-
ples generated by the same subject and one
generated by a different subject. He/she may
read the text samples as many times as nec-
essary, before selecting one. This is a forced
choice test, so even if a judge does not de-
tect any difference between the three samples,
he/she is forced to select one sample.

4.2 Data Analysis
As we will detail below, the analysis of the col-
lected data depends on the type of test that was
performed. In both cases, the analysis takes into
account the number of correct answers, i.e., the
number of cases in which judges were able to iden-
tify the different sample (i.e., the text written by a
different subject) within the triad.

4.2.1 Test of difference
Table 2 provides the minimum number of correct
answers needed in a triangle test of difference to
determine that there is a discernible difference be-
tween the samples. The values in the table are
based on a binomial distribution, so a normal ap-
proximation to the binomial distribution can be
used to calculate the minimum number of correct
answers needed given any number of judges. The
formula for this calculation, from which the val-
ues in the table are extracted, is the following:
x = (n/3) + z

√
2n/9 , where n is the number

of judges in the test, z varies with the level of sig-
nificance (e.g, z = 0.84 for α = 0.2; z = 1.28 for
α = 0.1; z = 1.64 for α = 0.05; z = 2.33 for
α = 0.01; z = 3, 09 for α = 0.001)3 and the mini-

3We considered here the values of z corresponding to the
most common values of α or β in Sensory Analysis. How-
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mum number of correct answers to determine that
there is perceptible difference between the samples
is the nearest integer greater than x.

n
α

0.2 0.1 0.05 0.01 0.001

6 4 5 5 6 -

7 4 5 5 6 7

8 5 5 6 7 8

9 5 6 6 7 8

10 6 6 7 8 9

11 6 7 7 8 10

12 6 7 8 9 10

13 7 8 8 9 11

14 7 8 9 10 11

15 8 8 9 10 12

16 8 9 9 11 12

17 8 9 10 11 13

18 9 10 10 12 13

19 9 10 11 12 14

20 9 10 11 13 14

21 10 11 12 13 15

22 10 11 12 14 15

23 11 12 12 14 16

24 11 12 13 15 16

. . .

Table 2: Minimum number of correct answers needed
to conclude that there is perceptible difference. This ta-
ble is taken from (AENOR, 2010), and is an adaptation
of the original table in (Meilgaard et al., 1991).

Optionally, a lower one-sided confidence interval
can be calculated for the proportion of the popula-
tion that can perceive difference between the texts
by the following calculation: 1.5·x/n−0.5−1.5z ·√
(x/n) · (1− (x/n)) /n , where x is the number

of correct answers, n is the number of judges, and
z varies with the level of significance (z = 1.28
for α = 0.1; z = 1.64 for α = 0.05; z = 2.33 for
α = 0.01)3.

4.2.2 Test of similarity
Table 3 shows the maximum number of correct
answers allowed to conclude that two samples are

ever, the statistical methods that allow the calculation of z
for any other value of α or β are described in more detail
by (Meilgaard et al., 1991).

similar for a given number of judges. This table
is also based on a binomial distribution, so for any
number of judges the upper confidence limit of
100·(1−β)% can be calculated for pd using the fol-
lowing normal approximation to the binomial distri-
bution: 1.5 ·x/n− 0.5+1.5z ·

√
(n · x− x2)/n3,

where x is the number of correct answers, n is
the number of judges chosen for the test and z
varies with the level of significance (z = 0.84 for
β = 0.2; z = 1.28 for β = 0.1; z = 1.64 for
β = 0.05; z = 2.33 for β = 0.01; z = 3.09
for β = 0.001)3. If the calculated value is below
the limit selected for pd, the samples are declared
similar at the β level of significance.

n β
pd

10% 20% 30% 40% 50%

18

0.001 0 1 2 3 5

0.01 2 3 4 5 6

0.05 3 4 5 6 8

0.1 4 5 6 7 8

0.2 4 6 7 8 9

24

0.001 2 3 4 6 8

0.01 3 5 6 8 9

0.05 5 6 8 9 11

0.1 6 7 9 10 12

0.2 7 8 10 11 13

30

0.001 3 5 7 9 11

0.01 5 7 9 11 13

0.05 7 9 11 13 15

0.1 8 10 11 14 16

0.2 9 11 13 15 17

36

0.001 5 7 9 11 14

0.01 7 9 11 14 16

0.05 9 11 13 16 18

0.1 10 12 14 17 19

0.2 11 13 16 18 21

. . .

Table 3: Maximum number of correct answers needed
to conclude that two samples are similar. This table is
taken from (AENOR, 2010), and is an adaptation of the
original table in (Meilgaard et al., 1991).

5 Use Case

With the aim of developing a proof of concept of
the technique presented in the previous section,
we have applied the NLG triangle test to texts in
the meteorological field, an area in which we had
designed an NLG system previously (Ramos-Soto
et al., 2015). However, it is worth noting that the
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texts generated in (Ramos-Soto et al., 2015) are
weather forecasts by the local council and do not
take into account the whole region. For the sake
of simplicity in the recruiting of judges, our use
case deals with texts which describe the weather
forecast for the entire region and are written by
meteorologists.

For illustrative purpose, we considered expert
judges (see section 5.1) and non-expert judges (see
section 5.2). Judges were asked to fill in a question-
naire (Corbelle, 2020) which is divided into sev-
eral questions. In each question (see Fig. 1), three
meteorological situations were presented. Each
situation consisted of an image showing the state
of the sky for one day in Galicia and a short text
written by a meteorologist from the Meteorological
Observation and Prediction Unit of the Galician
Meteorological Agency (MeteoGalicia4). Of the
three situations presented in each question, there
were two in which the descriptive text had been
created by the same subject and a third in which
the creator was a different subject. The judge had
to select the text that he/she believed to be created
by a different subject from the one who had written
the other two.

5.1 NLG triangle test with expert judges

The panel of expert judges was made up of four
members of the Non-Linear Physics Group of the
University of Santiago de Compostela6. The jus-
tification for the choice of this group of experts is
that they are experts in numerical climate, oceano-
graphic and meteorological models, and therefore
very familiar with the vocabulary used in the texts
to be evaluated. Moreover, they are independent
of the meteorologists who generated the texts to
evaluate.

The first step is to determine what type of test
(i.e., difference or similarity) should be performed.
In our case, due to the small number of judges, we
opted for a test of difference in which the repeated
evaluations of each judge were considered as if
they were independent evaluations.

Secondly, the number of judges required is de-
termined based on the desired sensitivity of the test.
Again, the small number of experts available forced
us to choose 24 judges (i.e., 6 repeated assessments

4https://www.meteogalicia.gal/
5In the questionnaire, the original texts were in Spanish.

We provide in the Figure the English translation.
6https://www.usc.gal/en/investigacion/

grupos/gfnl/

Figure 1: Triangle test questionnaire 5

of 4 experts) and then look for a combination of α,
β and pd values that would provide an acceptable
sensitivity. In this case, table 1 shows that we can
take α = 0.05, β = 0.05, and pd = 50% with a
minimum number of 23 judges. These sensitivity
values assure that the test had a 95% probability
(100 · (1-β)) of detecting the case for which 50% of
the judges (i.e., 12 of the 24 judges) can appreciate
difference between the test samples.

Accordingly, we can conclude that 50% of the
judges could appreciate difference between the
samples. It is worth noting that these results did not
confirm that there was any similarity between the
samples, but simply denied that 50% of the judges
were able to perceive difference between the texts.

5.2 NLG triangle test with non-expert judges
In this case we performed a test of similarity. The
questionnaire (see Fig. 1) was presented to the
general public (non-expert judges) and we had 98
participants. Since repeated evaluations are not
allowed in this test, we had 98 evaluations (36 cor-
rect), including 16 answers from four of the possi-
ble sample combinations and 17 answers from the
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remaining two combinations (16 · 4 + 17 · 2 = 98).
Because of 98 is not a multiple of 6, full balancing
of evaluations was not possible.

From Table 3, we can state that having 98 judges,
α = 0.05, β = 0.01 and pd = 30%, the up-
per confidence limit of 100 · (1 − β) = 99%
for pd = 30% is calculated using the number of
correct answers: 1.5 · 36/98 − 0.5 + 1.5 · 2.33 ·√
(98 · 36− 362)/983 = 0.221. Accordingly, we

can conclude, with a 99% confidence level, that no
more than 22.1% of the judges can detect differ-
ence between the compared samples. Therefore, it
can be concluded with 99% confidence level that
no more than 30% of the population is capable of
detecting difference.

6 Final Remarks and Future Work

We have proposed in this paper a new technique
for the evaluation of NLG systems. This technique
allows us to obtain statistically significant results
with the least possible subjectivity from an evalua-
tion carried out by humans, either experts or non-
specialists. Our technique provides a mechanism
to compare two texts generated by different sub-
jects (either humans or machines) and determines
whether difference is detected between them or not.

In the given illustrative use cases, we have
learned a number of lessons regarding the type
of test. In case of a test of difference, repeated eval-
uation by judges is allowed. Therefore, each judge
can perform several evaluations and be treated as
independent. However, in the similarity test re-
peated assessments are not allowed. Therefore, to
obtain equivalent sensitivity levels in a test of differ-
ence and in a similarity test, approximately twice
as many judges are needed in the similarity test.

We have also seen that and quantified to what
extent the number of judges plays an important role
in the sensitivity of the results. Although the guide-
lines in section 4.1 indicate that first the sensitivity
values must be determined and then the number
of judges, in practice, it is likely that an unlimited
number of judges with the required profile will not
be available for the evaluation, and therefore sensi-
tivity values will be decided based on the number
of judges available. Therefore, if high sensitivity
values are required, then a large number of judges
must be available. In any case, if the sensitivity
level is imposed a priori by the case of study, it will
determine the minimum number of judges needed
to perform the NLG triangle test.

As the number of evaluators increases, the de-
gree of confidence in the test results also increases.
However, if a specific profile of evaluators is re-
quired and their availability is low, even with a
not very large number of evaluators it is possible
to obtain results with a confidence level that in
many cases exceeds 90%. In this case, quantita-
tive evidence would support the quality of the texts
produced. If a large enough number of evaluators,
confidence levels close to 100% can be achieved
applying a triangle similarity test. In this case, the
conclusion is that empirical evidence shows that a
large part of the population does not detect differ-
ence between system-generated texts and human-
generated texts. Achieving results in this range may
require a very large number of evaluators, which
in many practical contexts would make the test
unfeasible.

As future work, we will apply our NLG triangle
test to the comparison between texts generated by
NLG systems and texts generated by humans. We
will also aim to extend the evaluation technique
by including mechanisms for allowing judges to
express their motivation for the answers provided
and take into account this additional information in
the analysis of results.
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Abstract
Despite recent efforts reviewing current hu-
man evaluation practices for natural language
generation (NLG) research, the lack of re-
ported question wording and potential for
framing effects or cognitive biases influencing
results has been widely overlooked. In this
opinion paper, we detail three possible framing
effects and cognitive biases that could be im-
posed on human evaluation in NLG. Based on
this, we make a call for increased transparency
for human evaluation in NLG and propose the
concept of human evaluation statements. We
make several recommendations for design de-
tails to report that could potentially influence
results, such as question wording, and suggest
that reporting pertinent design details can help
increase comparability across studies as well
as reproducibility of results.

1 Introduction

Human evaluation is widely considered the gold
standard for evaluating natural language generation
(NLG), in part because existing automatic metrics
display low correlations with human judgments
(Belz and Reiter, 2006; Liu et al., 2016; Reiter and
Belz, 2009; Novikova et al., 2017). As a result, hu-
man evaluation is frequently used to demonstrate
state-of-the-art results for generative tasks. How-
ever, this has the potential to be problematic due to
the lack of consistency in how human evaluation is
carried out (Gkatzia and Mahamood, 2015; van der
Lee et al., 2019). Beyond producing variability in
results, this has implications for validity of human
evaluation results due to the influence of evaluation
design choices. To address this, a number of papers
have proposed recommended best practices for dif-
ferent aspects of NLG human evaluation (Amidei
et al., 2019; van der Lee et al., 2019). However,
overlooked have been the issues of transparency
and the potential for question framing effects and
other cognitive biases influencing results.

Cognitive biases refer to heuristics that arise in
judgment or decision-making (Tversky and Kahne-
man, 1974). Framing effects (Tversky and Kahne-
man, 1981) are types of cognitive biases that refer
to how something is asked as opposed to what is
asked. In the context of natural language gener-
ation research, these effects refer to the wording
of questions asked and accompanying task descrip-
tions and instructions, as opposed to what the target
quality is that is being assessed.

In this opinion paper, we demonstrate the lack
of transparency in NLG human evaluation through
empirically demonstrating the extent to which ques-
tion wording is not included in evaluation design
details, finding that only 15.68% of human evalu-
ation studies in papers we surveyed explicitly re-
ported the actual questions asked. We discuss three
types of framing and cognitive biases that could
influence results in NLG human evaluation: posi-
tive and negative framing, demand characteristics
and response bias, and anchoring and adjusting.
Using concrete examples from studies in human-
computer-interaction and psychology and hypothet-
ical examples for NLG, we demonstrate the impor-
tance of including question wording when using
human evaluation in NLG. Finally, we propose
the concept of “human evaluation statements” and
suggest a set of design parameters that should be
included pertaining to human evaluation study de-
sign.

2 Transparency in Human Evaluation

There is currently no standardized approach or
consensus for how human evaluation for NLG
should be carried out (Gkatzia and Mahamood,
2015; van der Lee et al., 2019). As a result, it
is currently very difficult to compare results across
different studies due to the variability in evaluation
design. Past efforts to address this have included

Proceedings of the 1st Workshop on Evaluating NLG Evaluation, pages 10–16,
Online (Dublin, Ireland), December 2020.
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overviews of evaluation design practices used dur-
ing a particular time span (Amidei et al., 2018;
Gkatzia and Mahamood, 2015; van der Lee et al.,
2019) with corresponding recommendations for
best practices (van der Lee et al., 2019) and empiri-
cal studies or overviews investigating the effects of
different question types and scales (Amidei et al.,
2019; Novikova et al., 2018). Consistently, these
studies have approached variability as a factor im-
pacting the reliability of results.

However, yet to be addressed is the lack of
transparency in how studies are designed and re-
ported, which has implications for comparability
across studies, as well as replicability and valid-
ity of results. While transparency has yet to be
addressed in human evaluation, transparency of
data, models, and automatic evaluations is a grow-
ing topic of concern in the machine learning and
natural language processing communities. Ben-
der and Friedman (2018) proposed the usage of
“data statements” for mitigating bias and increas-
ing transparency in natural language processing
and Gebru et al. (2020) proposed “datasheets for
datasets” for increased data transparency and ac-
countability. Transparency in model reporting has
also been advocated for. Mitchell et al. (2019)
proposed the usage of “model cards” containing
model performance characteristics for transparent
model reporting. Pertaining to model evaluation,
there have been numerous criticisms of task leader-
boards (Linzen, 2020; Rogers, 2019) which has
led to calls for transparency through reporting of
a more informative suite of metrics (Dodge et al.,
2019; Ethayarajh and Jurafsky, 2020).

Driving the call for transparency has been the in-
creased attention to issues of reproducibility. Crane
(2018) identified a number of controllable envi-
ronmental settings that are widely unreported in
question answering research and demonstrated the
impact they have on reproducibility of results, in-
cluding whether or not a model would be consid-
ered state-of-the-art. When we consider the impact
of environmental variables (Crane, 2018), computa-
tional budget including number of hyperparameter
search trials (Dodge et al., 2019), and other factors
that can impact results, we can draw comparisons
to human evaluation design details that could simi-
larly impact results.

We suggest that the design details of human eval-
uations can be thought of analogously to model
hyperparameters, in that careful tuning can directly

influence results. It is currently an open question
as to what parameters in human evaluation could
influence results, but without reporting pertinent de-
tails, we cannot begin to make comparisons across
studies, or reproduce results. For example, van der
Lee et al. (2019) suggested their findings pertaining
to sample sizes and demographics in a survey of
89 papers using human evaluation for NLG may
not reflect reality, since only 55% of the papers
reported the number of participants and 18% re-
ported demographics. An additional design param-
eter that we believe is largely unreported but could
have an immense impact on results is that of the
actual wording of questions presented to partici-
pants. More specifically, if questions are framed
in ways that elicit various cognitive biases such
as framing effects, response biases, or anchoring
and adjustment effects, results may reflect question
design rather than model performance.

Empirical Analysis To identify the extent to
which question wording is unreported in the de-
tails of human evaluation for NLG, we collected a
set of 81 NLG papers published in ACL (n = 33),
EMNLP (n = 30), NAACL (n = 11), and INLG
(n = 7) in 2019 and 2020, randomly sampled from
all papers containing the keyword “generation” in
the title.1 Of these, 51 (62.96%) included human
evaluation as a means to assess model performance.
However, only 8 of the 51 studies (15.68%) that in-
cluded human evaluation reported the actual word-
ing and setup of the questions that were asked,
either written out (n = 4), included as a figure
displaying the prompt (n = 3), or both (n = 1).
Question wording does not only have implications
for increasing transparency for the purposes of com-
parability of results across studies, but has further
implications for the validity and reproducibility of
results. In the following section, we bring atten-
tion to the potential of framing effects and other
cognitive biases to impact the results of human
evaluation for NLG, and use this to make a case for
reporting question wording as part of study design.

3 Framing Effects and Cognitive Biases

Framing (Tversky and Kahneman, 1981) refers
to how something is asked as opposed to what is
asked. In human evaluation for NLG, this would
be reflected in the question wording or instructions
provided to participants. In this section, we detail

1Data is available at https://github.com/
stephanieschoch/framing-bias-nlg-eval
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three possible framing effects and cognitive biases
that could influence the results of human evalation:
positive and negative framing, demand character-
istics, and anchoring and adjusting. As question
wording is extensively not reported in human eval-
uation in NLG, rather than providing empirical
examples we provide hypothetical examples of the
forms these effects could take when question word-
ing is not reported.

3.1 Positive and Negative Framing

Seminal work on the influence of framing in
decision-making by Tversky and Kahneman (1981)
demonstrated that people are more likely to make
choices that are framed positively (in terms of
gains) as opposed to negatively (in terms of losses)
due to the increased perceived risk associated with
choosing potential losses. This effect has been ex-
tended and further demonstrated as “loss aversion”
in the field of economics (Levin et al., 2002). In our
context, the concept of framing based on positive
or negative aspects can be extended and viewed
as the framing of questions to induce positive or
negative priming effects, in which participants are
primed to view a choice as having more positive
aspects than another, i.e. as the better option. For
example, if fluency is the target quality in an NLG
evaluation, we can consider it the positive aspect.

We demonstrate the potential for the effects of
imposing positive or negative framing and priming
on questions in NLG human evaluation with the
following example: Suppose a researcher is evaluat-
ing sentence A from their generative model against
sentence B from a baseline model. The researcher
asks participants to respond to the question:

“How much more fluent is sentence A versus
sentence B?”

Framing in this manner can prime participants to
view sentence A as having more positive aspects,
in this case, more fluency, as opposed to neutrally
framed questions such as “How do sentence A and
sentence B compare in terms of fluency?”. Positive
or negative framing could therefore have a direct
impact on the results of the study, in other words,
the results could reflect the framing rather than the
actual model performance.

3.2 Demand Characteristics

Demand characteristics are response biases that
refer to cues in a study design that may reveal a

researcher’s hypothesis to the participants, result-
ing in adjusting responses to meet the expectations
of the researcher (Orne, 1962). Dell et al. (2012)
demonstrated participant response bias due to inter-
viewer demand characteristics in evaluating human-
computer interactive systems. Specifically, when
participants knew which artifact was developed by
an interviewer, they were consistently more likely
to report preference for it, even when it was infe-
rior. For human evaluation in NLG, if questions
are framed in a way that cues the evaluators as to
which output corresponds to the researcher’s sys-
tem, it is probable that similar response bias could
be elicited. As an example, in the context of NLG,
this could take form as follows:

A researcher has developed style transfer model
A to generate formal sentences, and is evaluating
sentence A from their generative model against
sentence B from a baseline model. Unconsciously
aware of model A’s artifacts, in this case, as a
system that only uses “.” as end punctuation, the
researcher states ‘We consider sentences that end
with “.” as more formal than sentences that end
with “!”’ in the task description.

Framing the question in this manner subjects the
responses to demand characteristics as the partic-
ipants are aware of the researcher’s expectations
that they will rank sentences ending with “.” as
more formal than sentences with alternative end
punctuation. Due to the fact that most studies are
conducted via crowdsourcing platforms in which
annotators receive compensation for responses, this
adds an additional incentive to perform in accor-
dance with the researcher’s expectations.

3.3 Anchoring and Adjusting
Anchoring and adjusting is a cognitive bias in
which participants anchor their perceptions based
on an initial value and adjust subsequent evalua-
tions accordingly (Tversky and Kahneman, 1974).
Gehlbach and Barge (2012) demonstrated anchor-
ing and adjustment effects on attitude-opinion ques-
tionnaires in which participants insufficiently ad-
justed responses on adjacent questionnaire items
measuring similar constructs, which affected scale
reliability. In the context of human evaluation for
NLG, we present the following scenario in which
we extend the concept of framing to include fram-
ing of task description and instructions displayed
alongside questions to elicit advantageous anchor-
ing effects:
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A researcher has developed style transfer model
A to generate formal sentences. As model design
is an iterative process, the researcher has seen
model A’s outputs throughout the model design pro-
cess. When selecting example formal sentences to
include in the evaluation task description and in-
structions displayed to participants, the researcher
inadvertently selects sentences that look similar to
the types of outputs generated by model A. These
examples become an anchor for participants in
evaluating sentences generated by model A and
model B.

By unintentionally framing the question instruc-
tions in a way that introduces an advantageous an-
chor, the results could reflect the overall framing
and bias that is introduced rather than the objective
model performance differences.

4 Human Evaluation Design Statements

Throughout the previous sections, we have pro-
vided examples demonstrating the potential ques-
tion framing that could elicit human evaluation
results for NLG that are biased in favor of a par-
ticular model. While these examples may at first
glance seem implausible and only possible in cases
of conscious (explicit) researcher bias in favor of
a particular model, it is important to take into con-
sideration the potential for researchers to possess
unconscious (implicit) bias whether due to underly-
ing expectations for a model’s performance or due
to influences of publication bias. During the peer
review process reviewers may default to heuristics
to simplify the task of review, including rejecting
papers where models do not achieve SOTA results
(Rogers and Augenstein, 2020). This can implic-
itly motivate and incentivize researchers to show
their model performs best on the gold standard of
evaluation for NLG: human evaluation. We use this
example to demonstrate the potential for the cur-
rent lack of evaluation design details, in particular
question wording, to leave the door open for results
that have been subject to framing effects and bias
which threatens the validity of the results.

We draw attention to these effects in an effort
to both increase researcher awareness to their own
evaluation study design, decrease the potential for
questions framed in ways in which results reflect
question framing rather than actual model perfor-
mance, and increase the amount of transparency in
human evaluation to aid in study replicability and
comparability. We also suggest that the results for

studies which do not include exact question word-
ing should be viewed through a skeptical lens as
though they could contain researcher imparted bias
that could significantly impact results. Further, we
use our demonstration of the potential for framing
effects and biases in question wording as support
for a call for transparency in human evaluation for
NLG through the inclusion of study design details,
which can aid in the development of more robust
human evaluation guidelines.

When guidelines exist that can reduce the com-
plexity and time required to design human eval-
uation studies, they are used. For the evaluation
of paraphrase generation, Li et al. (2018) included
the human evaluation guidelines they used as an
appendix, which have since been adopted by other
studies (Qian et al., 2019). This example shows
that guidelines for human evaluation have value:
guidelines make life easier and people often adopt
those that are available. As such, we make the
case for increased transparency in human evalua-
tion with respect to design details that could poten-
tially influence results. In an effort to take prelim-
inary steps towards human evaluation guidelines,
we propose the concept of “human evaluation de-
sign statements” akin to data statements (Bender
and Friedman, 2018; Gebru et al., 2020) or model
cards (Mitchell et al., 2019). Determining what
should be included on such statements will require
additional input, perspectives, and empirical evi-
dence. As a preliminary effort, we provide a list
of design parameters that we believe could influ-
ence results and should therefore be included when
describing human evaluation design setup:

Question Design: Types, Scales, Wording Ba-
sic inclusions pertaining to question design are
question type and corresponding scales due to the
variability that can arise based on these design de-
cisions (Novikova et al., 2018). Further, as we
demonstrated in this paper, question wording also
has the potential to influence results. Because of
the potential for empirical differences due to how
questions are framed, it is imperative to report ques-
tion wording as part of design details, especially in
studies where researchers use human evaluation to
claim state-of-the-art performance.

Question Presentation: Ordering, Questions per
Annotator Ordering effects are influences on re-
sults that occur based on the order in which a se-
quence of questions is presented (Strack, 1992).
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As such, reporting question presentation order or
balancing increases transparency as well as study
comparability and reproducibility. In addition to
ordering effects, response fatigue can occur when
the quality and integrity of evaluations degrades as
participants tire of a task (Lavrakas, 2008). Due to
the possibility of response fatigue effects, statistics
regarding the number of questions per annotator
should be reported to increase design transparency
in terms of potential influences on variability in
results.

Target Criteria: Definitions It makes intuitive
sense that what is actually being measured in hu-
man evaluation would influence results, and further
that measuring the same or different target criteria
in different studies would impact the comparabil-
ity of the results. However, naming conventions
and definitions are inconsistent and may exhibit
significant overlap, such as with naturalness, gram-
maticality, and fluency (Mir et al., 2019; Novikova
et al., 2018). As such, what is being measured
should be compared across studies based on defi-
nition and the resulting participant understanding
of the task, rather than simply based on naming
convention: studies may measure the same aspect
under different names or different aspects under
the same name. Studies consistently reporting this
detail in human evaluation is also a preliminary
step towards agreed upon task definitions.

Annotators: Demographics, Background, Re-
cruitment, Compensation Understanding and re-
porting the details of the human factor in human
evaluation is intuitively one of the most important
sets of details to include in terms of transparency
and potential influence on results. Inclusions in-
volve who annotators are in terms of demograph-
ics and background, how they were recruited, and
whether or not annotators received fair compen-
sation (Silberman et al., 2018). As an example
impact, annotator familiarity with the target lan-
guage for a task might largely influence judgments
towards biases, fluency, or grammatical correct-
ness. The human factor in human evaluation, our
annotators, is central to and interacts with every
other detail of study design, and is therefore vital
to report.

While this list is not comprehensive, we believe
these design details could have influences on evalu-
ation results, and as such, are important details to
consider and include.

5 Other Considerations

One of the factors that could limit the potential
for widespread adoption of human evaluation state-
ments that include human evaluation design de-
tails is the page limits imposed for many journal
and conference papers. One approach to combat
this is to include the details of human evaluation
in Supplementary Material that accompanies pa-
pers. However, we suggest that many details in hu-
man evaluation design are central to understanding
the meaningfulness of results, and further suggest
that there will need to be community agreed upon
guidelines for what details must be included within
main papers. We further suggest that a comple-
mentary strategy would be the eventual develop-
ment of comprehensive, agreed upon human eval-
uation guidelines that could operate similarly to
“long-form” data statements (Bender and Friedman,
2018). In this scenario, guidelines could be refer-
enced, summarized briefly, and appended with per-
tinent additional study details as was proposed with
“short-form” data statements (Bender and Friedman,
2018).

6 Conclusion

In this paper, we demonstrate the extent to which
including the details of human evaluation is limited
in natural language generation. We further demon-
strate the need for including design details such as
question wording using existing work in psychol-
ogy and human-computer interaction on framing
and cognitive biases, and cite the recent push for
transparency with datasets and model details, such
as details of hyperparameter tuning, as support for
similar efforts to increase transparency in human
evaluation. Based on these observations, we pro-
pose working towards human evaluation statements
and make several suggested inclusions, while not-
ing the future need for additional perspectives and
direct empirical support.

References
Jacopo Amidei, Paul Piwek, and Alistair Willis. 2018.

Evaluation methodologies in automatic question
generation 2013-2018. In Proceedings of the 11th
International Conference on Natural Language Gen-
eration, pages 307–317, Tilburg University, The
Netherlands. Association for Computational Lin-
guistics.

Jacopo Amidei, Paul Piwek, and Alistair Willis. 2019.
The use of rating and Likert scales in natural lan-

14



guage generation human evaluation tasks: A review
and some recommendations. In Proceedings of the
12th International Conference on Natural Language
Generation, pages 397–402, Tokyo, Japan. Associa-
tion for Computational Linguistics.

Anja Belz and Ehud Reiter. 2006. Comparing auto-
matic and human evaluation of NLG systems. In
11th Conference of the European Chapter of the
Association for Computational Linguistics, Trento,
Italy. Association for Computational Linguistics.

Emily M. Bender and Batya Friedman. 2018. Data
statements for natural language processing: Toward
mitigating system bias and enabling better science.
Transactions of the Association for Computational
Linguistics, 6:587–604.

Matt Crane. 2018. Questionable answers in question
answering research: Reproducibility and variability
of published results. Transactions of the Association
for Computational Linguistics, 6:241–252.

Nicola Dell, Vidya Vaidyanathan, Indrani Medhi, Ed-
ward Cutrell, and William Thies. 2012. ”yours
is better!”: Participant response bias in hci. In
Proceedings of the SIGCHI Conference on Hu-
man Factors in Computing Systems, CHI ’12, page
1321–1330, New York, NY, USA. Association for
Computing Machinery.

Jesse Dodge, Suchin Gururangan, Dallas Card, Roy
Schwartz, and Noah A. Smith. 2019. Show your
work: Improved reporting of experimental results.
In Proceedings of the 2019 Conference on Empirical
Methods in Natural Language Processing and the
9th International Joint Conference on Natural Lan-
guage Processing (EMNLP-IJCNLP), pages 2185–
2194, Hong Kong, China. Association for Computa-
tional Linguistics.

Kawin Ethayarajh and Dan Jurafsky. 2020. Utility is in
the eye of the user: A critique of nlp leaderboards.
arXiv preprint arXiv:2009.13888.

Timnit Gebru, Jamie Morgenstern, Briana Vec-
chione, Jennifer Wortman Vaughan, Hanna Wal-
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cas Curry, and Verena Rieser. 2017. Why we need
new evaluation metrics for NLG. In Proceedings
of the 2017 Conference on Empirical Methods in
Natural Language Processing, pages 2241–2252,
Copenhagen, Denmark. Association for Computa-
tional Linguistics.
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Abstract

NLG researchers often use uncontrolled cor-
pora to train and evaluate their systems, using
textual similarity metrics, such as BLEU. This
position paper argues in favour of two alterna-
tive evaluation strategies, using grammars or
rule-based systems. These strategies are par-
ticularly useful to identify the strengths and
weaknesses of different systems. We contrast
our proposals with the (extended) WebNLG
dataset, which is revealed to have a skewed dis-
tribution of predicates. We predict that this dis-
tribution affects the quality of the predictions
for systems trained on this data. However,
this hypothesis can only be thoroughly tested
(without any confounds) once we are able to
systematically manipulate the skewness of the
data, using a rule-based approach.

1 Introduction

Recent years have seen many Natural Language
Generation (NLG) researchers move away from
rule-based systems, and towards neural end-to-end
systems. These systems are typically evaluated
using textual similarity metrics like BLEU (Pap-
ineni et al., 2002), METEOR (Banerjee and Lavie,
2005; Denkowski and Lavie, 2014), or ROUGE
(Lin, 2004), on large corpora of crowd-sourced
texts (e.g., the E2E dataset, Novikova et al. 2016;
the WebNLG dataset, Gardent et al. 2017; or
MS COCO, Lin et al. 2014). This evaluation strat-
egy tells us to what extent the generated texts are
similar to the reference data, but it is often difficult
to determine exactly what that resemblance buys
us. By now it is well-known that BLEU correlates
poorly with human ratings (Elliott and Keller, 2014;
Kilickaya et al., 2017; Reiter, 2018; Sulem et al.,
2018; Mathur et al., 2020), but BLEU by itself also
does not tell us anything about the strengths and
weaknesses of a particular model, or model archi-
tecture. This paper argues that we need alternative

(or at least additional) metrics to provide this kind
of insight. We believe that rule-based approaches
are well-suited for this task.

1.1 Not just BLEU; also uncontrolled data

BLEU is an easy target; it’s a quick-and-dirty so-
lution that ignores paraphrases and different-but-
valid perspectives on the input data. But if we only
look at the metrics, we miss the elephant in the
room: the corpora we use to train NLG systems
are the messy result of underspecified elicitation
tasks, where annotators receive very little training
as to what the outputs should look like (e.g., van
Miltenburg 2016; van Miltenburg et al. 2017). Ide-
ally, we should want training data that conforms
to a clear set of guidelines. Having clean data is
a means to control the quality of the output of an
NLG system. By using crowdsourcing, we have
ceded that control to the crowd.1 The problem
with crowdsourcing, and particularly with elicita-
tion tasks to create NLG corpora, is that quality
control is difficult. And even if we can control the
quality of the data, it is very hard to control the di-
versity of the generated texts.2 This makes it harder
to study the ability of NLG systems to generalise
from the training data to unseen instances. We will
argue (in Section 4) that we need a more systematic
approach to produce NLG test benches. We believe

1Although there are also benefits to having a more uncon-
trolled elicitation task. For example, having fewer constraints
means that the resulting data will be more diverse.

2This is not just a problem in NLG. Freitag et al. (2020,
and references therein) describe how human translators tend
to produce translationese: translations that overly rely on
the source text, resulting in less natural-sounding texts. This
reduces the diversity of the evaluation data for Machine Trans-
lation (MT), which has strong effects on the evaluation metrics
used in MT (Freitag et al., 2019). The authors go on to show
that we can improve the correlation between modern evalua-
tion metrics and human ratings, by improving the reference
data (in this case: asking linguists to generate more fluent and
diverse translations). But of course, this kind of exercise is
expensive and time-consuming.

Proceedings of the 1st Workshop on Evaluating NLG Evaluation, pages 17–27,
Online (Dublin, Ireland), December 2020.
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that a rule-based approach (combined with new or
existing NLG data) would again be ideal.

1.2 The downside of end-to-end systems;
opportunities for rule-based approaches

There are many good reasons to develop end-to-end
systems. For example, Dušek et al. (2020) found
that, in the E2E-challenge (Novikova et al., 2017),
sequence-to-sequence models “scored higher than
other architectures on word-overlap-based metrics
and human-rated naturalness.”3 However, given
the above, we can also see the move away from
rule-based systems as a means to evade responsibil-
ity for whatever output our NLG systems produce.
After all: the crowd decides what the output should
look like. If we don’t explicitly tell our NLG sys-
tems what to do (via rules), we should find other
ways to control what the output should look like.
And what better way to control and evaluate the out-
put. . . than to use more rules? This paper presents
some ways in which rules and rule-based systems
can be used to improve current-day NLG research.4

2 Evaluation and cognitive capacities

Ideally, evaluation of NLG systems should be
tied to the cognitive capacities those systems are
claimed to possess (Schlangen, 2019, 2020).5 For
example, one could evaluate whether a system is
able to produce a grammatically correct sentence.
Abilities like these can be formalised as a set of
rules (cf. Chomsky’s generative program; Chom-
sky 1965), and we could simply check whether
the output of an NLG system conforms to a pre-
defined grammar. Xie et al. (2019) do this us-
ing Flickinger’s (2000; 2011) English Resource
Grammar, which offers broad coverage of the En-
glish language. The DELPH-IN catalogue offers

3Another advantage of neural end-to-end systems that is
sometimes mentioned is development speed: if you have a
training corpus, you can train an end-to-end system fairly
quickly. But Reiter (2020) shows that this advantage is proba-
bly overstated (if not false). Elsewhere he remarks that ‘effec-
tively impossible to fix undesirable behaviour in a “deep learn-
ing” system’ (Reiter, 2016), meaning such a system would
have to be re-trained if any changes need to be made to its
output. This makes maintenance very time-consuming.

4Code for this paper is available at: https://github.
com/evanmiltenburg/EvaluationRules.

5This may not always be the case. Or at least: not directly.
For example, consider the question whether a system is user-
friendly or pleasant to use. Some high-level properties are
fairly subjective, and may best be evaluated using human
ratings. Still one could argue that these properties may be
decomposed into a set of different abilities. For example:
using the correct register, being able to translate jargon into
layman’s terms, generating unambiguous descriptions.

NOUNPHRASE

HEADNOUN

AGENOUN

toddler

MOD

MOOD

happy

MOD

HEIGHT

tall

DET

a

Figure 1: Parse tree for the phrase: a tall happy toddler.

an overview of HPSG grammars (Pollard and Sag,
1994) that are available for other languages.6 In re-
lated work, Bangalore et al. (2000) use automated
parsers for evaluation, but they compare the parse
trees for the system outputs with those of the refer-
ence data, and compute an accuracy metric.

At this point, it is fair to say that not all languages
are as well-resourced as English. Of course we can
evaluate grammaticality if there is a relatively com-
plete description of a language. But not everyone
has that luxury. Moreover, as NLG researchers,
we aren’t just interested in grammaticality. Why
should we care about grammars, then?

There are two ways to respond to this criticism.
First, if you accept that NLG evaluation is a good
use case for a broad-coverage parser, then that pro-
vides additional motivation to build a new or better
parser (or to start talking to linguists in your area).
Second, a grammar does not necessarily have to
cover the entire language for it to be useful. It
just needs to cover your domain of interest. One
example grammar is provided by Van Miltenburg
et al. (2018), who developed a context-free gram-
mar to cover person-descriptions in the MS COCO
dataset (a collection of images paired with image
descriptions). The grammar has a set of production
rules that describe as well as categorise the com-
ponents of person-descriptions in the corpus. So
the phrase ‘the tall happy toddler’ can be parsed
as in Figure 1. Van Miltenburg (2020) improved
this grammar, and used it to evaluate the extent to
which image captioning systems are able to gener-
ate different kinds of person-descriptions. This is
another example of a cognitive ability that can be
examined using a pre-determined set of rules. As
an additional bonus, a complete characterisation of
a domain such as PERSON-DESCRIPTIONS allows
us to reflect on what kinds of outputs are desirable
or not, for the system to generate.

6http://moin.delph-in.net/
GrammarCatalogue
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3 Systems, models, and architectures

Before we continue, it is important to recognise
the difference between systems, models and archi-
tectures. We consider architectures to be abstract
descriptions of all the components that make up a
system. A system is a specific instance that imple-
ments an architecture. When a system is trained
on a particular dataset, we can say that it has con-
structed a model for how the task should be carried
out. These distinctions are important, because dif-
ferent NLG researchers may be interested in either
systems, models, or architectures. Theoretically
oriented researchers may be more interested in the
properties of different architectures, whereas more
applied researchers may be interested in the prop-
erties of different systems or models. In our ex-
perience, shared tasks are often misconstrued as a
competition to see who can deliver the best model.
This misses the point, because ideally the results
of a shared task teach us about the strengths and
weaknesses of different architectures.7

4 Evaluating the ability to generalise

Machine learning datasets are used to determine
whether systems are able to generalise from expe-
rience to unseen situations (Mitchell, 1997). To
test this, researchers typically use separate train-
ing, development, and test sets. Different models
are trained using the training set, the best model
is selected using the development set, and then we
evaluate its performance on the test set.

4.1 Requirements to measure generalisation

Using different splits is necessary, but not sufficient
for NLG tasks. We can see this when we look at
the generation of weather forecasts, a popular topic
in the NLG community (e.g. Gkatzia et al. 2016
and references therein). It is not good enough to
only have a corpus where all inputs have the same
weather but different place names. NLG models
trained on such a corpus would only learn to pro-
duce a fixed weather template, where they should
copy in the name from the input. An evaluation is
only meaningful if there are clear differences in all
(combinations of) variables, between training and
test set. At the same time, the training data should
also not contain so much variation that it’s impos-
sible to detect any pattern. It is an open question

7For further discussion of shared tasks and leaderboards
in NLP, see: Parra Escartı́n et al. 2017; Nissim et al. 2017;
Rogers 2019; Ethayarajh and Jurafsky 2020.

how much systematicity (and redundancy) there
should be in the training data for NLG systems to
learn how to perform any language generation task.
Finally, it is important to have specific information
about the output. For example: how many differ-
ent ways are there to verbalise the same predicates,
entities, numbers, dates and times? Without this
information, it is impossible to say anything about
the complexity of the task.

4.2 Are current datasets sufficient?

We don’t believe current datasets are sufficient to
measure the extent to which systems are able to
generalise from the training data, although some
datasets do come close. WebNLG, for example,
is a state-of-the-art dataset. It offers an excellent
overview table (Table 1 in Gardent et al. 2017)
describing properties of the input (e.g. number of
different predicates, number of combinations of
RDF triples, relations between the different triples)
and output (e.g. number of sentences verbalising
different amounts of triples).

Still missing from the description of the
WebNLG corpus is the distribution of different
predicates. Figure 2 shows the frequency distribu-
tion of different labels in the training set (computed
using the XML files from the enriched WebNLG
dataset; Castro Ferreira et al. 2018). The plot re-
veals that the data is heavily skewed, with 76 pred-
icates (out of 246) occurring fewer than 10 times,
while the most frequent predicate (‘country’) oc-
curs 2150 times. End-to-end systems will proba-
bly perform worse on the tail of the distribution
(where example outputs are scarce) than on the
head (where examples are plentiful).

On the output side, it is not clear from the origi-
nal WebNLG corpus how many different possible
lexicalisations there are for each predicate.8 This is
difficult to study with unstructured text output, but
luckily the enriched WebNLG dataset converted the
outputs into templates (see Table 2 below), which
we can count. Table 1 shows a selection of predi-
cates with different ratios of unique-to-total number
of templates. One can imagine that it’s much easier
for a model to predict the template for a predicate
with a ratio of 0.12, than for a predicate with a
ratio of 1.00. After all: a lower ratio means that
there are more examples for each unique template.
The easiest situation would be one where there is a

8We limit ourselves to predicates here, but note that pred-
icates are not the only part of the input that needs to be lexi-
calised.
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Figure 2: Frequency of all predicates in the training split of the WebNLG corpus. The x-axis shows the frequency
of the labels (range: 1–2150, where ‘country’ is the most frequent label). To improve readability, the y-axis only
shows a selection of different labels at fixed intervals.

Predicate Unique Total Ratio

fullName 3 3 1.00
product 3 3 1.00
architecturalStyle 17 18 0.94
order 15 16 0.94
discipline 8 9 0.89
champions 18 21 0.86
locationCity 7 9 0.78
demonym 25 32 0.78
foundedBy 2 3 0.67
birthName 6 9 0.67
leaderTitle 37 63 0.59
address 4 7 0.57
areaCode 17 36 0.47
countySeat 7 15 0.47
language 47 119 0.39
city 14 36 0.39
status 3 11 0.27
affiliation 3 11 0.27
capacity 5 26 0.19
capital 11 61 0.18
location 22 177 0.12

Table 1: Number of templates for predicates in the ‘1-
triples’ subset of the WebNLG corpus. Columns show
the predicate, number of unique templates, total num-
ber of templates, and the ratio of unique-to-total num-
ber of predicates. This table shows a selection across
the entire range of different ratios.

single template, with many examples. Evaluation
of NLG systems trained on this corpus should ide-
ally take this uniqueness ratio into account (e.g. by
computing performance for different subsets of the
data, with different uniqueness ratios).

4.3 What do we need?

Our discussion so far points us in the direction of
more carefully planned corpora, with clear input
distributions. Ideally the output language should
also be controlled, so that it conforms to a set of
guidelines for what appropriate output should look
like. To really test the degree to which system
performance depends on these variables (i.e. the
distributions of input and output), having just one
big training corpus isn’t good enough. Rather, there
should be different versions of the same corpus,
so that we can manipulate different aspects of the
training data, to see how each of those variables
affects the outcome (performance on the test set).

5 How can we get there? Rules!

Corpora constructed solely through human labor
are not good enough, because they do not give us
enough control over the data to carry out system-
atic experiments. For example: we only know the
amount of different lexicalisations for a predicate
after data collection has finished. We present two
alternative approaches to generate evaluation data.

5.1 From systems to synthetic datasets

One way to construct a controlled corpus, is to use
existing NLG systems to produce a large collection
of texts in a particular domain. We can then train
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end-to-end systems on this data to produce similar
texts. This has three major advantages, compared
to the use of crowd-sourced data:

1. It is efficient and cost-effective to produce
large corpora, since no human annotators are
needed.

2. We can easily create different sub-corpora
with very specific distributions of the input
data, which would allow us to estimate the
extent to which systems are able to generalise
from low-frequent training examples.

3. It allows us to automatically evaluate the qual-
ity of the output in ways that are not pos-
sible (or very labor-intensive) with human-
generated data.

The generate-and-train approach has recently
been applied by Oraby et al. (2018, using the PER-
SONAGE system; Mairesse and Walker 2010) to cre-
ate a synthetic corpus of utterances in the RESTAU-
RANT domain, where the authors controlled the
personality of the utterances. Oraby et al. showed
that it is possible for neural NLG models to distin-
guish style and content, and that models trained on
their data were able to generate meaningful output
with the desired personality traits.

The idea of training NLG-systems based on the
output of other NLG systems is controversial. Ehud
Reiter argues on his blog that this is just reverse-
engineering existing systems (Reiter, 2017). This
is a valid concern if the goal is to build an NLG sys-
tem to be used in some application context. How-
ever, we are not concerned with any applications.
Rather, we are interested in the core properties of
different end-to-end architectures, and particularly
the way those properties relate to learnability: to
what extent a particular architecture can learn to
generate natural language, based on a corpus with
particular, controlled properties?

Feasibility
A natural question at this point is how to find ex-
isting systems to generate synthetic NLG corpora.
One answer is simply to look for systems using
SimpleNLG, since this is probably the most used
realisation engine for NLG in academia. It may be
possible to build a corpus generation tool that incor-
porates all different systems. To find these systems
and assess the feasibility of our proposal, we used
the Publish or Perish software9 to retrieve all pub-

9Search carried out on the 17th of August, 2020, using
the macOS GUI edition, version 7.25.2877.7516. Software

Triple: 〈SAGE Publications, founder, Sara Miller McCune〉
Text: Sara Miller McCune founded SAGE Publications.
Template: ENT-1 founded ENT-2.
Mapping: ENT-1: Sara Miller McCune

ENT-2: SAGE Publications

Table 2: Example from the extended WebNLG corpus.

lications on Google Scholar that cite the original
SimpleNLG paper (Gatt and Reiter, 2009).10 We
found 361 publications referring to SimpleNLG
on Google Scholar, coming from a wide array of
different venues. We are still in the process of
analysing the results, but our impression is that
only a small proportion of the reported systems is
useful. Many are either unavailable, form part of
a larger pipeline, or use proprietary/personal data
(e.g. BT-Nurse; Hunter et al. 2012).

5.2 From datasets to rules, and back again

Another approach is to construct our own template-
driven corpus generator, based on existing datasets.
Table 2 shows part of an entry from the extended
WebNLG corpus. The triple was expressed by a
participant through the text ‘Sara Miller McCune
founded SAGE Publications.’ Castro Ferreira et al.
(2018) semi-automatically converted these texts to
templates. Additionally, the dataset also shows how
different entities can be realised. This gives us all
the ingredients to develop a rule-based system that
can generate a corpus matching specific criteria
(or indeed a collection of corpora that allow us to
determine the ability to which end-to-end systems
are able to generalise).

With the templates and entity realisation options
in hand, we can choose to make full use of all pos-
sible templates and realisations for all predicates
and entities, or we can select only specific tem-
plates/realisations to have a particular distribution
of the data. Here are the aspects that we imagine
may be interesting to manipulate:

• The number of different templates/entities in
the train, validation, and test sets. (Note that
templates and entities may be manipulated
separately from each other.)

available from: https://harzing.com/resources/
publish-or-perish

10This approach excludes many systems using SimpleNLG
in a different language, e.g. Brazilian Portuguese (de Oliveira
and Sripada, 2014), Dutch (de Jong, 2018), German (Boll-
mann, 2011; Braun et al., 2019), French (Vaudry and La-
palme, 2013), Galician (Cascallar-Fuentes et al., 2018), Italian
(Mazzei et al., 2016), or Spanish (Ramos-Soto et al., 2017).
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• The frequency with which those different tem-
plates/entities each occur. Is there a uniform
distribution, or do some templates/entities oc-
cur more than others?

• The overlap in terms of templates/entities be-
tween the train, validation, and test sets. Here
we may also choose to generate multiple dif-
ferent test sets to accompany the same training
set, to make evaluation more efficient.

• The ordering principles, and the number of
different orders in which triples are realised in
the output texts. (E.g. maintaining the input
order, ordering triples alphabetically or based
on their content.)

• The segmentation principles, and the number
of sentences that are used to realise a set of
triples. (E.g. three triples per sentence; only
one triple per sentence; segmentation depend-
ing on the predicate, the entities, or both.)

• The amount of noise in the dataset. By default,
there is no noise in the synthetic dataset, but
we could add synthetic noise (i.e. knowingly
introduce errors), to see how systems deal
with the presence of noise in the data. This is
similar to Dušek et al. (2019), who systemati-
cally removed noise from the E2E dataset, to
gauge the impact of erroneous meaning repre-
sentations.

Using data generated in this manner, we could
answer questions like the following:

• How do skewness and diversity (of templates,
referring expressions) influence the quality
and diversity of the generated outputs?

• How many minority examples are necessary
before end-to-end models consider these a
valid alternative to majority examples?

• What kinds of generation rules are learnable
by end-to-end systems? Which architectures
are more apt to pick up on different kinds of
systematic patterns in the data?

Feasibility
There are two main challenges for this approach.
The first challenge concerns multiple predicates.
It is easy to see how textual output for single-
predicate inputs can automatically be generated
(just fill in the empty slots in the template), but
for inputs with multiple predicates the problem is

more complex. The realisation of multiple pred-
icates is not necessarily equal to the realisation
of two single predicates, plus some text to link
the two (e.g. the conjunction and). Indeed, Perez-
Beltrachini et al. (2016) purposefully selected com-
binations of predicates that might lead to more
concise solutions. E.g. combining 〈Alan Bean, oc-
cupation, test pilot〉 with 〈Alan Bean, nationality,
USA〉 leads to the insertion of an adjective: Alan
Bean was an American test pilot.

Normally it would mean a large amount of hu-
man labor to find any systematicity in the corpus.
To build a good NLG system, we need to know how
to order the predicates; how to relate the predicates
to each other; how to split up the information in
different sentences; and how to realise sentences
combining multiple predicates. However, for evalu-
ation purposes, the exact answers to these questions
aren’t necessarily important.11 What matters is that
there is some output that conforms to a particular
set of rules. The evaluation is just there to see if
end-to-end systems are able to learn those rules.
The exception here is when the ability to learn a
specific kind of rule is in question. For example:
can neural NLG systems learn to insert adjectives
like American in the example above?

The second challenge concerns the distribution
of the original corpus. As Table 1 shows, some
predicates occur only three times. This limits the
different kinds of corpora that we are able to pro-
duce. For example, it is not possible with just the
WebNLG data alone to generate a corpus where
there are more than three different lexicalisations
for the FULLNAME predicate. Moreover, it is not
even possible to generate more than nine different
predicate-entity combinations (3 entities times 3
predicate-realisations). One way to address the dis-
tribution issue is to (semi-)automatically generate
more examples by extracting triples from DBpe-
dia (Auer et al., 2007; Lehmann et al., 2015), and
verbalising them using the predicate’s lexicaliza-
tion templates available in the enriched WebNLG
dataset and a grammar-based NLG system (e.g.,
Mille et al. 2019). As mentioned earlier, the data
does not need to be perfect; it just needs to be con-
sistent, so that learners are (in theory) able to infer
rules from the data.

11One might have multiple rules corresponding to different
answers to each question. It would then be possible to experi-
ment with different amounts of examples generated using the
different rules.
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5.3 General feasibility

Ideally we would be able to control the data in such
a way, that changes to individual variables happen
ceteris paribus; i.e. with all other variables staying
the same. But there are practical considerations we
need to take into account:
• The number of times you can train a model,

is limited by the size and complexity of that
model. If it takes a long time to train the
model, then it is not feasible to do this for tens
or hundreds of different versions of the same
training data.12

• This issue is further compounded by the fact
that many models are randomly initialised.
For a good estimation of system performance,
the system needs to be trained multiple times
on the exact same data.

There is no universal solution to this problem,
but it does help to have specific hypotheses about
which factors might affect system performance, and
to focus on those.

5.4 Assessing model performance

Next to increased control over the training data,
the approaches proposed in this section have an
additional benefit: because all training data has
been generated using a rule-based approach, we can
use those same rules to evaluate which rules were
learned by the system, and which ones weren’t.
This is also the approach we described in Section 2.
We could even split up the evaluation, to measure
which templates, entity realisations, ordering rules,
and segmentation rules the system acquired.

One aspect we did not address yet is how to
parse imperfect outputs. There are no guarantees
that the output of end-to-end systems will conform
to any of the rules through which the corpus was
generated. Using a strict approach, we could say
that faulty output just doesn’t count; if it is flawed,
the system simply did not fully learn the relevant
rules. But perhaps we would also like to give par-
tial credit to systems that almost learned how to
perform the generation task. We leave this as a
question for future research.13

12So next to environmental issues caused by computation-
ally heavy approaches to NLP (Strubell et al., 2019), we can
also say that such approaches are an obstacle to properly eval-
uate new systems.

13But note that the texts (and probably system outputs as
well) are very predictable. This makes it interesting to explore
whether metrics based on edit distance could work here, even
though they have been shown to be inadequate ‘in the wild.’

5.5 Predictions
Since we intend to explore this approach in the
future, and to encourage others to explore this space
as well, we make a number of predictions:

1. Templates with a lower unique-to-total ratio
(see Table 1) are easier to learn.

2. The number of examples needed to success-
fully learn a template, depends on the amount
of alternative templates that could also ver-
balise the same predicate, the amount of predi-
cates in the corpus, and the size of the corpus.

3. It is easier to learn how to realise a predicate,
if the arguments for that predicate are diverse.
(If a predicate always occurs with the same
arguments, they may be considered part of the
template by the model.)

4. When combining multiple triples, conjunction
(Susan is an astronaut and she is American)
is easier to learn than insertion (Susan is an
American astronaut).

This list is not exhaustive; certainly many more
predictions could be made about different combi-
nations of the parameters we described above. But
these hypotheses should serve as a starting point for
future research. Initially we may want to see empir-
ically whether the predictions hold up for popular
architectures. A different avenue of research could
be based on this evidence, to develop formal proofs
about the properties of families of NLG architec-
tures. We believe both are needed to inform NLG
research and practice.

6 Limitations

The output of rule-based systems is often said to be
less fluent or natural than the output of end-to-end
systems, and this claim is corroborated by the re-
sults of the E2E-challenge (Dušek et al., 2020).
It may thus be expected that any synthetically
generated corpus will be less natural than human-
produced data, and the texts will probably have
other shortcomings, too. However, the proposal in
this paper is focused on determining what systems
can or cannot learn from corpora with different
properties. This means that, to some extent, the
naturalness or fluency of the synthetic data does
not really matter. What matters is that we learn
how those different properties of the data affect the
output of data-driven systems. We can then use
those systems in other areas, knowing what they
are capable of and what their limitations are. At
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that point, we need a different kind of evaluation
(although rules are still valuable to check whether
system output conforms to particular guidelines).

One might reasonably object here that the qual-
ity of the corpus does matter. How can you be
sure that your synthetic data has the desired prop-
erties? Wouldn’t that require some form of eval-
uation as well? We believe this concern could be
addressed through unit-tests in the corpus gener-
ation code base. Because our proposal involves
rule-based generation, the output should always be
predictable.

7 Conclusion

We discussed the merits of (grammar) rules and
rule-based systems in the context of NLG evalua-
tion. Our conclusion is that there are clear benefits
for practitioners who want to learn more about the
architectures that they use for real-life applications.
A concern that some may have, is that the real
world is messy. Why should we solve toy problems
like reverse-engineering rule-based systems? Our
answer is two-fold. First, since our proposals in-
volve synthetic data, we can make the data as clean
or messy as we want. But because we have full con-
trol over the data, the evaluation will be much more
informative about what systems can or cannot do.
Second, a rule-based perspective is useful because
it forces us to engage with the data. Looking at the
WebNLG data, and all of the different templates
that exist for each of the different predicates, one
cannot help but ask: is this diversity really useful?
Or should we try to reduce the diversity (e.g. for-
mulating guidelines), to ensure the best possible
outputs for our NLG systems? Messiness can be
good or bad, and it is up to us to explore the impact
of variation in NLG data.

Acknowledgments

We thank the anonymous reviewers for their feed-
back, which helped us refine the arguments laid out
in this paper.

References
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Abstract

We present NUBIA, a methodology to build
automatic evaluation metrics for text genera-
tion using only machine learning models as
core components. A typical NUBIA model
is composed of three modules: a neural fea-
ture extractor, an aggregator and a calibrator.
We demonstrate an implementation of NUBIA
showing competitive performance with state-
of-the art metrics used to evaluate machine
translation and state-of-the art results for im-
age captions quality evaluation. In addition to
strong performance, NUBIA models have the
advantage of being modular and improve in
synergy with advances in text generation mod-
els.

1 Introduction

Evaluation metrics play a central role in the ma-
chine learning community. They direct research ef-
forts and define the state of-the-art models. Unlike
machine learning tasks such as classification and re-
gression, text generation (i.e. machine translation,
summarization, image captioning) is a nuanced
task where the gold standard for quality evaluation
is human assessment. However, this method of
evaluation is expensive and time consuming.

As a complement, automatic metrics were de-
signed to approximate human judgment of quality.
A consequence of this unique setup is that the met-
rics themselves have to be frequently upgraded to
reflect the dynamic progress of the field. However
this has not happened and, while the text genera-
tion models have dynamically evolved, the metrics
most commonly to assess model outputs used have
not.

The two most common metrics used for eval-
uating similarity between candidate and refer-
ence texts are BLEU (Bilingual Evaluation Under-

∗Equal contribution. Correspondence to Hassan Kane:
<hassanmohamed@alum.mit.edu>

study) (Papineni et al., 2002) and ROUGE (Recall-
Oriented Understudy for Gisting Evaluation) (Lin,
2004). Both approaches rely on counting the match-
ing n-grams in the candidate text to n-grams in the
reference text. The former is precision focused
while the latter is recall focused.

These metrics have posed serious limitations and
have already been criticized by the academic com-
munity (Reiter, 2018; Callison-Burch et al., 2006;
Sulem et al., 2018; Novikova et al., 2017). In this
work, we propose a methodology to build text gen-
eration evaluation metrics using deep learning mod-
els as core components.

An implementation of this methodology is then
presented and tested in the domains of machine
translation and image captioning quality estimation.
For assessing the metric in the machine translation
domain, we use the WMT 2017, 2018 and 2019
dataset.

We conduct further experiments showing that,
without any additional fine-tuning, the same model
used to assess machine translation quality outper-
forms existing metrics specifically designed to as-
sess image captioning quality.

Beyond the promise of this methodology in
terms of its ability to lead to metrics with high cor-
relation to human judgment, NUBIA metrics can
be constructed with any base architecture, perform
well with only thousands of examples as supervi-
sion signal and are expected to improve continu-
ously with future NLP advances.

2 Related Work

2.1 BLEU, ROUGE and n-gram matching
approaches

BLEU(Papineni et al., 2002) and ROUGE (Lin,
2004) have been used as the main evaluation meth-
ods in a variety of NLP tasks for almost two
decades. BLEU is shown to better correlate with

Proceedings of the 1st Workshop on Evaluating NLG Evaluation, pages 28–37,
Online (Dublin, Ireland), December 2020.
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human judgment when the hypothesis texts are bad
as we can see in figure 2(c) and correlate weakly
when the hypothesis texts are better. CIDEr is an
image captioning metric that computes cosine sim-
ilarity between tf–idf weighted n-grams (Vedantam
et al., 2015). METEOR (Banerjee and Lavie, 2005)
uses the harmonic mean of unigram precision and
recall in combination with synonym matching and
stemming along with word matching. While n-
gram matching approaches are fast and simple to
understand, this paradigm is limited in its ability
do capture higher order semantic meaning.

The shortcomings of these methods have been
widely criticised and studied. Reiter (2018), in his
structured review of BLEU, finds a low correlation
between BLEU and human judgment. Callison-
Burch et al. (2006) examine BLEU in the context
of machine translation and find that BLEU nei-
ther correlates with human judgment on adequacy
(whether the hypothesis sentence adequately cap-
tures the meaning of the reference sentence) nor on
fluency (the quality of language in the hypothesis
sentence). Sulem et al. (2018) examine BLEU – in
the context of text simplification – on grammati-
cality, meaning preservation and simplicity. They
report a very low, and, in some cases, negative
correlation with human judgment.

2.2 Transformers, BERT and GPT

Language modeling has become an important NLP
technique, thanks its ability to be applied to var-
ious NLP tasks as explained in (Radford et al.,
2019). There are two leading architectures for
language modeling: Recurrent Neural Networks
(RNNs) (Mikolov et al., 2010) and Transformers
(Vaswani et al., 2017). RNNs handle the input to-
kens, words or characters, one by one through time
and learn the relationship between them, whereas
transformers receive a segment of tokens and learn
the dependencies between them using an attention
mechanism.

The recent success of transformers as multitask
learners (Radford et al., 2019) motivated us to adapt
them for the task of neural language evaluation.
This is crucial because what stood as an obsta-
cle before neural language models was the power
to generalize well to different datasets and tasks.
Now with models like GPT-2 (Radford et al., 2019)
and RoBERTa (Liu et al., 2019) trained on huge
amounts of data, we can start trusting their ability
to generalize across domains. As of now, machine

summarization, translation and image captioning
all use different metrics to compare reference sen-
tences with candidate sentences. Transformers-
based models offer the promise to unify quality
evaluation across tasks.

2.3 Model-based metrics

While BLEU and ROUGE are defined in a dis-
crete space of word tokens, other evaluation metrics
are powered by neural networks and word vectors.
BERTscore (Zhang* et al., 2020) computes word
embeddings and cosine similarity to create a score
array and uses greedy matching to maximize the
similarity score between words in the candidate
and reference sentences. Sentence Mover’s Simi-
larity (Clark et al., 2019) uses a Wasserstein metric
defined on sentence embeddings generated from
averaging the word embeddings in a sentence. YiSi
(Lo, 2019) also defines a distance metric among
reference and hypothesis sentences based on mul-
tilingual BERT embeddings and word frequency
weightings. SPICE (Anderson et al., 2016) is an
image captioning metric that creates a parse tree
from the reference caption, candidate caption to
create a scene graph and compute a score based on
the overlapping relationships.

These methods report stronger correlations with
human judgment and better results when compared
with BLEU and ROUGE. While they are using
word embeddings (Mikolov et al., 2013) to con-
vert their sentences in a continuous space, they use
hand-crafted mathematical functions to evaluate
similarity in that space. In NUBIA, rather than
defining a mathematical formula, we train a neu-
ral network to learn it using human judgement on
thousands of sentence pairs as supervision signal.

BLEND (Ma et al., 2017) uses an SVM to com-
bine different existing evaluation metrics. RUSE
(Shimanaka et al., 2018) embeds both sentences
separately and pools them to a given size. After,
the method uses a pre-trained MLP to predict on
different tasks. This quality estimator metric is
then proposed to be used in language evaluation.

BLEURT (Sellam et al., 2020) introduces a
BERT model in combination with a novel pre-
training scheme that uses millions of synthetic
examples to help the model generalize and then
fine-tune it on human judgement.

Our proposed methodology is also a learned met-
ric. Instead of synthesizing millions of examples,
we use different pre-trained transformers as feature
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extractors on reference, hypothesis sentence pairs
and then learn a mapping between those features
and a final quality score.

2.4 GLUE Benchmark
The GLUE Benchmark is a collection of tools for
evaluating and analyzing the performance of NLP
models across a diverse range of tasks (Wang et al.,
2018). The recent introduction of this benchmark
has encouraged the NLP community to move away
from specialized models doing well on a single
task to models performing well across diverse tasks.
NLP models such as transformers are usually pre-
trained on a large corpus in an unsupervised manner
and then fine-tuned on a dataset used for the spe-
cific task of the benchmark. Architectures doing
well on this benchmark can be used as components
of future NUBIA models

3 NUBIA model

Our method has three modules: a neural feature
extractor, an aggregator and a calibrator. The fea-
ture extractor tested in this paper consists of differ-
ent transformer architectures fine-tuned on relevant
tasks of language evaluation such as semantic sim-
ilarity, logical inference and sentence likelihood.
While we use these features and architectures as
the main building blocks of NUBIA, the specific
models can change as long as they maintain the
necessary performance in terms of correlation with
human judgment on the fine-tuning tasks.

The aggregator uses the features extracted by the
transformers as well as non-neural features such
as reference and candidate sentence length and is
trained to predict the quality of the hypothesis sen-
tence given the reference sentence. Similar to the
WMT challenge, we use past years’ data to train
this aggregator and test it on the test subset.

The calibrator is the final module that caps all
predictions to be between 0 and 1.

3.1 Neural Feature Extraction
In this section, we will describe how we broke
down the problem of assessing the quality of a sen-
tence into numerical features, the thought process
behind the features used and provide details on the
models used for one possible implementation of a
NUBIA architecture.

3.1.1 Semantic similarity
The first feature extracted between candidate and
reference sentence is semantic similarity. In our

proposed implementation, we use a RoBERTa large
pre-trained model (Liu et al., 2019), which we fine-
tune to predict sentence similarity (0-5 scale) on the
STS-B benchmark dataset (8,628 sentence pairs).

The rationale for this feature is that a good candi-
date sentence should have high semantic similarity
with the reference sentence.

3.1.2 Logical Entailment

The second set of features looks at the logical re-
lationship between the reference and hypothesis
sentence. The quality of the generated text depends
not only on the grammar and semantics but also
the core meaning and argument of the candidate
sentence. A good model will output sentences that
convey the same message.

To extract these features, we use a RoBERTa
large pre-trained model (Liu et al., 2019) which is
then fine-tuned on the MNLI challenge from the
GLUE benchmark.

The MNLI model is trained to take as input sen-
tence pairs and output 0 if the sentences are in
contradiction with each other, 1 if the logical rela-
tionship is undetermined/neutral (i.e. sentences do
not discuss the same topic) and 2 if the sentence
are in logical agreement with each other.

We take the likelihood scores over the 3 possible
classes as features.

3.1.3 Sentence Intelligibility

The third set of neural features aims to capture the
linguistic acceptability of the candidate sentence.

The rationale of this feature is that we want to
make sure that candidate sentences are legible and
grammatically correct.

It is a common failure mode for machine transla-
tion models to generate sentences which are close
in meaning to the reference sentence but introduce
uncommon syntax and grammatical errors. We cur-
rently model this by using the perplexity score of
a state-of-the-art Neural Language Model: GPT-2
(Radford et al., 2018)

More precisely, given a sentence A and a sen-
tence B, the 2 features we compute are the per-
plexity scores for sentence A and sentence B. Op-
tionally, in one of the NUBIA version, we also
introduce the number of words in the candidate and
reference sentences. We have experimentally found
that adding these features in conjunction with the
perplexity scores improves correlation with human
judgment.
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Figure 1: Outline of a NUBIA model with the three steps of Neural Feature Extraction, Aggregation and Calibra-
tion.

3.2 Aggregator

In the section above, we defined the dimensions
used to assess the quality of a candidate sentence
and then showed how to turn these dimensions
into numerical scores using transformer models.
The aggregator module is trained to approximate a
function mapping input neural features to a quality
score reflecting how interchangeable the candidate
sentence and the reference sentences are.

The inspiration behind this model is that when
human evaluators assess the quality of a candidate
sentence against a reference sentence, they simul-
taneously pay attention to several aspects of the
candidate sentence such as its semantic similarity
with the reference sentence and whether it makes
grammatical sense.

Since the relationship between these features
and human judgement of quality is unknown, the
goal of the aggregator is to approximate it using
data obtained from rigorously conducted human
evaluations.

The aggregator is a regression model trained to
predict human evaluation on pairs of candidate and
reference sentences. In this work, we explored
linear regression and feed-forward, fully connected
neural network architectures.

The neural network aggregator is a fully-
connected, feedforward neural network architec-
tures with either 6 (neural features only) or 8 (neu-
ral features and number of words in candidate and
reference sentences) input layers corresponding to
the features extracted, 10 hidden layers and a 1 di-
mension output layer corresponding to the human
score prediction. The activation function for the
model is the hyperbolic tangent and the optimizer

is ADAM (Kingma and Ba, 2015). NUBIA models
using 6 input features have the ”NUBIA-6DIM”
prefix while the NUBIA models using 8 input fea-
tures have the ”NUBIA-8DIM” prefix. Models
using a neural network as an aggregator have the
”-NN” suffix while those using linear regression
have the ”-LREG” suffix.

3.3 Calibration
In practice, the output of the regressors are already
highly correlated with human judgement; however,
they lack two important properties. The first one
is that the regressed score comparing a reference
sentence with itself is not always equal to 1. To
remedy to this, we normalize the scores given to
a candidate sentence by the score given by the re-
gressor of the candidate sentence with itself. The
second missing property is that the raw regression
scores are not strictly bounded to be between 0 and
1. To ensure they are, we cap the output of the
regressors to have a value between 0 and 1.

4 Experiments

To assess our proposed implementation, we used
both direct assessment and segment-level relative
ranking from different WMT metrics shared tasks
(Bojar et al., 2017; Graham et al., 2015) as well as
tasks from image captioning. We did not conduct
experiments in the domain of machine summariza-
tion because there are no labeled datasets contain-
ing pairs of summaries and their corresponding
human evaluations of the summary quality.

In the WMT Direct Assessment task, candidate
and reference translations are given for several lan-
guage pairs and for each candidate translation, 15
human evaluators assign a quality score between
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0 and 100. The final human score is taken as the
average of the 15 human assessments. The perfor-
mance of metrics is assessed using Pearson correla-
tion with human judgement. For this task, we used
the 2017 dataset because, unlike the WMT 2018
and WMT 2019 dataset, each sentence has been
scored by at least 15 human evaluators (Ma et al.,
2018).

For relative ranking, WMT 2018 and WMT 2019
still use direct human assessments but since there
is not at least 15 annotators per sentence pairs, the
direct assessment correlation task is converted into
relative ranking task. More specifically, for a given
reference sentences, up to 5 machine translation
systems generate candidate translations. These can-
didate sentences are rated by human annotators on
a discrete 0-25-50-75-100 points scale. After aver-
aging the human annotations, if the gap between
two candidate translation is higher than 25 points,
one translation is considered to be better than the
other. When the gap between two candidate sen-
tences is lower than 25 points, the sentence pairs
are not included in the segment-level evaluation Ma
et al. (2018). In that setting, metrics are scored on
their ability to preserve the human ranking using
the Kendall’s Tau correlation coefficient.

4.1 Model training and testing

4.1.1 Machine Translation

For the machine translation experiments, we use
the WMT 2015, 2016, 2017, 2018 and 2019
datasets in different settings. In these datasets, we
only picked translations where the target language
is English. This was done because the language
models we used and their underlying word embed-
dings are trained on English sentences.All datasets
are used for testing in future years.

For the WMT 2017 dataset (3,920 sentence
pairs), we use an aggregator trained on human
judgement from WMT 2015 and 2016 (5,360 sen-
tence pairs). For the WMT 2018 (207,576 sentence
pairs) and WMT 2019 (281,009 sentence pairs), we
used an aggregator trained on WMT 2015 through
2017 (9,280 sentence pairs). In practice we found
no improvement by adding sentences from WMT
2018 to train the aggregator which is why we stick
with WMT 2015 through 2017 to test on both WMT
2018 and WMT 2019.

Feature extraction was conducted using one
P100 GPU instance and took 3 hours for WMT
2017 and four days for WMT 2018 and 2019.

For the WMT 2017 task, the performance met-
ric is Pearson correlation with human judgement.
For the WMT 2018 and WMT 2019 challenges
which are focused on relative ranking, metrics are
compared with a Kendall’s Tau formulation on how
well their scores correlate with human rankings of
machine translation.

4.1.2 Image Captioning
For image captioning, we followed SPICE and
used the Flickr 8K dataset. This dataset consists of
8,092 images annotated with 5 gold standard cap-
tions generated by humans. The dataset also has
a human-evaluated part where for each image, a
candidate caption is selected from the entire dataset
and scored by three expert judges between 1 (”the
selected caption is unrelated to the image”) and 4
(”the selected caption describes the image without
any error.). This part has 5,822 human-evaluated
image caption pairs where each image also has 5
reference gold standard captions.

NUBIA is compared with Kendall’s Tau on how
well it correlates with the average of the three
judges’ scores as labels. Neural Feature extrac-
tion was conducted using one P100 GPU instance
and took 12 hours. The aggregators for the NU-
BIA models used in the image captioning experi-
ments are not specifically fine-tuned for the task
and consist of the Neural Feature Extractors de-
scribed above along with an aggregator trained
on the WMT 2015, WMT 2016 and WMT 2017
dataset (9,280 sentence pairs).

5 Results

In Table 2, we report our results on the test set. We
compare our methods with methods developed for
the WMT 2017 challenge and recent models like
BERTScore and BLEURT which are currently the
best performing methods. Although many methods
have been proposed throughout the years in the
WMT metrics challenge, the current methods used
to this day to assess performance of machine trans-
lation models are still BLEU and ROUGE score.
For ROUGE, we use ROUGE-L scores because it
is the formulation of ROUGE correlated the most
with human judgements on WMT 2017.

In Table-3, we report the results for the relative
ranking test of WMT 2018. Here we see that NU-
BIA is only outperformed by BLEUR. In Table-4,
we have the results for the WMT 2019 challenge.
Here we observe that NUBIA performs comparably
with other methods.
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NUBIA-NN ROUGE-L BLEU

Figure 2: Score and label graphs of NUBIA, ROUGE-L and BLEU for the entire WMT-2017 segment level sets.

Model τ

BLEU-1* 0.32
BLEU-4 0.33
ROUGE-L* 0.32
BERTScore 0.394
METEOR* 0.42
BLEURT 0.434
CIDEr* 0.44
SPICE* 0.45
NUBIA-6DIM-NN 0.47
NUBIA-8DIM-NN 0.495

Table 1: Kendall’s Tau Correlation with human judgment on Flickr 8K dataset. The scores marked with * are
taken directly from the original SPICE paper. The BLEU-4 score in the original paper was 0.14 but the experiment
was repeated with a smoothed function and the new result is reported.

We report the results of the image captioning
experiments in Table-1. Here we observe that NU-
BIA outperforms all existing methods and achieves
state-of-the-art correlation with human judgment
of caption quality.

The strong performance maintained across var-
ied tasks is a strong indicator of the robustness of
this methodology and shows its promise to general-
ize well beyond the training set.

5.1 Ablation Study

To judge the importance of the features we have
picked, we ran an ablation study where we trained
a NUBIA model with only a subset of the fea-
tures and report correlation results on the WMT17
dataset. The most crucial feature is the RoBERTa
semantic similarity score. As suspected, other el-
ements beyond semantic similarity also seem to
be factored into prediction of translation quality as
evidenced by the performance boost obtained after
computing the GPT-2 features and MNLI features.

5.2 Error Analysis

Figure 2 sheds more light on the behavior of BLEU
and ROUGE, two of the most common evaluation
metrics and NUBIA-NN. This analysis unveils im-
portant properties of these metrics and helps better
understand their strengths and weaknesses.

If we start with (c) we can see that BLEU cor-
relates better with human judgment in the bottom
left (bad hypothesis area). Essentially, if a human
is likely to give a bad score to a sentence, BLEU
is unlikely to overscore. But if a person is going
to give a high score, BLEU is equally likely to
give any score, maybe even more likely to penalize
the sentence. This effectively inhibits the desired
behaviour in language generation.

While the behaviour of ROUGE is much more
balanced, it is still prone to underscoring and over-
scoring.

When we look at NUBIA-NN, we see a general
trend followed along the data, as expected given the
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cs-en de-en fi-en lv-en ru-en tr-en zh-en AVG
Human Evaluation

Correlation
DA
r

DA
r

DA
r

DA
r

DA
r

DA
r

DA
r

DA
r

BLEU 0.432 0.425 0.577 0.415 0.479 0.548 0.515 0.484
ROUGE-L 0.482 0.492 0.623 0.465 0.480 0.593 0.569 0.529
BLEND 0.594 0.571 0.733 0.577 0.622 0.671 0.661 0.632
MEANT2.0 0.578 0.565 0.687 0.586 0.607 0.596 0.639 0.608
RUSE 0.614 0.637 0.756 0.705 0.680 0.704 0.677 0.681
NUBIA-6DIM-LReg 0.739 0.733 0.815 0.788 0.734 0.766 0.763 0.763
NUBIA-8DIM-LReg 0.739 0.732 0.829 0.783 0.731 0.784 0.768 0.767
BERTscore 0.714 .740 0.835 0.774 0.773 0.776 0.767 0.768
NUBIA-6DIM-NN 0.745 0.730 0.847 0.779 0.737 0.800 0.751 0.770
NUBIA-8DIM-NN 0.754 .738 0.854 0.786 0.755 0.804 0.750 0.777
BLEURT 0.773 0.792 0.878 0.835 0.811 0.824 0.814 0.818

Table 2: Absolute Pearson correlations with segment-level human judgments on WMT17 to-English translations.
Correlations of metrics not significantly outperformed by any other for that language pair are highlighted in bold.

cs-en de-en et-en fi-en ru-en tr-en zh-en AVG
Human Evaluation

Correlation
DA
τ

DA
τ

DA
τ

DA
τ

DA
τ

DA
τ

DA
τ

DA
τ

BLEU 0.268 0.458 0.311 0.206 0.259 0.178 0.210 0.270
ROUGE-L 0.28 0.473 0.324 0.208 0.275 0.193 0.211 0.281
YiSi1 SRL 18 0.317 0.483 0.345 0.237 0.306 0.233 0.209 0.304
RUSE 0.3478 0.498 0.368 0.273 0.311 0.259 0.218 0.325
YiSi1 SRL 19 0.396 0.543 0.39 0.303 0.351 0.297 0.253 0.362
Yisi1 0.391 0.544 0.397 0.299 0.352 0.301 0.254 0.363
BERTScore 0.408 0.550 0.395 0.293 0.346 0.296 0.260 0.364
NUBIA-6DIM-NN 0.396 0.550 0.410 0.326 0.357 0.295 0.262 0.371
NUBIA-8DIM-NN 0.402 0.553 0.410 0.330 0.357 0.288 0.268 0.373
BLEURT 0.423 0.567 0.414 0.325 0.360 0.315 0.260 0.381

Table 3: Kendall’s Tau correlation with segment-level human judgments on WMT18 to-English translations. Cor-
relations of metrics not significantly outperformed by any other for that language pair are highlighted in bold.

high correlation score. The only interesting action
is the overscoring of low human score sentences.
The nature of the error can be analyzed to further
improve NUBIA.

6 Conclusion

In this work, we introduced NUBIA: a methodol-
ogy to build automatic evaluation metrics for text
generation using machine learning models as core
components. An implementation of this methodol-
ogy achieves strong results on machine translation
and state-of-the art results on image captioning
strongly building on the successes of recent NLP
architectures such as RoBERTa and GPT-2. These
strong results are achieved using a small amount of
supervised training data. This methodology offers
the possibility of building evaluation metrics im-

proving in synergy with the progress of generative
models and unifying evaluation of image caption-
ing, machine translation and potentially other text
generation tasks.

7 Discussion and future work

Learned text generation evaluation metrics have
enormous promise to change how text generation
models are assessed. Future work can further probe
which other text generation tasks NUBIA models
are strong candidates to assess.

NUBIA can be improved along four axes. The
first axis of improvement is through the efforts
of the wider NLP community at creating models
achieving strong results on the NLU benchmarks
like GLUE. The second axis is through the addi-
tion of better features capturing aspects of human
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de-en fi-en gu-en kk-en lt-en ru-en zh-en AVG
Human Evaluation

Correlation
DA
τ

DA
τ

DA
τ

DA
τ

DA
τ

DA
τ

DA
τ

DA
τ

BLEU 0.173 0.264 0.207 0.389 0.280 0.166 0.349 0.261
ROUGE-L 0.169 0.268 0.198 0.394 0.294 0.171 0.348 0.263
ESIM 0.167 0.337 0.303 0.435 0.359 0.201 0.396 0.314
NUBIA-6DIM-NN 0.248 0.356 0.274 0.419 0.385 0.227 0.410 0.331
YISI 0.199 0.346 0.306 0.442 0.380 0.222 0.431 0.332
NUBIA-8DIM-NN 0.251 0.358 0.258 0.429 .385 0.229 0.413 0.332
BERTscore 0.230 0.345 0.320 0.432 0.381 0.223 0.444 0.339
BLEURT 0.169 0.363 0.319 0.446 0.406 0.223 0.424 0.336

Table 4: Kendall’s Tau correlation with segment-level human judgments on WMT19 to-English translations. Cor-
relations of metrics not significantly outperformed by any other for that language pair are highlighted in bold.

cs-en de-en fi-en lv-en ru-en tr-en zh-en AVG
Human Evaluation

Correlation
DA
r

DA
r

DA
r

DA
r

DA
r

DA
r

DA
r

DA
r

NUBIA-NN,SI 0.412 0.451 0.624 0.571 0.447 0.437 0.410 0.478
NUBIA-NN,LI 0.620 0.539 0.693 0.647 0.603 0.692 0.571 0.623
NUBIA-NN,LI+SI 0.643 0.621 0.775 0.722 0.646 0.681 0.624 0.673
NUBIA-NN,SS 0.678 0.686 0.790 0.740 0.694 0.766 0.708 0.723
NUBIA-NN,SS+LI 0.696 0.699 0.804 0.758 0.708 0.784 0.723 0.738
NUBIA-NN,SS+SI 0.727 0.729 0.842 0.785 0.726 0.790 0.755 0.764
NUBIA-NN,SS+LI+SI 0.754 0.738 0.854 0.786 0.755 0.804 0.750 0.777

Table 5: Ablation study results for NUBIA-NN on WMT 2017 Direct Assessment task. SS=Semantic Similarity,
LI=Linguistic Inference, SI=Sentence Intelligibility.

quality assessment. Two candidate features are the
linguistic acceptability which can be obtained by
using models trained on the CoLA challenge and
a coherence score for long text generations. The
third axis is through better aggregator design. Fi-
nally, the fourth axis is reducing the computational
cost of NUBIA models. The transformer architec-
tures used as backbone for feature extraction are
currently independent of each other. Using lighter
models or fine-tuning using shared layers could
lead to less compute-intensive models.

Learning how to specify NUBIA architectures
and standardizing nomenclature will be crucial to
ensure adoption, reproducibility and fair compari-
son of models scored using such automatic metrics.
An exhaustive solution can be to describe the in-
dividual feature extractor. This description should
not only include architectures but also training data
and fine-tuning data (Mitchell et al., 2019; Gebru
et al., 2018; Bender and Friedman, 2018). Simi-
larly, aggregators should also be described through
their architectures along with the training corpus

Evaluation and scorecards for neural metrics

going beyond correlation with human judgement
(Boag et al., 2016) will help shed lights on their in-
ner workings and failure modes. Such setups more
precisely measure the effect that systematic sen-
tence transformations (e.g. active to passive voice)
have on the automatic metric scores.

Closely related to evaluation and data reporting,
biased training data leading to underscoring or over
scoring of valid translations should also be investi-
gated.

Another area of current limitation is the lan-
guage. Existing NUBIA models only work for
English sentence pairs though the procedure to gen-
erate and assess such metrics in other languages is
likely to be similar.

Understanding how such models can be adver-
sarially attacked is also an open research question.

Finally, future work can also investigate conver-
gence behavior and output of training setups where
NUBIA is used as a loss function of text generation
models.
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Qingsong Ma, Ondřej Bojar, and Yvette Graham. 2018.
Results of the WMT18 metrics shared task: Both
characters and embeddings achieve good perfor-
mance. In Proceedings of the Third Conference on
Machine Translation: Shared Task Papers, pages
671–688, Belgium, Brussels. Association for Com-
putational Linguistics.

Qingsong Ma, Yvette Graham, Shugen Wang, and Qun
Liu. 2017. Blend: a novel combined MT metric
based on direct assessment — CASICT-DCU sub-
mission to WMT17 metrics task. In Proceedings
of the Second Conference on Machine Translation,
pages 598–603, Copenhagen, Denmark. Association
for Computational Linguistics.
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Abstract

An ongoing debate in the NLG community
concerns the best way to evaluate systems,
with human evaluation often being considered
the most reliable method, compared to corpus-
based metrics. However, tasks involving sub-
tle textual differences, such as style transfer,
tend to be hard for humans to perform. In this
paper, we propose an evaluation method for
this task based on purposely-trained classifiers,
showing that it better reflects system differ-
ences than traditional metrics such as BLEU
and ROUGE.

1 Introduction and Background

The evaluation of Natural Language Generation
(NLG) systems is intrinsically complex. This is in
part due to the virtually open-ended range of possi-
ble ways of expressing content, making it difficult
to determine a ‘gold standard’ or ‘ground truth’.
As a result, there has been growing scepticism in
the field surrounding the validity of corpus-based
metrics, primarily because of their weak or highly
variable correlations with human judgments (Reiter
and Sripada, 2002; Reiter and Belz, 2009; Reiter,
2018; Celikyilmaz et al., 2020). Human evaluation
is generally viewed as the most desirable method
to assess generated text (Novikova et al., 2018;
van der Lee et al., 2019). In their recent compre-
hensive survey on the evaluation of NLG systems,
Celikyilmaz et al. (2020) stress that it is important
that any used untrained automatic measure (such
as BLEU, ROUGE, METEOR, etc) correlates well
with human judgements.

At the same time, human evaluation also
presents its challenges and there have been calls

for the development of new, more reliable metrics
(Novikova et al., 2017). Beyond the costs asso-
ciated with using humans in the loop during de-
velopment, it also appears that certain linguistic
judgment tasks are hard for humans to perform
reliably. For instance, human judges show rela-
tively low agreement in the presence of syntactic
variation (Cahill and Forst, 2009). By the same
token, Dethlefs et al. (2014) observe at best moder-
ate correlations between human raters on stylistic
dimensions such as politeness, colloquialism and
naturalness.

Closer to the concerns of the present work, it
has recently been shown that humans find it diffi-
cult to identify subtle stylistic differences between
texts. De Mattei et al. (2020b) presented three in-
dependent judges with headlines from two Italian
newspapers with distinct ideological leanings and
in-house editorial styles. When asked to classify
the headlines according to which newspaper they
thought they came from, all three annotators per-
formed the task with low accuracy (ranging from
57% to 62%). Furthermore, agreement was very
low (Krippendorff’s α = 0.16). Agreement was
similarly low on classifying automatically gener-
ated headlines (α = 0.13 or 0.14 for two different
generation settings). These results suggest that
human evaluation is not viable, or at least not suffi-
cient, for this task.

In this work we focus on the same style-transfer
task using headlines from newspapers in Italian,
but address the question of whether a series of clas-
sifiers that monitor both style strength as well as
content preservation, the core aspects of style trans-
fer (Fu et al., 2018; Mir et al., 2019; Luo et al.,
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2019), can shed light on differences between mod-
els.

We also add some untrained automatic metrics
for evaluation. As observed above, the fact that
humans cannot perform this task reliably makes it
impossible to choose such metrics based on good
correlations with human judgement (Celikyilmaz
et al., 2020). Therefore, relying on previous work,
we compare the insights gained from our classi-
fiers with those obtained from BLEU (Papineni
et al., 2002) and ROUGE (Lin, 2004), since they
are commonly used metrics to assess performance
for content preservation and summarisation. Other
common metrics such as METEOR (Banerjee and
Lavie, 2005) and BLEURT (Sellam et al., 2020),
which in principle would be desirable to use, are
not applicable to our use case as they require re-
sources not available for Italian.

More specifically, we train a classifier which,
given a headline coming from one of two newspa-
pers with distinct ideological leanings and in-house
styles, can identify the provenance of the headline
with high accuracy. We use this (the ‘main’ classi-
fier) to evaluate the success of a model in regenerat-
ing a headline from one newspaper, in the style of
the other. We add two further consistency checks,
both of which aim at content assessment, and are
carried out using additional classifiers trained for
the purpose: (a) a model’s output headline should
still be compatible in content with the original head-
line; (b) the output headline should also be compati-
ble in content with the article to which it pertains. A
headline is deemed to be (re)generated successfully
in a different style if both (a) and (b) are satisfied,
and the main classifier’s decision as to its prove-
nance should be reversed, relative to its decision
on the original headline.

A core element in our setup is testing our evalua-
tion classifiers/strategies in different scenarios that
arise from different ways of framing the style trans-
fer task, and different degrees of data availability.
Indeed, we frame the task either as a translation
problem, where a headline is rewritten in the target
style or as a summarisation problem, where the tar-
get headline is generated starting from the source
article, using a summarisation model trained on
target style. The two settings differ in their needs
in terms of training data as well as in their ability
to perform the two core aspects of style transfer
(style strength and content preservation).

We observe how evaluation is affected by the

different settings, and how this should be taken
into account when deciding what the best model is.

Data and code used for this paper are available
at https://github.com/michelecafagna26/

CHANGE-IT. The data and task settings also
lend themselves well as material for a shared
task, and they have indeed been used, with the
summarisation system described here as baseline,
in the context of the EVALITA 2020 campaign for
Italian NLP (De Mattei et al., 2020a).

2 Task and Data

Our style transfer task can be seen as a “head-
line translation” problem. Given a collection of
headlines from two newspapers at opposite ends
of the political spectrum, the task is to change all
rightwing headlines to headlines with a leftwing
style, and all leftwing headlines to headlines with
a rightwing style, while preserving content. We
focus on Italian in this contribution, but the method-
ology we propose is obviously applicable to any
language for which data is available.

Collection We used a corpus of around 152K
article-headline pairs from two wide circulation
Italian newspapers at opposite ends of the politi-
cal spectrum namely la Repubblica (left-wing) and
Il Giornale (right-wing) provided by De Mattei
et al. (2020b). The data is balanced across the
two sources. Though we are concerned with head-
lines, full articles are used in two ways: (a) align-
ment; and (b) the consistency check classifiers (see
Section 4 for details). For the former, we lever-
age the alignment procedure proposed by Cafagna
et al. (2019) and we split our dataset into strongly
aligned, weakly aligned and non-aligned news. The
purpose of alignment is to control for potential
topic biases in the two newspapers so as to better
disentangle newspaper-specific style. Additionally,
this information is useful in the creation of our
datasets, specifically as it addresses the need for
parallel data for our evaluation classifiers and the
translation-based model (see below).

Alignment We compute the tf-idf vectors of all
the articles of both newspapers and create subsets
of relevant news filtering by date, i.e. considering
only news which were published approximately
within the same, short time interval for the two
sources. On the tf-idf vectors we then compute co-
sine similarities for all news in the resulting subset,
rank them, and retain only the alignments that are

39



(a) Data splits

training sets

EVAL
main R+A3+A1
HH A1 + random pairs
AH R+A3+A1

TASK
SUM R+A3
S2S1 A3 (10K)
S2S2 A3+A1 (15K)
S2S3 A1 (5K)

(b) Training sets

Figure 1: Data splits and their use in the different training sets

above a certain threshold. The threshold is cho-
sen taking into consideration a trade-off between
number of documents and quality of alignment.
We choose two different thresholds: one is stricter
(> 0.5) and we use it to select the best alignments;
the other one is looser (> 0.185, and <= 0.5).

Data splitting We split the dataset into strongly
aligned news, which are selected using the stricter
threshold (∼20K aligned pairs), and weakly
aligned and non-aligned news (∼100K article-
headline pairs equally distributed among the two
newspapers). The aligned data is further split as
shown in Figure 1a. SA is left aside and used as test
set for the final style transfer task. The remaining
three sets are used for training the evaluation clas-
sifiers and the models for the target task in various
combinations. These are described in Figure 1b
and in connection with the systems’ descriptions.1

3 Systems

Our focus is on the interaction of different eval-
uation settings and approaches to the task. Ac-
cordingly, we develop two different frameworks
with different takes on the same problem: (a) as
a true translation task, where given a headline in
one style, the model learns to generate a new head-
line in the target style; (b) as a summarisation task,
where headlines are viewed as an extreme case of
summarisation and generated from the article. We
exploit article-headline generators trained on oppo-
site sources to do the transfer. This approach does
not in principle require parallel data for training.

For the translation approach (S2S), we train a
supervised BiLSTM sequence-to-sequence model
with attention from OpenNMT (Klein et al., 2017)

1Note that all sets also always contain the headlines’ re-
spective full articles, though these are not necessarily used.

to map the headline from left-wing to right-wing,
and viceversa. Since the model needs parallel data,
we exploit the aligned headlines for training. We
experiment with three differently composed train-
ing sets, varying not only in size, but also in the
strength of the alignment, as shown in Figure 1b.

For the summarisation approach (SUM), we use
two pointer-generator networks (See et al., 2017),
which include a pointing mechanism able to copy
words from the source as well as pick them from a
fixed vocabulary, thereby allowing better handling
of out-of-vocabulary words. ability to reproduce
novel words. One model is trained on the la Re-
pubblica portion of the training set, the other on Il
Giornale. In a style transfer setting we use these
models as follows: Given a headline from Il Gior-
nale, for example, the model trained on la Repub-
blica can be run over the corresponding article from
Il Giornale to generate a headline in the style of la
Repubblica, and vice versa. To train the models we
use subset R, but we also include the lower end of
the aligned pairs (A3), see Figure 1b.

4 Evaluation

Our fully automatic strategy is based on a series
of classifiers to assess style strength and content
preservation. For style, we train a single classifier
(main). For content, we train two classifiers that
perform two ‘consitency checks’: one ensures that
the two headlines (original and transformed) are
still compatible (HH classifier); the other ensures
that the headline is still compatible with the original
article (AH classifier). See also Figure 1a.

In what follows we describe these classifiers in
more detail. When discussing results, we will show
how the contribution of each classifier is crucial
towards a comprehensive evaluation.

40



Main classifier The main classifier uses a pre-
trained BERT encoder with a linear classifier on top
fine-tuned with a batch size of 256 and sequences
truncated at 32 tokens for 6 epochs with learning
rate 1e-05. Given a headline, this classifier can
distinguish the two sources with an f-score of ap-
proximately 80% (see Table 1). Since style transfer
is deemed successful if the original style is lost
in favour of the target style, we use this classifier
to assess how many times a style transfer system
manages to reverse the main classifier’s decisions.

HH classifier This classifier checks compatibil-
ity between the original and the generated headline.
We use the same architecture as for the main clas-
sifier with a slightly different configuration: max.
sequence length of 64 tokens, batch size of 128 for
2 epochs (early-stopped), with learning rate 1e-05.
Being trained on strictly aligned data as positive
instances (A1), with a corresponding amount of
random pairs as negative instances, it should learn
whether two headlines describe the same content
or not. Performance on gold data is .96 (Table 1).

AH classifier This classifier performs yet an-
other content-related check. It takes a headline
and its corresponding article, and tells whether the
headline is appropriate for the article.The classifier
is trained on article-headline pairs from both the
strongly aligned and the weakly and non-aligned
instances (R+A3+A1, Figure 1b). At test time, the
generated headline is checked for compatibility
against the source article. We use the same base
model as for the main and HH classifiers with batch
size of 8, same learning rate and 6 epochs. Perfor-
mance on gold data is >.97 (Table 1).

prec rec f-score

main rep 0.77 0.83 0.80
gio 0.84 0.78 0.81

HH match 0.98 0.95 0.96
no match 0.95 0.98 0.96

AH match 0.96 0.99 0.98
no match 0.99 0.96 0.97

Table 1: Performance of the classifiers on gold data.

Overall compliancy We calculate a compliancy
score which assesses the proportion of times the
following three outcomes are successful (i) the HH
classifier predicts ‘match’; (ii) the AH classifier
predicts ‘match’; (iii) the main classifier’s decision
is reversed. As upperbound, we find the compati-

bility score for gold at 74.3% for transfer from La
Repubblica to Il Giornale (rep2gio), and 78.1% for
the opposite direction (gio2rep).

5 Results and Discussion

Table 2 reports results of our evaluation methods
both for the summarization system (SUM) and for
the style transfer systems (S2S) in the different
training set scenarios.

The top panel in Table 2 shows the results for
systems where training data is weakly aligned or
unaligned. The summarisation system SUM does
better at content preservation (HH and AH) than
S2S1. However, its scores on the main classi-
fier are worse in both transfer directions, as well
as on average. The average compliancy score is
higher for S2S1. In summary, for data which is
not strongly aligned, our methods suggest that style
transfer is better when conceived as a translation
task. BLEU is higher for SUM, but the overall ex-
tremely low scores across the board suggest that
it might not be a very informative metric for this
setup, although commonly used to assess content
preservation in style transfer (Rao and Tetreault,
2018). Our HH and AH classifiers appear more
indicative in this respect, and ROUGE scores seem
to correlate a bit more with them, when compared
to BLEU. It remains to be investigated whether
BLEU, ROUGE, and our content-checking classi-
fiers do in fact measure something similar or not.

With better-aligned data (bottom panel), the pic-
ture is more nuanced. Here, the main comparison
is between two systems trained on strongly aligned
data, one of which (S2S2) has additional, weakly
aligned data. The overall compliancy score sug-
gests that this improves style transfer (and this sys-
tem is also the top performing one over all, also out-
performing S2S1 and SUM). As for content preser-
vation (AH and HH scores), S2S3 is marginally
better on average for HH, but not for AH, where
the two systems are tied.

Overall, the results of the classification-based
evaluation also highlight a difference between a
summarisation-based system (SUM), which tends
to be better at content preservation, compared to a
translation-based style transfer setup (especially
S2S2) which transfers style better. Clearly, a
corpus-based metric such as BLEU fails to cap-
ture these distinctions, but here does not appear
informative even just for assessing content preser-
vation.
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HH AH Main Compl. BLEU ROUGE
without top aligned data

SUM
rep2gio .649 .876 .799 .449 .020 .145
gio2rep .639 .871 .435 .240 .026 .156
avg .644 .874 .616 .345 .023 .151

S2S1
rep2gio .632 .842 .815 .436 .011 .136
gio2rep .444 .846 .864 .321 .012 .130
avg .538 .844 .840 .379 .012 .133

with top aligned data

S2S2
rep2gio .860 .845 .845 .549 .018 .159
gio2rep .612 .846 .847 .442 .016 .151
avg .736 .846 .849 .496 .017 .155

S2S3
rep2gio .728 .844 .845 .520 .012 .139
gio2rep .760 .848 .649 .420 .013 .156
avg .744 .846 .747 .470 .013 .148

Table 2: Performance on test data.

One aspect that will require further investigation,
since we do not have a clear explanation for it as
of now, is the performance difference between the
two translation directions. Indeed, transforming a
La Repubblica headline into a Il Giornale headline
appears more difficult than transforming headlines
in the opposite directions, under most settings.

6 Conclusions

This paper addressed the issue of how to evaluate
style transfer. We explicitly compared systems in
terms of the extent to which they preserve content,
and their success at transferring style. The latter
is known to be hard for humans to evaluate (Deth-
lefs et al., 2014; De Mattei et al., 2020b). Our
aim was primarily to see to what extent different
evaluation strategies based on purposely trained
classifiers could distinguish between models, inso-
far as they perform better at either of these tasks
and in different training scenarios.

Our findings suggest that our proposed combina-
tion of classifiers focused on both content and style
transfer can potentially help to distinguish models
in terms of their strengths. Interestingly, a com-
monly used metric such as BLEU does not seem to
be informative in our experiments, not even for the
content preservation aspects.

To the extent that stylistic distinctions remain
hard for humans to evaluate in setups such as the
one used here, a classification-based approach with
consistency checks for content preservation is a

promising way forward, especially to support de-
velopment in a relatively cheap and effective way.

Future work will have to determine how the var-
ious metrics we have used relate to each other (es-
pecially our classifiers and BLEU/ROUGE), and
whether human judgement can be successfully
brought back, and in case in what form, at some
stage of the evaluation process.
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