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Abstract

Offensive content is pervasive in social me-
dia and a reason for concern to companies
and government organizations. Several stud-
ies have been recently published investigat-
ing methods to detect the various forms of
such content (e.g. hate speech, cyberbulling,
and cyberaggression). The clear majority of
these studies deal with English partially be-
cause most annotated datasets available con-
tain English data. In this paper, we take ad-
vantage of English data available by applying
cross-lingual contextual word embeddings and
transfer learning to make predictions in lan-
guages with less resources. We project pre-
dictions on comparable data in Bengali, Hindi,
and Spanish and we report results of 0.8415
F1 macro for Bengali, 0.8568 F1 macro for
Hindi, and 0.7513 F1 macro for Spanish. Fi-
nally, we show that our approach compares fa-
vorably to the best systems submitted to recent
shared tasks on these three languages, confirm-
ing the robustness of cross-lingual contextual
embeddings and transfer learning for this task.

1 Introduction

Offensive posts on social media result in a num-
ber of undesired consequences to users. They have
been investigated as triggers of suicide attempts and
ideation, and mental health problems (Bonanno and
Hymel, 2013; Bannink et al., 2014). One of the
most common ways to cope with offensive content
online is training systems to be capable of recogniz-
ing offensive messages or posts. Once recognized,
such offensive content can be set aside for human
moderation or deleted from the respective platform
(e.g. Facebook, Twitter), preventing harm to users
and controlling the spread of abusive behavior in
social media.

There have been several recent studies published
on automatically identifying various kinds of of-
fensive content such as abuse (Mubarak et al.,
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2017), aggression (Kumar et al., 2018, 2020),
cyber-bullying (Rosa et al., 2019), and hate speech
(Malmasi and Zampieri, 2018). While there are a
few studies published on languages such as Arabic
(Mubarak et al., 2020) and Greek (Pitenis et al.,
2020), most studies and datasets created so far in-
clude English data. Data augmentation (Ghadery
and Moens, 2020) and multilingual word embed-
dings (Pamungkas and Patti, 2019) have been ap-
plied to take advantage of existing English re-
sources to improve the performance in systems
dealing with languages other than English. To the
best of our knowledge, however, state-of-the-art
cross-lingual contextual embeddings such as XLM-
R (Conneau et al., 2019) have not yet been applied
to offensive language identification. To address this
gap, we evaluate the performance of cross-lingual
contextual embeddings and transfer learning (TL)
methods in projecting predictions from English to
other languages. We show that our methods com-
pare favorably to state-of-the-art approaches sub-
mitted to recent shared tasks on all datasets. The
main contributions of this paper are the following:

1. We apply cross-lingual contextual word em-
beddings to offensive language identification.
We take advantage of existing English data to
project predictions in three other languages:
Bengali, Hindi, and Spanish.

2. We tackle both off-domain and off-task data
for Bengali. We show that not only can these
methods project predictions for different lan-
guages but also for different domains (e.g.
Twitter vs. Facebook) and tasks (e.g. binary
vs. three-way classification).

3. We provide important resources to the com-
munity: the code, and the English model will
be freely available to everyone interested in
working on low-resource languages using the
same methodology.
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2 Related Work

There is a growing interest in the development of
computational models to identify offensive con-
tent online. Early approaches relied heavily on
feature engineering combined with traditional ma-
chine learning classifiers such as naive bayes and
support vector machines (Xu et al., 2012; Dadvar
et al., 2013). More recently, neural networks such
as LSTMs, bidirectional LSTMs, and GRUs com-
bined with word embeddings have proved to out-
perform traditional machine learning methods in
this task (Aroyehun and Gelbukh, 2018; Majumder
et al., 2018). In the last couple of years, trans-
former models like ELMO (Peters et al., 2018) and
BERT (Devlin et al., 2019) have been applied to
offensive language identification achieving compet-
itive scores and topping the leaderboards in recent
shared tasks (Liu et al., 2019; Ranasinghe et al.,
2019). Most of these approaches use existing pre-
trained transformer models which can also be used
as text classification models.

The clear majority of studies on this topic deal
with English (Malmasi and Zampieri, 2017; Yao
et al., 2019; Ridenhour et al., 2020) partially mo-
tivated by the availability English resources (e.g.
corpora, lexicon, and pre-trained models). In re-
cent years, a number of studies have been pub-
lished on other languages such as Arabic (Mubarak
et al., 2020), Danish (Sigurbergsson and Derczyn-
ski, 2020), Dutch (Tulkens et al., 2016), French
(Chiril et al., 2019), Greek (Pitenis et al., 2020),
Italian (Poletto et al., 2017), Portuguese (Fortuna
et al., 2019), Slovene (FiSer et al., 2017), and Turk-
ish (Coltekin, 2020) creating new datasets and re-
sources for these languages.

Recent competitions organized in 2020 such
as TRAC (Kumar et al., 2020) and OffensEval
(Zampieri et al., 2020) have included datasets in
multiple languages providing participants with the
opportunity to explore cross-lingual learning mod-
els opening exciting new avenues for research on
languages other than English and, in particular, on
low-resource languages. The aforementioned deep
learning methods require large annotated datasets
to perform well which is not always available for
low-resource languages. In this paper, we address
the problem of data scarcity in offensive language
identification by using transfer learning and cross-
lingual transformers from a resource rich language
like English to three other languages: Bengali,
Hindi, and Spanish.

3 Data

We acquired datasets in English and three other lan-
guages: Bengali, Hindi, and Spanish (listed in Ta-
ble 1). The four datasets have been used in shared
tasks in 2019 and 2020 allowing us to compare the
performance of our methods to other approaches.
As our English dataset, we chose the Offensive
Language Identification Dataset (OLID) (Zampieri
et al., 2019a), used in the SemEval-2019 Task 6
(OffensEval) (Zampieri et al., 2019b). OLID is ar-
guably one of the most popular offensive language
datasets. It contains manually annotated tweets
with the following three-level taxonomy and labels:

A: Offensive language identification - offensive
vs. non-offensive;

B: Categorization of offensive language - tar-
geted insult or thread vs. untargeted profanity;

C: Offensive language target identification - indi-
vidual vs. group vs. other.

We chose OLID due to the flexibility provided by
its hierarchical annotation model that considers
multiple types of offensive content in a single tax-
onomy (e.g. targeted insults to a group are often
hate speech whereas targeted insults to an individ-
ual are often cyberbulling). This allows us to map
OLID level A (offensive vs. non-offensive) to la-
bels in the other three datasets. OLID’s annotation
model is intended to serve as a general-purpose
model for multiple abusive language detection sub-
tasks (Waseem et al., 2017). The transfer learn-
ing strategy used in this paper provides us with
an interesting opportunity to evaluate how closely
the OLID labels relate to the classes in datasets
annotated using different guidelines and sub-task
definitions (e.g. aggression and hate speech).

The Hindi dataset (Mandl et al., 2019) was used
in the HASOC 2019 shared task, while the Spanish
dataset (Basile et al., 2019) was used in SemEval-
2019 Task 5 (HatEval). They both contain Twitter
data and two labels. The Bengali dataset (Bhat-
tacharya et al., 2020) was used in the TRAC-2
shared task (Kumar et al., 2020) on aggression
identification. It is different than the other three
datasets in terms of domain (Facebook instead of
Twitter) and set of labels (three classes instead of
binary), allowing us to compare the performance of
cross-lingual embeddings on off-domain data and
off-task data.
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Lang. Inst. S Labels

Bengali 4,000 F overtly aggressive, covertly ag-
gressive, non aggressive

English 14,100 T offensive, non-offensive

Hindi 8,000 T hate offensive, non hate-offensive

Spanish 6,600 T hateful, non-hateful

Table 1: Instances (Inst.), source (S) and labels in all
datasets. F stands for Facebook and T for Twitter.

4 Methodology

Transformer models have been used successfully
for various NLP tasks (Devlin et al., 2019). Most
of the tasks were focused on English language due
to the fact the most of the pre-trained transformer
models were trained on English data. Even though,
there were several multilingual models like BERT-
m (Devlin et al., 2019) there was much speculations
about its ability to represent all the languages (Pires
et al., 2019) and although BERT-m model showed
some cross-lingual characteristics it has not been
trained on crosslingual data (Karthikeyan et al.,
2020). The motivation behind this methodology
was the recently released cross-lingual transformer
models - XLM-R (Conneau et al., 2019) which has
been trained on 104 languages. The interesting
fact about XLM-R is that it is very compatible in
monolingual benchmarks while achieving the best
results in cross-lingual benchmarks at the same
time (Conneau et al., 2019). The main idea of the
methodology is that we train a classification model
on a resource rich, typically English, using a cross-
lingual transformer model, save the weights of the
model and when we initialise the training process
for a lower resource language, start with the saved
weights from English. This process is also known
as transfer learning and is illustrated in Figure 1.

English
English Model
Data
Weights
Data from a Model for a low
low resource resource language
language

Figure 1: Transfer learning strategy.

There are two main parts of the methodology. Sub-
section 4.1 describes the classification architecture
we used for all the languages. In Subsection 4.2
we describe the transfer learning strategies used to
take advantage of English offensive language data
in predicting offense in less-resourced languages.

4.1 XLM-R for Text Classification

Similar to other transformer architectures XLM-R
transformer architecture can also be used for text
classification tasks (Conneau et al., 2019). XLM-
R-large model contains approximately 125M pa-
rameters with 12-layers, 768 hidden-states, 3072
feed-forward hidden-states and 8-heads (Conneau
et al., 2019). It takes an input of a sequence of
no more than 512 tokens and outputs the repre-
sentation of the sequence. The first token of the
sequence is always [CLS] which contains the spe-
cial classification embedding (Sun et al., 2019).

For text classification tasks, XLM-R takes the
final hidden state h of the first token [CLS] as the
representation of the whole sequence. A simple
softmax classifier is added to the top of XLM-R
to predict the probability of label c: as shown in
Equation 1 where W is the task-specific parameter
matrix.

p(c|h) = softmax(Wh) (1)

We fine-tune all the parameters from XLM-R as
well as W jointly by maximising the log-probability
of the correct label. The architecture diagram of the
classification is shown in Figure 2. We specifically
used the XLM-R large model.

Class
Labels

E[CLE]‘ E ‘ ES ES ‘
[cLs] %ﬁ(::% Tok3) -«

Tweet

Figure 2: Text classification architecture with XLM-R.
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4.2 Transfer-learning strategies

When we adopt XLM-R for multilingual offensive
language identification, we perform transfer learn-
ing in two different ways.

Inter-language transfer learning We first
trained the XLLM-R classification model on first
level of English offensive language identification
dataset (OLID) (Zampieri et al., 2019a). Then we
save the weights of the XLLM-R model as well as
the softmax layer. We use these saved weights
from English to initialise the weights for a new
language. To explore this transfer learning aspect
we experimented on Hindi language which was
released for HASOC 2019 shared task (Mandl
et al., 2019) and on Spanish data released for
Hateval 2019 (Basile et al., 2019).

Inter-task and inter-language transfer learning
Similar to the inter-language transfer learning
strategy, we first trained the XLM-R classifica-
tion model on the first level of English offensive
language identification dataset (OLID) (Zampieri
et al., 2019a). Then we only save the weights of
the XLLM-R model and use the saved weights to
initialise the weights for a new language. We did
not use the weights of the last softmax layer since
we wanted to test this strategy on data that has a
different number of offensive classes to predict. We
explored this transfer learning aspect with Bengali
dataset released with TRAC - 2 shared task (Kumar
et al., 2020). As described in the Section 3 the
classifier should make a 3-way classification in be-
tween ‘Overtly Aggressive’, ‘Covertly Aggressive’
and ‘Non Aggressive’ text data.

We used a Nvidia Tesla K80 GPU to train the
models. We divided the dataset into a training
set and a validation set using 0.8:0.2 split on the
dataset. We predominantly fine tuned the learn-
ing rate and number of epochs of the classification
model manually to obtain the best results for the
validation set. We obtained 1e™5 as the best value
for learning rate and 3 as the best value for number
of epochs for all the languages. Training for En-
glish language took around 1 hour while training
for other languages took around 30 minutes. The
code and the pretrained English model is available
on GitHub.!

!The public GitHub repository are available on https :
//github.com/tharindudr/DeepOffense

5 Results and Evaluation

We evaluate the results obtained by all models
using the test sets provided by the organizers of
each competition. We compared our results to the
best systems in TRAC-2 for Bengali, HASOC for
Hindi, HatEval for Spanish in terms of weighted
and macro F1 score according to the metrics re-
ported by the task organizers - TRAC-2 reported
only macro F1, HatEval reported only weighted F1,
and HASOC reported both.

Finally, we evaluate the improvement of the
transfer learning strategy in the performance of
both BERT and XLM-R. We present the results
along with the majority class baseline for each
language in Table 2. TL indicates that the model
used the inter language transfer learning strategy
described in Subsection 4.2.

Language Model MF1 WF1
XLM-R (TL) 0.8415 0.8423
Risch and Krestel (2020) 0.8219

Bengali BERT-m (TL) 0.8197 0.8231
XLM-R 0.8142 0.8188
BERT-m 0.8132 0.8157
Baseline 0.2498 0.4491
XLM-R (TL) 0.8568 0.8580
BERT-m (TL) 0.8211 0.8220

Hindi Bashar and Nayak (2019) 0.8149 0.8202
XLM-R 0.8061 0.8072
BERT-m 0.8025 0.8030
Baseline 0.3510 0.3798
XLM-R (TL) 0.7513 0.7591
BERT-m (TL) 0.7319 0.7385
Vega et al. (2019) 0.7300

Spanish Pérez and Luque (2019) 0.7300
XLM-R 0.7224 0.7265
BERT-m 0.7215 0.7234
Baseline 0.3700 0.4348

Table 2: Results ordered by macro (M) F1 for Bengali
and weighted (W) F1 for Hindi and Spanish.

For Hindi, transfer learning with XLM-R cross lin-
gual embeddings provided the best results achiev-
ing 0.8568 and 0.8580 weighted and macro F1
score respectively. In HASOC 2019 (Mand] et al.,
2019), the best model by Bashar and Nayak (2019)
scored 0.8149 Macro F1 and 0.8202 Weighted F1
using convolutional neural networks.

For Spanish transfer learning with XLM-R cross
lingual embeddings also provided the best results
achieving 0.7513 and 0.7591 macro and weighted
F1 score respectively. The best two models in Hat-
Eval (Basile et al., 2019) for Spanish scored 0.7300
macro F1 score. Both models applied SVM classi-
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fiers trained on a variety of features like character
and word n-grams, POS tags, offensive word lexi-
cons, and embeddings.

The results for Bengali deserve special atten-
tion because the Bengali data is off-domain with
respect to the English data (Facebook instead of
Twitter), and it contains three labels (covertly ag-
gressive, overtly aggressive, and not aggressive)
instead of the two labels present in the English
dataset (offensive and non-offensive). TL indicates
that the model used the inter-task, inter-domain,
and inter-language transfer learning strategy de-
scribed in Subsection 4.2. Similar to the Hindi
and Spanish, transfer learning with XLM-R cross
lingual embeddings provided the best results for
Bengali achieving 0.7513 and 0.7591 macro and
weighted F1 respectively thus outperforming the
other models by a significant margin. The best
model in the TRAC-2 shared task (Kumar et al.,
2020) scored 0.821 weighted F1 score in Bengali
using a BERT-based system.

We look closer at the test set predictions by
XLM-R (TL) for Bengali in Figure 3. We observe
that the performance for the non-aggressive class
is substantially better than the performance for the
overtly aggressive and covertly aggressive classes
following a trend observed by the TRAC-2 partici-
pants including Risch and Krestel (2020).

- 600
(]
3 -500
- 400
=
2w
X = -300
- 200
o - 100
3

CAG NAG CAG
Predicted

Figure 3: Heat map of the Bengali test set predictions
by XLM-R (TL).

Finally, it is clear that in all the experimental set-
tings, the cross-lingual embedding models fine-
tuned with transfer learning, outperforms the best
system available for the three languages. Further-
more, the results show that the cross-lingual nature
of the XLLM-R model provided a boost over the
multilingual BERT model in all languages tested.

6 Conclusion

This paper is the first study to apply cross-lingual
contextual word embeddings in offensive language
identification projecting predictions from English
to other languages using benchmarked datasets
from shared tasks on Bengali (Kumar et al., 2020),
Hindi (Mandl et al., 2019), and Spanish (Basile
et al., 2019). We have showed that XLLM-R with
transfer learning outperforms all of the other meth-
ods we tested as well as the best results obtained
by participants of the three competitions.

The results obtained by our models confirm
that OLID’s general hierarchical annotation model
encompasses multiple types of offensive content
such as aggression, included in the Bengali dataset,
and hate speech included in the Hindi and Span-
ish datasets, allowing us to model different sub-
tasks jointly using the methods described in this
paper. Furthermore, the results we obtained for
Bengali show that it is possible to achieve high
performance using transfer learning on off-domain
(Twitter vs. Facebook) and off-task data when the
labels do not have a direct correspondence in the
projected dataset (two in English and three in Ben-
gali). This opens exciting new avenues for future
research considering the multitude of phenomena
(e.g. hate speech, aggression, cyberbulling), an-
notation schemes and guidelines used in offensive
language datasets.

In future work, we would like to further evaluate
our models using SOLID, a novel large English
dataset with over 9 million tweets (Rosenthal et al.,
2020), along with datasets in four other languages
(Arabic, Danish, Greek, and Turkish) that were
made available for the second edition of OffensE-
val (Zampieri et al., 2020). These datasets were
collected using the same methodology and were
annotated according to OLID’s guidelines. Finally,
we would also like to apply our models to lan-
guages with even less resources available to help
coping with the problem of offensive language in
social media.
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