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Abstract

Attribution of natural disasters/collective mis-
fortune is a widely-studied political science
problem. However, such studies typically rely
on surveys, expert opinions, or external signals
such as voting outcomes. In this paper, we ex-
plore the viability of using unstructured, noisy
social media data to complement traditional
surveys through automatically extracting attri-
bution factors. We present a novel prediction
task of attribution tie detection of identifying
the factors (e.g., poor city planning, exploding
population etc.) held responsible for the cri-
sis in a social media document. We focus on
the 2019 Chennai water crisis that rapidly es-
calated into a discussion topic with global im-
portance following alarming water-crisis statis-
tics. On a challenging data set constructed
from YouTube comments (72,098 comments
posted by 43,859 users on 623 videos relevant
to the crisis), we present a neural baseline to
identify attribution ties that achieves a reason-
able performance (accuracy: 87.34% on attri-
bution detection and 81.37% on attribution res-
olution). We release the first annotated data set
of 2,500 comments in this important domain1.

1 Introduction

Water crisis is one of the pressing current environ-
mental challenges. More than a billion people do
not have access to clean drinking water, and every
year nearly two million children die from water
borne diseases (Watkins, 2006). One-third of the
world’s most extensive groundwater systems are

∗ Rupak Sarkar and Sayantan Mahinder are equal-
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corresponding author.

1Code and data are publicly available at https://www.
cs.cmu.edu/˜akhudabu/WaterCrisis.html.

under severe stress (Richey et al., 2015). The fore-
casts look even more grim; nearly two-thirds of
the world population could be water stressed by
2025 (Seckler et al., 1999). While the crisis has
reached an alarming level far and wide, India is
listed as one of the major at-risk countries (Rost
et al., 2008). In June 2019, the longstanding Chen-
nai water crisis (WashingtonPost, 2019) escalated
into an international talking point, revealing alarm-
ing statistics of the water crisis in India looming
in near future. In this context, we define a new
task of inferring attribution ties through large scale
analysis of relevant social media discussions. Our
main contributions in this paper are the following.

Social: Apportioning attribution for a collective
crisis or misfortune still remains a challenge in so-
cial science, despite the presence of a large body of
political science literature on retrospective voting
(see, e.g., Ferejohn 1986; Peffley 1984) or psycho-
logical literature on attribution (see, e.g., Shaver
2012). Prior social science literature (Griffin et al.,
2008) primarily relies on traditional surveys for
attribution analysis. Unlike traditional surveys, so-
cial media analyses are vastly cheaper, have faster
turnaround time, can be conducted at different spa-
tiotemporal granularities and aggregate a larger
number of opinions than traditional surveys can
usually afford. For instance, the most-recent PEW
survey (Pew) focused on India was conducted in
2018 on only 2,521 users. In contrast, our data set
consists of comments from 43,859 users.
Data set on crisis attribution: To the best of our
knowledge, we present the first large scale so-
cial media analysis of the Chennai water crisis
via a substantial corpus of 72,098 YouTube com-
ments posted by 43,859 users on 623 relevant
videos. Our choice of YouTube is informed by

https://www.cs.cmu.edu/~akhudabu/WaterCrisis.html
https://www.cs.cmu.edu/~akhudabu/WaterCrisis.html
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(1) its global reach; (2) its popularity in the In-
dian subcontinent (HindustanTimes, 2019); and
(3) prior literature of analyzing globally important
events (Palakodety et al., 2020a,c; Cinelli et al.,
2020). We not only analyze and present the nu-
ances of social media conversation in Indian sub-
continental English, but we also release the first
annotated data set on this important domain.
NLP task and model: Our main machine learning
contributions are a new task of detecting attribution
ties from unstructured web data and baselines that
automatically detect them. Table 1 lists a few ex-
ample comments from our data set. We argue that
the task of attribution ties detection is a challeng-
ing NLP task that requires subtle understanding of
language constructs. Consider the following exam-
ple: ‘stop have 9 kids family’. In this comment,
a growing population is attributed as the possible
cause of the water crisis. While there is no sur-
face level text match with the term ‘population’,
humans can still infer it from the semantic equiva-
lence of population’ and ‘9 kids family’. As there
can be many equivalent ways of expressing attri-
butions, a semantic understanding of the language
is necessary for the task. Moreover, although nec-
essary, establishing semantic equivalence is not
sufficient for attribution detection. Consider an-
other example: ‘can’t feed 9 kids family’. In this
example, we again see that the same phrase ‘9 kids
family’ is present, yet the comment is not attribut-
ing to ‘population’ for the water crisis. Hence, to
correctly detect an attribution tie, we also need to
understand the context in which an attribution fac-
tor is mentioned. Finally, scarcity of labelled data
and the informal nature of conversation in social
media pose additional challenges. We present a
spectrum of model architectures with increasing
sophistication that encode these topical and con-
textual information to detect attribution ties from a
user comment. We use pre-trained language model
(LM) to leverage transfer learning and overcome
the challenge of paucity of labelled data. Further-
more, we demonstrate that fine-tuned, pre-trained
LMs on Indian social media data have the ability to
generalize and tackle the quirks of English written
by non-native speakers. We find that applying such
models improves the performance on the attribu-
tion detection task, even though the underlying LM
was tuned on a data set that primarily focused on a
topic (2019 Indian General Election) (Palakodety
et al., 2020b) different from ours.

Attribution factor Comment
Overpopulation people need to stop having kids otherwise this

lack of good water problem will spread
Climate change coastline cities like mumbai and chennai is going

to sink under water after sea rise due to global
warming while we fight for water

Deforestation plant trees dumb ass trees will hold water as well
as soil you have no trees at all that is why you
have not water

Contamination | Pub-
lic water wastage

from the water truck they poured much of it on
the ground they put dead bodies and trash in their
own water

Government | Public
water wastage

not only government but all the the civilian sorry
equally responsible for or the water crisis i live in
Delhi and it is not a single day when i have not
encounter water wastage

Table 1: Examples of attribution ties in our data set.
Multiple factors are separated by | .

2 Related Work

Water crisis has received sustained research fo-
cus in a diverse set of fields such as food policy
research (Hanjra and Qureshi, 2010), earth sci-
ence (Qin et al., 2007), social science (Foltz, 2002),
and water research (Schindler and Donahue, 2006;
Narula et al., 2011; von Medeazza, 2006), encom-
passing a broad range of dimensions including the
socio-hydrological, ethical, cultural, and foreign
policy aspects of the crisis. Our work relies on
these lines of research to compile a list of possi-
ble attribution factors (see, Table 3). However, our
focus is different as we seek to tackle the NLP chal-
lenges associated with analyzing attributions from
noisy social media data. Our work shares similar
motivations to a recently-reported work on the Flint
water crisis (Oz and Bisgin, 2016) that evaluated
attributions from a substantial tweet corpus. Our
work is different from Oz and Bisgin (2016) for
the the following reasons: first, our data set is lin-
guistically more challenging (see Section 3.2) as a
vast majority of the content creators are non-native
speakers of English, second, we propose a learning
problem that automates the detection of attribu-
tions while Oz and Bisgin (2016) formed different
hypotheses on the nature of the attributions and
then accepted or rejected those hypotheses based
on randomly sampled data labelled by annotators.

Methodologically, our work is closely related
with automatic extraction of blame ties (Liang et al.,
2019). Similar to Liang et al. (2019), we seek to ex-
tract causal ties (Miwa and Bansal, 2016) between
a crisis and different possible factors. However, un-
like the present work, Liang et al. (2019) focused
on a clean corpus obtained from three major US
newspapers. In contrast, we embrace the challenge
of detecting attribution ties from noisy, social me-
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dia data which involves the following challenges.
First, these discussions are produced in a part of the
globe where vast majority of content contributors
are non-native speakers of English. Second, social
media discussions encompass a diverse set of ex-
pressions ranging from stating pure fact or statistics
to crude disgust and subtle sarcasm, and attribution
topics are often expressed in widely different ways.
For example, both the comments, ‘we must pro-
tect our forests plant more trees’ and ‘just rewind
and see how many trees have vanished over the
years to accommodate more space for buildings
and malls’ deemed deforestation responsible for
water crisis but have different ways of expressing
it. In contrast, Liang et al. (2019) dealt with a set
of well constructed entities that are easy to detect
in a sentence due to their crisp word boundaries.

3 Data Set

3.1 YouTube Video Comments

Using the publicly available YouTube’s Search
API, we query YouTube with the following search
queries: Chennai water crisis; and India water cri-
sis. For each query, we construct our video set,
V , by adding 350 recommended videos. Upon re-
moval of duplicate videos and videos without a
single comment, V is pruned to contain 623 unique
videos. For each video in V , we extract posted com-
ments using the publicly available YouTube Data
API. Our overall comment data set, Dall, consists
of 72,098 comments.

Since India is a country with vast linguistic di-
versity, a language identification technique is re-
quired to extract comments written in English. We
use a recently-proposed language identification
method (Palakodety et al., 2020a) that has been
successfully used for both document and token
level language identification (KhudaBukhsh et al.,
2020) and other multilingual settings (Palakodety
et al., 2020b) and extracted comments written in
English. Our filtered set of English comments, D,
consists of 41,791 comments.

3.2 Data Set Challenges

Beyond the typical challenges posed by noisy so-
cial media texts, in our case, the vast majority of
the contributors are non-native English speakers
often employing a telegraphic and colloquial style.
We outline some of these challenges with represen-
tative examples next. A detailed treatment of this
challenge is presented in (Sarkar et al., 2020).

Topic 1 Topic 2 Topic 3 Topic 4 Topic 5
(17.6%) (16.3%) (9.6%) (9.5%) (8.2%)

water india change india muslim
save country climate pakistan indian
need population global river india
drink people human china religion
river indian nature kashmir hindu
waste problem animal shit like

Table 2: Most relevant tokens for five major topics dis-
covered in our data set using Blei et al. (2003).

(a) D (b) Dpruned

Figure 1: Word cloud visualizations of D and Dpruned.

Spelling errors: We notice a considerable amount
of phonetic spelling errors (e.g., ‘check the exped-
injar level in India and other countries’ originally
intended to express expenditure).
Out of vocabulary (OOV) words: Several com-
ments use contraction (e.g., ‘plz make vdo in rain-
water harvesting’), hence generating OOV words.
Our data set has only 28.9% intersection of words
with GloVe (Pennington et al., 2014) vocabulary.
Grammatical errors: Several comments suffer
from grammatical disfluencies (e.g., ‘this not hap-
pen everyear because of heat wave in south india
this happen’) making our analysis challenging.

3.3 Topical Focus

To present a broad overview of the topics, Ta-
ble 2 summarizes our topic modeling results using
LDA (Blei et al., 2003). As shown in Table 2, the
main topics of discussion relevant to the crisis in-
volve call to save water (topic 1), overpopulation
as a major problem (topic 2), and climate change
(topic 3). A considerable fraction of overall discus-
sion is focused on peripheral topics unrelated to the
water crisis (topic 4 and topic 5). For example, the
presence of topics surrounding India and Pakistan
is not surprising since the Pulwama terror attack in
Kashmir (Feb, 2019) and an ensuing India-Pakistan
conflict was a major contemporaneous sociopoliti-
cal issue (BBC).

3.4 Data Pruning

Since the peripheral discussions unrelated to wa-
ter crisis are not meaningful for our current analy-
sis, in order to reduce annotation cost, we use an
embedding-based method to first filter in comments
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topographical disadvantage, weather, climate change, global warming, in-
dustrial development, petroleum industry, water intensive industries, oil
sands development expansion of urban areas, conversion of lands for
human usage, urban waste, corruption, mismanagement, contamination,
industrial wastewater, industrial waste draining, cyanobacteria, bacteria,
overpopulation, population shift, excessive demand, irresponsible irriga-
tion, water intensive irrigation, irrigation water demand, irrigated agricul-
ture, water intensive agriculture, inefficient irrigation, water withdrawals,
irresponsible water pumping, public water wastage, excessive usage, in-
difference of policy makers, lack of funding , funding cuts, lack of study,
loss of water bodies, depletion of ground water, permanent removal from
water cycle groundwater exploitation, strain on natural resources, defor-
estation, nutrient loss in soil, eutrophication, drought, flood, damming,
impoundment, human activity, water intensive protein rich diet, consump-
tion by livestock, inefficient distribution system

Table 3: List of factors obtained from existing water
crisis literature.

more likely to be relevant to the water crisis.
First, we consult relevant research conducted

by the water research, urban planning, political
science and environmental science communities,
and ground our analysis through constructing a
list of potential factors scientists typically identify
as possible reasons for water scarcity. Our list
(presented in Table 3) is based on literature (1)
focusing on the global water crisis; (2) targeted
analysis on a wide range of geographic regions;
and (3) the specific water crisis in Chennai and
broadly in India (Schindler and Donahue, 2006;
Hanjra and Qureshi, 2010; Qin et al., 2007; Foltz,
2002; Marshall, 2011; Rodell et al., 2009; Narula
et al., 2011; von Medeazza, 2006).

Since several factors listed in Table 3 are se-
mantically close, we define 21 broad attribution
categories listed in Table 4. We acknowledge that
several other reasonable and logical partitions of
these attribution categories are possible.

While the list presented in Table 3 is comprehen-
sive covering a broad range of geographical regions,
given India’s multi-layered socio-political diversity,
some of the attribution factors may not be present
in the compiled list. In such cases, we instructed
the annotators to describe the category in a simple
English phrase of not more than four words. For
instance, religion was a category discovered by our
annotators; a small fraction of comments blamed
specific religions for overpopulation and contami-
nating the Ganges. Similarly, (lack of) desalination
facilities was identified as another factor.

Let F denote the set of factors presented in Ta-
ble 3. Let a comment d be represented as a se-
quence of sentences s1, . . . , sn. For each si, we
compute the embedding-based cosine similarity be-
tween 〈si, f〉, f ∈ F (denoted as Cosine(〈si, f〉)).
We use 300 dimensional GloVe (Pennington et al.,
2014) embeddings in this step. While calculat-

ing the embedding of a sentence, we removed
stopwords and OOV words and computed a tf-idf
weighted mean of the remaining words. For a given
comment, attribution factor pair, 〈d, f〉, the simi-
larity score, sim(〈d, f〉) is defined as sim(〈d, f〉) =
maxi (Cosine(〈si, f〉))) We removed all the 〈d, f〉
pairs for which - either sim(〈d, f〉) is less than 0.7
or f do not fall in the top 20 percentile of the near-
est comments of any attribution factor.

Our pruned comment set, Dpruned, consists of
2,282 comments (9,004 sentences). A word cloud
visualization (see, Figure 1) reveals that our prun-
ing method lends more prominence to water spe-
cific tokens than tokens unrelated to the crisis (e.g.,
Pakistan). We randomly sampled 1,500 comments
from Dpruned (6,135 sentences), and 1,000 com-
ments from D (3,284 sentences) for annotation.
The percentages of comments having at least one
attribution from D and Dpruned are 24.30% and
73.87%, respectively (i.e., embedding-based prun-
ing yields more positives than random sampling).

Combining the samples from D and Dpruned, we
obtain our final data set of 2,500 annotated com-
ments. Since a comment may consist of multiple
sentences with different sentence attributing to dif-
ferent factors, our annotators labeled at the gran-
ularity of a sentence. After annotation, we obtain
1,351 comments with at least one attribution. We
next merge contiguous sentences (from the same
comment) with identical label into a single sen-
tence yielding 2,385 positives and 5,837 negatives.

3.5 Characterizing the Annotated Data

Three annotators proficient in Hindi, English and
Bengali conducted annotation in two separate
phases. In the first phase, the annotators label if a
sentence contains an attribution. A high Fleiss’ κ
measure of this task (0.86) indicates strong inter-
rater agreement. Next, they specify the attribu-
tion factor chosen from the list presented in Ta-
ble 3. For a given instance, a rater is allowed to
choose multiple labels if she deems appropriate.
Next, disagreements are resolved through a follow-
up adjudication process. Following (Pavlick and
Kwiatkowski, 2019), we surface any inherent ambi-
guity/disagreement between annotators in the final
set of labels. Even after the adjudication process,
if raters fail to resolve (say, rater1 sticks to at-
tribute a and rater2 and rater3 stick to attribute
b), we propagate {a, b} as the final label (account-
ing for 2.4% of the non-singleton labels). We find
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Broad Category Sub-categories
Agriculture agricultural use, water intensive irrigation, ineffi-

cient irrigation, water intensive crops
Climate change climate change, global warming, weather
Corruption corruption, mismanagement
Damming damming, impoundments
Deforestation deforestation, nutrient loss in soil
Desalination desalination
Government inaction government inaction, indifference of policy mak-

ers, lack of proper funding
Groundwater ex-
ploitation

groundwater exploitation, strain on natural re-
sources

Human activity human activity, water intensive protein rich diet,
consumption by livestock

Industrial develop-
ment

industrial development, petroleum industry, wa-
ter intensive industries, oil sands development

Lack of awareness lack of awareness, lack of study
Lack of infrastruc-
ture

lack of infrastructure, inefficient distribution sys-
tem

Lack of harvesting lack of rainwater harvesting, lack of water preser-
vation

Loss of water bodies loss of water bodies, loss of water tables
Natural calamities drought, flood
Overpopulation overpopulation, excessive demand, population

shift
Pollution pollution, contamination, industrial waste water,

industrial draining
Public water wastage public water wastage, excessive usage
Religion religion, Hindu caste system, Islam
Water Withdrawals water withdrawals, irresponsible water pumping
Urbanization urbanization, expansion of urban areas, land con-

version, urban waste

Table 4: 21 broad categories of attribution factors.

that overpopulation, climate change, deforestation,
public water wastage, pollution and government
inaction are recurrent themes in the discussion.

4 Model Specification

4.1 Attribution Task

Given a set of YouTube comments D and a set of
attributing factors F as described in Section 3, we
aim to learn the underlying attribution ties between
a comment d ∈ D and the set of attributing factors
f ∈ F . A simple way to model this can be posing
the task as a multi-class classification over F . We
model this instead as learning a probability den-
sity function which determines for a tuple 〈d, f〉,
how likely the factor f is attributed in the comment
d. This allows us to learn the attribution relation-
ship over a generic set of factors that may not be
completely known a priori. Given a set of pairs
of 〈d, f〉 labelled as positives (i.e., f is attributed
in d), we aim to learn the different ways people
express themselves when they attribute f in d. We
define, A : (D,F) 7→ [0, 1] as an attribution func-
tion that estimates the probability of the attribution
relationship given 〈d, f〉 pair as input.

The task of designing the attribution function
poses the following challenges. At a conceptual
level, we need to model the specific topical rela-
tionship between d and f where the context of f in

d is an attribution and not just a simple mention. In
addition, the model needs to operate on the type of
language used in social media, taking into account
the challenges associated with non-native English
speakers (mentioned in Section 3.2). At the imple-
mentation level, due to scarcity of labelled data,
it is not possible to train an end-to-end LM that
can capture all these nuances and hence we used
pre-trained LMs such as BERT and its fine-tuned
variant BERTIndian (Palakodety et al., 2020b). We
address the over-fitting problem caused by low vol-
ume of labeled data by constraining the model to
use a small number of trainable parameters while
learning the underlying LM. As mentioned in Sec-
tion 1, our proposed model aims to capture both
the topical similarity of f in d and the context in
which f is used in d. For every word wi ∈ d where
i = 1, 2, . . . , n are the indices of each word in
the comment, we define Similarityfi as a semantic
similarity measure between word wi and attribute
f . Furthermore we define, Contextfi as the mea-
sure that word wi is used to express the context
in which f is mentioned as the attributing factor
for the crisis. To compute Similarityfi , we use an
idea similar to attention mechanism by (Bahdanau
et al., 2015). Specifically, we use cosine similar-
ity between the representations of the attribution
factor f and representations of wi from the LM.
We formulate Contextfi as an inversely correlated
function of Similarityfi , where our intuition is for
a positively labeled data-point, every word wk that
doesn’t represent f , must capture its context in d.

4.2 Model Architecture

The model architecture is demonstrated in Figure 2.
Applying the above intuition for a 〈d, f〉 pair (a
comment-attribute tuple), we first obtain the contex-
tual word embeddings e(wi) and e(wj) for words,
wi ∈ d and wj ∈ f respectively, by using an LM
such as BERT. As the attribution factors contain
only a few words, we set the representation E(f)
for the attribution factor f as the mean embedding,
meanj∈|f |{e(wj)} (Eq. 1).

We then construct the probability function,
Similarityfi (Eq. 3), for a factor f and a word wi,
by using the cosine similarity (denoted as ci in Eq.
2) between E(f) and e(wi). The topical similarity,
Etopic(d) (Eq. 5) for the entire comment d is rep-
resented as a linear combination of the contextual
word embeddings, e(wi) weighted by individual
Similarityfi . Finally, we use 1− ci as a loose mea-
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Figure 2: Model architecture

sure of inverse cosine similarity for constructing
the probability function, Contextfi (see Eq. 4) and
similarly generate the non-topical contextual rep-
resentation Econtext(d) (Eq. 6) for the comment.
Note that,

E(f) = meanj∈|f |{e(wj)} (1)

ci = Cosine(e(wi), E(f)) (2)

Similarityfi = σ(α ∗ ci + β) (3)

Contextfi = σ(α ∗ (1− ci) + β) (4)

Etopic(d) =
∑
i∈|d|

Similarityfi ∗ e(wi) (5)

Econtext(d) =
∑
i∈|d|

Contextfi ∗ e(wi) (6)

In Equations 3 and 4, α and β are the hyper-
parameters and σ(.) is the sigmoid function to scale
the cosine similarities to [0, 1] range. The concate-
nation of the Etopic(d) and Econtext(d) is used as
the final representation of the 〈d, f〉 pair:

E(d, f) = [Etopic(d) : Econtext(d)] (7)

The final representation,E(d, f), is passed through
a linear layer with dropouts to model the attribu-
tion function A and is trained with Binary Cross

Entropy loss (BCELoss) using binary labels. The
linear layer, with learnable parameters W and B,
is defined as follows,

A(d, f) = σ(W ∗ E(d, f) + B) (8)

5 Experimental Setup

5.1 Model Training
We use an 80:10:10 split to divide the labeled data
into training, validation and hold out sets, respec-
tively. Two different pre-trained LM weights are
used to bootstrap our model. We first use the
basic-BERT (‘bert-base-uncased’) model by initial-
izing our model with the pre-trained weights ob-
tained from Huggingface’s transformer API (Wolf
et al., 2019). The weights for the other model
BERTIndian , were generated by (Palakodety et al.,
2020b) where the authors fine-tuned BERT on a
large corpus of 2 million comments posted in a 100
day period leading up to the 2019 Indian General
Election. The BERTIndian weights boost the per-
formance over BERT weights in our task, as it was
trained on linguistic expressions typical to Indian
social media. In addition to the BERT variants,
we also experiment with few other baseline setups
explained in details in Section 5.3.

We use a linear feed-forward layer to convert the
language representation vectors to logits. We found
adding more layers in the feed-forward network
was detrimental towards training; perhaps due to
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less amount of available training data. For training
our models, we used the Adam optimizer (Kingma
and Ba, 2014) with a learning rate of 1.8e−5 and a
batch size of 4. The hyper-parameters α and β are
set to 10 and −5 respectively.

5.2 Performance Measures
We evaluate our models’ performance at two dif-
ferent levels. Our original task is to identify if a
YouTube comment is attributing to one (or more)
attribution factor(s) and deeming it (them) respon-
sible for the water crisis. Since the number of
comments without any attribution is significantly
higher than the number of comments with attribu-
tion, we conduct a fine-grained evaluation of our
models’ performance in the following way. We
divide our prediction task in two sub-tasks: (1) at-
tribution detection and (2) attribution resolution.
While the detection task aims to predict the pres-
ence of attribution in a sentence, the resolution task
involves correctly identifying the attributed factor.
Furthermore, we measure resolution at a conser-
vative top-1 as well as a relaxed top-3 setting to
analyze the model’s performance with near-similar
attributes.

For the detection task, we apply a threshold
to determine if the sentence has any attribution
at all from a provided set of attribution factors.
The threshold value is tuned on the validation
set. Hence, the detection task reduces to evalu-
ating the condition A(d, f ′) ≥ T , where f ′ =
argmaxf∈F A(d, f). For resolution, we choose
the best attribution factor f ′ for the conservative
top-1 setting. For the relaxed top-3 setting, we
order the list of attribution factors f ∈ F by the
corresponding score A(d, f) and pick the top three
candidates from the list.

In presence of multiple attribution factors, we
use a set membership test to assign a binary out-
come. Let Ftrue ⊆ F denote the ground truth
set of attribution factors for a comment d, and our
classifier predicts attribution factors Fpredicted for
d. The binary outcome of the prediction task is
I(Fpredicted ∩ Ftrue 6= ∅), where I is the indicator
function denoting success or failure for the resolu-
tion task.

5.3 Baselines and Ablation Study
We now describe our baseline (denoted by
MGloVe) and models. We start with a simple
model and add sophisticated techniques in subse-
quent iterations.

• Word embedding (MGloVe): We use a
GloVe (Pennington et al., 2014) embedding-based
similarity measure to establish our baseline. The
baseline is inspired by the observation presented
in Arora et al. (2017) and emphasizes on the in-
tuition that weighted word embeddings produce
high quality sentence representations. We use an
idf (inverse document frequency) weighted sum
of GloVe word embeddings for all the words in a
sentence to compute the sentence representation.
Next, we use the same method for the attribution
factors to get the attribution representation. A co-
sine similarity between the sentence and attribution
representations is used to determine this baseline
with no task-specific training.
•Classification over BERT (Msimple

BERT ): Msimple
BERT

uses an LM based classification technique where
we build a linear classifier on top of the pre-
trained BERT. We take the mean contextual embed-
dings, E(d) = meani∈|d|{e(wi)} for the words
wi ∈ d as the sentence representation and, E(f) =
meanj∈|f |{e(wj)} for the words wj ∈ f as the
attribution representation. A linear layer is trained
over the concatenated vector [ E(d) : E(f) ] to
learn the attribution relationship between comment
d and factor f . While training, both the new param-
eters from the linear layer and the underlying BERT
parameters are learned. We notice that freezing the
BERT parameters to train only the top linear layers
yields inferior results for all the LM based setups.
• Topical similarity model (Mtopic

BERT): In this
model, we only use the topic similarity to create
the topical representation of d as Etopic(d) (Eq. 5).
The factor f is represented by E(f) (Eq. 1). The
concatenation of the two [ Etopic(d) : E(f) ] is
passed to the linear layer and is jointly trained with
the language model parameters.
• Final architecture (Mfinal

BERTIndian
): This model

uses both Etopic(d) (Eq. 5) and Econtext(d) (Eq. 6)
as described in Section 4. We find that the introduc-
tion of contextual representation Econtext(d) over
the previous setup performs better.
• Switching to BERTIndian (Mfinal

BERTIndian
): The ar-

chitecture of this setup is identical toMfinal
BERT with

the sole modification being the use of BERTIndian

(described in 5.1) instead of BERT.

6 Results

We summarize the performance of our baseline and
models in Table 5. Following standard practice in
evaluating performance on data sets with class im-
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Model Metric Detection Resolution Resolution
+ top 3

Mfinal
BERTIndian

P 75.88 70.14 74.10
R 81.99 61.22 74.57
F1 78.81 65.38 74.34
Acc 87.34 81.37 85.20

Mfinal
BERT

P 66.92 59.17 64.53
R 92.58 66.31 83.26
F1 77.68 62.54 72.71
Acc 86.42 79.42 84.47

Mtopic
BERT

P 81.26 67.92 77.62
R 70.76 34.53 56.56
F1 75.65 45.78 65.44
Acc 86.06 77.54 82.04

Msimple
BERT

P 74.52 22.54 52.14
R 83.05 8.26 30.93
F1 78.55 12.09 38.83
Acc 88.07 68.28 74.19

MGloVe

P 38.30 7.45 15.71
R 86.95 11.28 26.10
F1 53.18 8.98 19.61
Acc 57.62 36.77 40.85

Table 5: Performance comparison of our models and
baselines. For a given task and a performance mea-
sure, the best model’s performance is highlighted in
bold. Precision, recall and accuracy are denoted by P,
R, and Acc, respectively.

public water wastage everyone forgot within 2 or 3 month later again
forget to save and waste water.

lack of harvesting last year chennai received crazy rains all that wa-
ter went in drain if we had harvested it and let it
replenish ground water borewells would not have
run dry this year

deforestation we cut trees to build flat malls multi stored build-
ings

government inaction discorperted i know where you are coming from
but do not blame the farmers i think it is more of
a governmental problem but farmers should not
be in the reap where you sow

contamination stop using chemical soaps and liquids so that
drainage is not harsh for environment human
waste and kitchen waste need to be decomposed
in each home

overpopulation | de-
forestation | pollu-
tion

the basic reason is population for everything
cause this planet had a limit to hold people and
to add more we are doing deforestation polluting
our rivers air pollution and wasting water. . .

Table 6: Example instances that our classifier correctly
resolved.

balance, we focus on precision, recall and F1 score
as performance metrics instead of accuracy. We
observe that, on the detection task, all the BERT
based models perform similarly. However, on the
resolution task, the F1 score substantially improves
as we keep adding sophistication to our model ar-
chitecture.

Since many of the attribution factors are seman-
tically close (e.g., loss of water bodies, water with-
drawal), we also consider a relaxed resolution cri-
terion where a resolution is evaluated as correct if
the models’ top three predictions have an overlap
with the ground truth as described in Section 5.2.

climate change | no attribu-
tion

there is no proof of climate change droughts
and floods are all natural phenomenon they
have happened before there were humans also

public water wastage | hu-
man activity

the best way to save water is to stop consum-
ing animal products so much of our precious
water is used for animal agriculture

government inaction | ur-
banization

urban people are the reason for water shortage

overpopulation | no attribu-
tion

it has nothing to do with population control

human activity | govern-
ment inaction

otherwise all our development is a waste if the
people are being eliminated by carcinogens
created due our irresponsible administration

Table 7: Examples of misclassified instances. Misclas-
sified attribution factor is marked with red, ground truth
is marked with blue.

6.1 Error Analysis

We now focus on some of the specific exam-
ples from both the correctly classified and mis-
classified sentence-attribution pairs to summarize
the strengths and shortcomings of our models. As
shown in Table 6, Mfinal

BERTIndian
was able to cor-

rectly identify attributions in sentences even in the
presence of certain degree of grammar disfluency
and an absence of the exact attribution factor per se.
For instance, our model correctly resolved ‘we cut
trees to build flat malls multi stored buildings’ to
deforestation even though the specific root terms of
the attribution factor is not present in the sentence.
Our model is able to identify the attribution fac-
tors correctly, even when the comments are longer
with complex discourse structure and grammatical
errors. For example, ‘discorperted i know where
you are coming from but do not blame the farm-
ers i think it is more of a governmental problem
but farmers should not be in the reap where you
sow’ was correctly attributed to government inac-
tion. Furthermore, when multiple attributions are
present, for example in comments like - ‘the ba-
sic reason is population for everything cause this
planet had a limit to hold people and to add more
we are doing deforestation polluting our rivers air
pollution and wasting water. . . ’, our model is able
to correctly predict all three attributions at top three
with high confidence.

We also notice few failures that can be attributed
to shortcomings of BERT-like language models (Ta-
ble 7). For example, our model predicts ‘climate
change’ is an attributing factor in the comment

‘there is no proof of climate change droughts and
floods are all natural phenomenon they have hap-
pened before there were humans also’ with high
confidence. Our model fails to understand the nega-
tion as well as the context; perhaps due to a well-
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documented limitation of BERT’s inability in han-
dling negation (Kassner and Schütze, 2019).

Finally, we observe cases where the model fails
to attribute the labelled factor as its top prediction,
but the top three predictions feature the labelled
factor. For example, ‘its their fault look how they
waste the water they poured half of it on the ground
while drinking it and other things from the water
truck they poured much of it on the ground’ was
attributed to pollution as top factor but the labelled
factor public water wastage was scored second
highest by the model.

7 Discussion

•Unseen attribution factor: Our model can gen-
eralize to unseen attributions factors. For instance,
with a new dummy attribution factor pandemic and
input sentence ‘this flu caused the water crisis’, our
model is able to predict pandemic with the highest
probability. This merits a deeper exploration with
a holdout attribution set we aim to investigate in
future.
• Flint water crisis: We were curious to know
how our model performs in the wild on a data set
of a different water crisis. To this end, we zero
in on the Flint water crisis, another major water
crisis happening in a completely different part of
the globe with predominantly different sets of at-
tribution factors. On a data set of 5,000 comments
randomly sampled from 503 YouTube relevant to
the Flint water crisis (Butler et al., 2016), our model
predicts government inaction, pollution (subsumes
contamination according to Table 4), and corrup-
tion. A human inspection of randomly sampled
200 comments aligns with out classifier’s predic-
tions. Table 8 presents a random sample of example
comments detected by our classifier.

Figure 3: Distribution of number of comments detected
byMfinal

BERTIndian
model on 40k comments.

•The big picture: We finally run our classifier on
our initial data set of 40K English comments to ob-
tain a bigger picture. As shown in Figure 3, we find
that nearly 80% of the discussions in our corpus
do not contain any attributions. This aligns with
our previous annotation experiment that yielded
24.3% positives from randomly sampled comments.
Among the attributed comments, we find public
water wastage, pollution, and overpopulation are
considered as primary causes for this crisis. A
human inspection of randomly sampled 200 com-
ments aligns with the classifier predictions. These
insights, along with sample comments from the de-
tected attributions, may provide a holistic view of
people’s opinion around the topic. In the expanding
reach of social media, we thus (1) present a new
approach to collect aggregated opinions on crisis
attribution and complement surveys; (2) focusing
on one of the most important crises of the future:
water; and (3) release an annotated data set on this
important domain.

government inaction wow that is insane i feel so bad for the people
of flint how has the governor kept his job so
many people should be punished for this

pollution the land is poisoned sitting around and wish-
ing for the magical government to fix it is
what children do either install water filtering
stations like in arizona or move

corruption rick snyder is a corrupt lying sociopath cutting
people off from bottles of clean water is just
incredibly cruel they need to vote him out of
office

Table 8: Random sample of comments detected as pos-
itives from our Flint data set.
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