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A Supplementary Material: a Sketch of
a Formal Justification for the
Approach

This section sketches a potential approach to giv-
ing a formal justification for the roundtrip method,
inspired by the method of Balcan and Blum (2005)
for learning with labeled and unlabeled data. This
section is intentionally rather speculative but is in-
tended to develop intuition about the methods, and
to propose possible directions for future work in
developing a more formal grounding.

Assume that we have parameter estimates θ̂A
and θ̂Q derived from labeled examples. The log-
likelihood function for the remaining parameters
is then

L(θA′) =
∑
i

log p(a(i)|q(i), c(i); θA′)

Estimation from labeled examples alone would in-
volve the following optimization problem:

θ̂A′ = argmaxθA′∈H L(θA′) (1)

where H is a set of possible parameter values—
typicallyH would be unconstrained, or would im-
pose some regularization on θA′ .

Now assume we have some auxiliary function
β(θA′) that measures the roundtrip consistency of
parameter values (θA′ , θ̂A, θ̂Q) on a set of unla-
beled examples. We will give concrete proposals
for β(θA′) below. A natural alternative to Eq. 1 is
then to define

H′ = {θA′ ∈ H : β(θA′) ≥ γ}

for some value of γ, and to derive new parameter
estimates

θ̂A′ = argmaxθA′∈H′ L(θA′) (2)

The value for γ can be estimated using cross-
validation of accuracy on tuning data.

Intuitively a good choice of auxiliary function
β(θA′) would have the property that there is some
value of γ such that: (1) H′ is much ”smaller” or
less complex than H, and hence many fewer la-
beled examples are required for estimation (Bal-
can and Blum (2005) give precise guarantees of
this type); (2) H′ nevertheless contains ‘good’ pa-
rameter values that perform well on the labeled
data.

A first suggested auxiliary function is the fol-
lowing, which makes use of unlabeled examples
c(j) for j = 1 . . .m:

β(θA′) =

1

m

∑
j

∑
a,q

p(a, q|c(j); θ̂A, θ̂Q) log p(a|q, c(j); θA′)

where p(a, q|c(j); θ̂A, θ̂Q) = p(a|c(j); θ̂A) ×
p(q|a, c(j); θ̂Q).

This auxiliary function encourages roundtrip
consistency under parameters θA′ . It is reasonable
to assume that the optimal parameters achieve a
high value for β(θA′), and hence that this will be
a useful auxiliary function.

A second auxiliary function, which may be
more closely related to the approach in the cur-
rent paper, is derived as follows. Assume we have
some method of deriving triples (c(j), q(j), a(j))
from unlabeled data, where a significant propor-
tion of these examples are ‘correct’ question-
answer pairs. Define the following auxiliary func-
tion:

β(θA′) =

1

m

∑
j

f(p(a(j)|q(j), c(j); θA′))

Here f is some function that encourages high val-
ues for p(a(j)|q(j), c(j); θA′). One choice would be
f(z) = log z; another choice would be f(z) = 1
if z ≥ µ, 0 otherwise, where µ is a target ‘margin’.



Thus under this auxiliary function the constraint

β(θA′) ≥ γ

would force the parameters θA′ to fit the triples
(c(j), q(j), a(j)) derived from unlabeled data.

A remaining question is how to solve the opti-
mization problem in Eq. 2. One obvious approach
would be to perform gradient ascent on the objec-
tive

L(θA′) + λβ(θA′)

where λ > 0 dictates the relative weight of the two
terms, and can be estimated using cross-validation
on tuning data (each value for λ implies a different
value for γ).

A second approach may be to first pre-train the
parameters on the auxiliary function β(θA′), then
fine-tune on the function L(θA′). In practice this
may lead to final parameter values with relatively
high values for both objective functions. This lat-
ter approach appears to be related to the algo-
rithms described in the current paper; future work
should investigate this more closely.
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