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A bAbI dataset

We provide examples of the Original and Noisy
datasets, as well as visualization of the memorized
examples to show what our EMR models have re-
membered, for bAbI (Weston et al., 2015) dataset.

Dataset We visualize an example for Original
and Noisy tasks in Figure 1.

Results and Analysis As shown in Figure 2,
we further report the performance of the base-
line models and our EMR variants, on how many
supporting facts they retrain in the memory (de-
noted as solvable), by considering the QA per-
formance with a perfect QA model. We observe
that both EMR variants, EMR-Independent and
EMR-Transformer, significantly outperform rule-
based memory scheduling agents as well as EMR-
Independent.

B TriviaQA

We provide more experiment details and addi-
tional examples for analyzing what our EMR mod-
els have remembered, for TriviaQA (Joshi et al.,
2017).

Dataset The objective of our model is to learn
general importance in situations where not know-
ing the question from streaming data. In terms of
scalability, our model is able to access sequentially
a large amount of streaming data by replacing
the most uninformative memory entry in the ex-
ternal memory. When comparing TriviaQA with
a common question-answering dataset (Rajpurkar
et al., 2016; Weston et al., 2015), it is an appro-
priate dataset to prove the efficiency of our model
since its average word number is approximately
3K which cannot be accessed using conventional
models that predicts answer indices using a pointer

* Equal contribution

network (Seo et al., 2016; Back et al., 2018; Yu
et al., 2018).

To preprocess TriviaQA according to problem
setting, we truncate all documents within 1200
words for a training set, in order to reduce the cost
of training process. Unlike the training set, a test
set takes all words in the documents. Although
TriviaQA does not provide the answer indices in
a document, we extract the documents that can be
spanned to adopt Deep Bidirectional Transform-
ers (BERT) (Devlin et al., 2018), which is state-
of-the-art reading comprehension model using a
pointer network. Additionally, we made all letters
lowercase and removed all special characters.

Experiment Details As described in the main
paper, we employed the pre-trained BERT to solve
TriviaQA. A more specific implementation is de-
scribed here. We encode the current input x(t)

to m
(t)
i using the BERT encoding layer and a bi-

directional GRU whose output size is 768 and 128,
respectively. The reason for using it is to con-
vert the words into a sentence. By doing this,
it can make accessing a possible chunk of words
and computation cost is reduced. We utilize m

(t)
i

to output relative importance between the mem-
ory entries {m(t)

1 , ...,m
(t)
i }, where i indicates an

address in the memory entry, as described in the
main paper. In addition to using the pre-trained
BERT, we finetune it with truncated documents
(Up to 400 words) in the same way as LIFO (Last-
In-First-Out) since hoping our model focuses on
learning what to remember in the external memory
and generalizes well even watching limited con-
tents in the documents. We train our model and the
baseline models using ADAM optimizer (Kingma
and Ba, 2014), with the initial learning rate of 1e-5
and dropout probability of 0.1 for 1M steps. For
A3C (Mnih et al., 2016), we set the discount fac-
tor to 0.1 and entropy regularization to 0.01 for all



(a) Original (b) Noisy

Figure 1: Example of (a) Original task and (b) Noisy task. Sentences in green are noise sentences and ones in blue
are supporting facts of each question.
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(a) Original (Solvable)
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(b) Noisy (Solvable)

Figure 2: The results for our model (EMR-biGRU and EMR-Transformer) and the baselines. The reported results
are averages over 3 runs. The Solvable represents an accuracy that when the model encounters a question, it
contains supporting facts in the memory to solve the question.

(a) EMR-biGRU (Original) (b) EMR-biGRU (Noisy)

(c) EMR-Transformer (Original) (d) EMR-Transformer (Noisy)

Figure 3: Example of Original and Noisy task for EMR-biGRU and EMR-Transformer. Sentences in blue are
supporting facts of each question. The Index on the figure represents the order of sentences in the context.
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Figure 4: Oracle score

experiments.

Results and Analysis As shown in Figure 4, we
report the score of each method using a perfect
QA model, to see how many of the important facts
are remembered by each method. We see that on
TriviaQA dataset, LIFO contains similar amount
of words as EMR-biGRU and EMR-Transformer.
This is mostly due to the dataset bias, where most
of the answers are found in earlier parts of the doc-
uments (Figure 6). However, our models outper-
form LIFO in QA task, since it observed more sen-
tences during training which help the QA model to
perform better, compared to LIFO that observed
less number of training examples during training
due to Last-In-First-Out policy that discards all
words that come after the memory is filled.

C TVQA

We provide more experimental details and exam-
ples to show what our EMR models have remem-
bered for the TVQA dataset. Each frame illus-
trated in the figure are the frames in the external
memory at the last time step. The stars with dif-
ferent colors denote the supporting frames for dif-
ferent questions.

Experiment Details As described in the main
paper, we use the Multi-stream model for Multi-
Modal Video QA, which is suggested in Lei et al.
(2018). We also pretrain the QA model for a deli-
cate check of the performance of our EMR model.
We use only the annotated frame when training
the QA model. Since we use only the subtitle and
frame image feature as input, we pretrain the QA
model until reaching the reported performance of
S+V model with the annotated time stamp in Lei
et al. (2018).

Below is the detailed implementation of our
model EMR. Since we have two kinds of input x(t)

in TVQA, we need to blend them to one memory

feature to be fitted to our model. In the case of sub-
title input, we use GloVe (Pennington et al., 2014)
to embed words to 300-size vectors. Then, we use
bi-directional GRU to make the sentence 128-size
vector from word vectors. In the case of video
frame input, we use 2048-size feature vectors ex-
tracted from a ResNet-101 pretrained on the Im-
ageNet dataset. Then, we compress video frame
vectors to 128-size vector using a linear layer.
Then, we add two 128-size feature vectors from
the subtitle and the video frame to make 128-size
of memory feature vector m(t)

i . Other details in-
cluding optimizer and reinforcement learning set-
ting are described in the main paper.
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Figure 5: An example visualization of the memory. The answer word ’belgium’ (Red / Thick) arrives at first timestep, and our
model retains sentences at state T, which means after reading all the contexts. The star shape (*) indicates our model’s selection
which memory entry is deleted.



Figure 6: An example visualization of the memory. The answer word ’ely’ (Red / Thick) arrives at first timestep, and our
model retains it after reading in all the context sentences. The star shape (*) indicates our model’s selection which memory
entry is deleted.

Figure 7: An example visualization of the memory. The answer word ’alaska’ (Red / Thick) arrives at timestep 10, and our
model retains it after reading in all the context sentences. The star shape (*) indicates our model’s selection which memory
entry is deleted.



Figure 8: An example of clip from drama ’House’. Each frame with star is corresponding to question with the star of same
color.

Figure 9: An example of clip from drama ’Friends’. Each frame with star is corresponding to question with the star of same
color.

Figure 10: An example of clip from drama ’Castle’. Each frame with star is corresponding to question with the star of same
color.



Figure 11: An example of clip from drama ’When I met your mother’. Each frame with star is corresponding to question with
the star of same color.


