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We provide more descriptions of baseline meth-
ods and implementation details in this supplemen-
tary material.
Baseline Details. We consider three methods to
encode visual instance features Fp ∈ Rtp×dp in-
cluding averaging (Avg), NetVLAD (Arandjelovic
et al., 2016), and LSTM. For Avg, we simply av-
erage all the tp segments and forward to two fully
connected layers. For NetVLAD, we treat Fp as tp
independent dp-dimension features and use a fully
connected layer to obtain output with the desired
dimension. For LSTM, we take Fp as a sequence
features of tp time steps and use the last hidden
state of LSTM as the embedded visual representa-
tion.

For models based on DVSA, we evaluate the
similarity between the spatio-temporal instance
and the query sentence with cosine similarity. For
models based on GroundeR, we concatenate the
representations from the visual encoder and the
sentence encoder as the input for the attention net-
work and reconstruction network. For the variant
of (Zhou et al., 2018), we densely predict each
frame in the video to generate a spatio-temporal
instance. This baseline is carefully implemented
by modifying the original method (Zhou et al.,
2018) with two aspects. On one hand, we replace
the noun encoder with an LSTM to encode natural
sentences, since we focus on grounding with nat-
ural sentences. On the other hand, we remove the
frame-wise loss weighting term as it degrades the
performance on the VID-sentence dataset. Such
loss term is proposed to penalize the uncertainty
of the existence of objects, which is not necessary
as the video in our dataset contains the target in-
stances in all frames.

The output of Avg and Net-VLAD (Arand-
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jelovic et al., 2016) is also set as 512 by a fully
connected layer. The number of centers and the
dimension of cluster-center for Net-VLAD are 32
and 128, respectively.
Implementation Details. We give more details
on how to generate instances from videos and ex-
tract the corresponding visual feature for each in-
stance. We use the region proposal network from
Faster-RCNN (Ren et al., 2015) to extract 30 re-
gion proposals for each video frame. The Faster-
RCNN model is based on ResNet-101 (He et al.,
2016) pretrained on MSCOCO (Lin et al., 2014).
For the frame-level RoI pooled feature, we use the
2048-dimensional feature from the last fully con-
nected layer of the same Faster-RCNN model. For
the I3D features (Carreira and Zisserman, 2017),
we use the model pretrained on Kinetics to ex-
tract the RGB sequence features I3D-RGB and
the flow sequence features I3D-Flow. For every
64 consecutive frames, we extract a set of (eight)
1024-dimensional I3D-RGB features and (eight)
1024-dimensional I3D-Flow features by the out-
put of the last average pooling layer and dropping
the last temporal pooling operation. We compute
optical flow with a TV-L1 algorithm (Zach et al.,
2007). We crop the region proposals from the
RGB images and flow images and then resize them
to 224× 224 before feeding to I3D.
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