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RNN can model the entire sequence and capture long-term

dependencies, but it does not do well in extracting key patterns.

In contrast, convolutional neural network (CNN) is good at

Extracting local and position-invariant features. We present a

novel model named disconnected recurrent neural network

(DRNN), which incorporates position-invariance into RNN by

constraining the distance of information flow in RNN. DRNN

achieves the best performance on several benchmark datasets for

text categorization.
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The key phrase that determines the category is unsolved

mysteries of mathematics, which can be well extracted by CNN

due to position-invariance. RNN can model the whole sequence

and capture long-term dependencies, yet it doesn't address the

above issue well because the representation of the key phrase

relies on all the previous terms and it changes as the key phrase

moves.

DRNN is proposed to deal with such issues while eliminating the

burden of modeling the entire sentence.
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Case1: One of the seven great unsolved mysteries of mathematics

may have been cracked by a reclusive Russian.

Case2: A reclusive Russian may have cracked one of the seven

great unsolved mysteries of mathematics.

THE MODEL
DRNN limits the distance of information flow in RNN. An

important difference from RNN is that the state of our model at

each step is only related to the previous k-1 words rather than all

the previous words. DRNN can be considered as a special 1D

CNN which replaces the convolution filters with recurrent units.

Figure： Dropout applied on

hidden states as well.

Figure：Model Architecture

We utilize DRNN in text categorization and conduct experiments 

on several datasets, the table lists the error rates (%) on seven 

datasets:

The comparison among models:

Effects of recurrent units and pooling methods:

Results of different window sizes:

The type of task has a great impact 

on the optimal window size, while 

the effect of different training data 

sizes on the optimal window size 

seems little.

Table： Error rates on three

datasets compared to RNN and

CNN Figure： The influence of window size 

on DRNN compared to CNN


