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1 Attention Annotation Interface

We design and test multiple game-inspired novel in-
terfaces for conducting large-scale human studies on
Amazon Mechanical Turk (AMT). Our basic inter-
face design consists of a “deblurring” exercise for
answering visual questions. Specifically, we present
subjects with a blurred image and a question about
the image, and ask subjects to sharpen regions of the
image that will help them answer the question cor-
rectly, in a smooth, click-and-drag, ‘coloring’ mo-
tion with the mouse. The sharpening is gradual: suc-
cessively scrubbing the same region progressively
sharpens it. Figure 1 shows intermediate steps in
our attention annotation interface, from a completely
blurry image to a deblurred attention map.
Our interface starts by showing a low-resolution
blurry version of the image. This is to convey a
partial ‘holistic’ understanding of the scene to the
subjects so they may intelligently choose which re-
gions to sharpen. Gradual sharpening with strokes
was aimed to capture initial exploration as they tried
to get a better sense of the scene, and eventually fo-
cussed sharpening to answer the question. Next we
describe the three variants of our attention annota-
tion interface that we experimented with.

1.1 Blurred Image without Answer

In our first interface, subjects were shown a blurred
image and a question without the answer, and were
asked to deblur regions and enter the answer. We
found that this interface sometimes resulted in ‘ex-
ploratory attention’, where the subject lightly sharp-
ens large regions of an image to find salient regions
that eventually lead them to the answer. However,
subjects often ended up with ‘incomplete’ attention
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maps since they did not see the high-resolution im-
age and the answer, so they did not know when to
stop deblurring or exploring. For instance, for an
image with 3 players playing a sport, if the question
is “How many players are visible in the image?”, the
subject might sharpen a region that seems to have
the players, count the 2 players in there and answer
2, and completely miss another region of the image
that had 1 more. The resulting attention map in this
case is incomplete since there are 3 players in the
image. This effect of incomplete human attention
maps was seen in counting (“How many ...”) and bi-
nary (“Is there ...”) types of questions, and as a re-
sult, the answers to these were often incorrect.

1.2 Blurred Image with Answer

In our second interface, subjects were shown the cor-
rect answer in addition to the question and blurred
image. They were asked to sharpen as few regions
as possible such that someone can answer the ques-
tion just by looking at the blurred image with sharp-
ened regions. This interface is shown in Figure 2b.
Providing the answer fixed the failure cases from the
1st interface, i.e. for counting and binary questions,
since the subjects now knew the answer, they con-
tinued to explore till they found the answer region in
the image.

1.3 Blurred and Original Image with Answer

To encourage exploitation instead of exploration,
in our third interface, subjects were shown the
question-answer pair and full-resolution original
image. In principle, seeing the original (full-
resolution) image, the question, and answer pro-
vides most information to subjects, thus enabling
them to provide the most ‘accurate’ attention maps.
However, this task turns out to be fairly counter-



(a) Initial blurred image (b) Regions sharpened by subject (c) Attention map

Figure 1: Deblurring procedure to collect attention maps. We present subjects with a blurred image and
ask them to sharpen regions of the image that will help them answer the question correctly, in a smooth,
click-and-drag, ‘coloring’ motion with the mouse.

intuitive – subjects are shown full-resolution images
and the answer, and asked to imagine a scenario
where someone else has to answer the question with-
out looking at the original image.
Figure 2 shows screen-captures of the 3 data collec-
tion interfaces.

Interface Type Human Accuracy

Blurred Image without Answer 75.2
Blurred Image with Answer 78.7

Blurred & Original Image with Answer 71.2
Original Image 80.0

Table 1: Human accuracies to compare the quality
of human attention maps collected by different inter-
faces. Subjects were shown deblurred images from
each of these interfaces and asked to answer the vi-
sual question.

2 Dataset Evaluation

We ran pilot studies on AMT to experiment with the
above described three interfaces. In order to quanti-
tatively evaluate the interfaces, we conducted a sec-
ond human study where (a second set of) subjects
where shown the attention-sharpened images gener-
ated from each of the attention interfaces from the
first experiment and asked to answer the question.
The intuition behind this experiment is that if the at-
tention map revealed too little information, this sec-
ond set of subjects would answer the question in-
correctly. Table 1 shows VQA accuracies of the an-
swers given by human subjects under these 3 inter-
faces. We can see that the “Blurred Image with An-
swer” interface (section 1.2) gives the highest accu-
racy on evaluation by humans.

The payment structure on AMT encourages com-
pleting tasks as quickly as possible, this implicitly
incentivizes subjects to deblur as few regions as pos-
sible, and our human study shows that humans can
still answer questions. Thus, overall we achieve a
balance between highlighting too little or too much.
The “Blurred Image with Answer” interface gives
highest accuracy in the human evaluation study.

3 Qualitative Examples

Figure 3 and Figure 4 show randomly sampled vi-
sualizations of machine-generated and human atten-
tion maps.



(a) Blurred Image without Answer

(b) Blurred Image with Answer

(c) Blurred & Original Image with Answer

Figure 2: Attention annotation interface variants. (a) In our first interface, subjects were shown a blurred
image and a question without the answer, and were asked to deblur regions and enter the answer. (b) In
our second interface, subjects were shown the correct answer in addition to the question and blurred image.
They were asked to sharpen as few regions as possible such that someone can answer the question just by
looking at the blurred image with sharpened regions. (c) To encourage exploitation instead of exploration,
in our third interface, subjects were shown the question-answer pair and full-resolution original image. Out
of the three interfaces, Blurred Image with Answer (b) struck the right balance between exploration and
exploitation, and gives the highest accuracy on evaluation by humans as described in section 2.



Figure 3: Random samples of human attention (column 2) v/s machine-generated attention (columns 3-5)



Figure 4: Random samples of human attention (column 2) v/s machine-generated attention (columns 3-5)


