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Abstract

Nominalization is a common linguistic
feature in academic writing. By express-
ing actions or events (verbs) as concepts or
things (nouns), nominalization produces
more abstract and formal text, and con-
veys a more objective tone. We report
our progress in developing a system that
offers automatic assistance for nominal-
ization. Given an input sentence with a
complex clause, it paraphrases the sen-
tence into a simplex clause by transform-
ing verb phrases into noun phrases. Pre-
liminary evaluations suggest that system
performance achieved high recall.

1 Introduction

University students who are non-native speakers
of English often experience significant difficulties
in studying content subjects in English, due in
large part to their problems with academic writ-
ing (Evans and Green, 2007). The traditional fo-
cus in computer-assisted language learning and
natural language processing has been the devel-
opment of algorithms for correcting grammatical
errors (Dahlmeier et al., 2013) and improving sen-
tence fluency (Sakaguchi et al., 2016). The focus
of this paper, in contrast, is to help students im-
prove their writing style in Academic English.

Our long-term goal is to help students make use
of the full range of options available along what
M. A. K. Halliday calls the cline of metaphoric-
ity (Halliday and Matthiessen, 2014). This cline
ranges between the clausally complex, lexically
simple congruent construal of experience at one
end, and the clausally simple, lexically dense
metaphorical re-construal at other end. Table 1
shows paraphrases of an example sentence along
this cline. We envision a system that provides as-

sistance in moving a sentence from any point on
the cline to another. As a first step towards this
goal, the current system focuses on paraphrasing
a complex clause (e.g., “Because she didn’t know
the rules, she died.”) into a simplex clause (“Her
ignorance of the rules caused her to die.”).

The rest of the paper is organized as follows.
The next section summarizes previous work in
automatic paraphrasing. Section 3 describes the
three components in our system: syntactic parser,
nominalizer, and sentence generator. Section 4
evaluates system performance, focusing on the
output of the nominalizer. Section 5 concludes and
discusses future work.

2 Previous work

Previous work in automatic paraphrasing can be
viewed at two levels. At the word level, research in
lexical substitution (McCarthy and Navigli, 2009)
and the related task of lexical simplification (Spe-
cia et al., 2012) aims to replace a word or short
phrase with another, while preserving the meaning
of the original sentence.

At the sentence level, most previous work fo-
cused on syntactic simplification, i.e., to reduce
the syntactic complexity of a sentence by splitting
a complex sentence into two or more simple sen-
tences (Siddharthan, 2002). In terms of the cline
of metaphoricity, then, it transforms a “complex
clause” into a “cohesive sequence” (Table 1). Typ-
ically, the system analyzes the input sentence via
a parse tree, applies manually written transforma-
tion rules (Bott et al., 2012; Siddharthan and An-
grosh, 2014; Saggion et al., 2015), and then per-
forms sentence re-generation. Our system adopts
a similar architecture and also takes a complex
clause as input, but works in the opposite direction
on the cline: it attempts to transform the complex
clause into a simplex clause.
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Domain System Example
Cohesive sequence conjunction She didn’t know the rules. Consequently, she died.
Complex clause parataxis She didnt know the rules; so she died.

hypotaxis Because she didnt know the rules, she died.
Simplex clause causation Her ignorance of the rules caused her to die.

circumstantiation Through ignorance of the rules, she died.
relational process Her death was due to ignorance of the rules.

Her ignorance of the rules caused her death.
The cause of her death was her ignorance of the rules.

Nominal group qualification Her death through ignorance of the rules.

Table 1: The cline of metaphoricity, illustrated with example paraphrases of a sentence expressing a
relationship of cause (Halliday and Matthiessen, 2014).

Component Example
Input

POS tag: PRP VBD RB IN DT NN VBD JJ
Word: She died suddenly because the doctor was negligent

nsubj

ROOT

advmod

mark

det

nsubj

cop

advcl

Syntactic Parser Main clause = “She died suddenly”
Subordinate clause = “The doctor was negligent”
Linking word = “because”

Nominalizer NP for main clause = “her sudden death”
NP for subordinate clause = “the doctor’s negligence”

Sentence Generator “The doctor’s negligence caused her sudden death.”

Table 2: The system extracts the main and subordinate clauses of the input sentence with the Syntactic
Parser (Section 3.1); (2) transforms the clauses into noun phrases with the Nominalizer (Section 3.2);
and (3) links the noun phrases to produce a sentence with the Sentence Generator (Section 3.3).

3 Approach

Our system is a pipeline with three components
(Table 2).

3.1 Syntactic parser

Given an input sentence, we use the SpaCy de-
pendency parser (Honnibal and Johnson, 2015) to
derive its syntactic tree in Universal Dependen-
cies (Nivre et al., 2016). The system determines
whether a sentence contains a complex clause
by searching for the adverbial clause modifier
(advcl) relation. If so, the system extracts the
main clause from the head word of the advcl re-
lation, the subordinate clause from its child word,

and the linking word from the mark relation. In
Table 2, for example, it extracts “She died sud-
denly” as the main clause, “the doctor was negli-
gent” as the subordinate clause, and “because” as
the linking word.

3.2 Nominalizer
Given a clause with a verb phrase, the Nominalizer
matches its tree structure to the pattern shown in
Table 3. It then transforms the clause into a noun
phrase with the following steps:

• Identify the main verb (verb) and generate
its nominalized form, v2n(verb). In the ex-
ample in Table 3, “died” is transformed into
“death”. We do not treat verbs-to-be, modal
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Input

POS tag: N* V* N* RB
Word: noun verb nounobj adv

↓ ↓ ↓
gen(noun) v2n(verb) nounobj adv2adj(adv)

Example: She died suddenly
↓ ↓ ↓

her death sudden

nsubj obj

advmod

Output gen(noun) adv2adj(adv) v2n(verb) of nounobj (Example: “her sudden death”)
the adv2adj(adv) v2n(verb) of noun
the adv2adj(adv) v2n(verb) of nounobj by noun

Table 3: Nominalization rule, where v2n is the mapping from a verb to a noun; adv2adj is the mapping
from an adverb to an adjective; and gen is the mapping from a nominative noun to its genitive form.

verbs and negated verbs, since their nominal-
ization patterns vary considerably depending
on meaning and context.

• Identify the adverb (adv), if any, and gener-
ate its adjectival form, adv2adj(adv). For
example, “suddenly” is transformed into
“sudden” in Table 3.

• Identify the direct object (nounobj) and
prepositional phrases, if any, and place them
after the nominalized main verb.

• Identify the subject (noun). If the sub-
ject is a pronoun or a short noun, use the
first output template in Table 3. For pro-
nouns, gen(noun) generates its possessive
form (e.g., “she”→ “her”); for nouns, it ap-
pends a possessive apostrophe (e.g., “doctor”
→ “doctor’s”). For longer noun phrases, the
system prepends “of” when using the second
template, or “by” when using the third tem-
plate (e.g., “the doctor in the clinic”→ “of/by
the doctor in the clinic”).

A similar rule is defined for clauses with an ad-
jectival phrase (e.g., “The doctor was negligent”).
Using an adjective-to-noun mapping adj2n, it re-
writes the adjective into a noun (e.g., “the doctor’s
negligence”). Both rules operate on the following
part-of-speech conversion lists:

Verb-to-noun (v2n) We constructed our verb-to-
noun list based on the NOM entries1 from

1We excluded the NOMLIKE entries, and those whose

NOMLEX (Meyers et al., 1998). For verbs
not covered by NOMLEX, we retrieved their
nouns in CATVAR (Habash and Dorr, 2003).
When a verb is mapped to multiple nouns,
we choose the one with the highest unigram
frequency count in the Google Web 1T Cor-
pus (Brants and Franz, 2006) that ends with a
typical noun suffix2. This procedure yielded
7,879 one-to-one verb-noun mappings.

Adjective-to-noun (adj2n) We constructed our
adjective-to-noun list with a similar proce-
dure based on the NOMADJ entries from
NOMLEX and verb-adjective pairs in CAT-
VAR. There are 11,369 unique one-to-one
adjective-noun mappings.

Adverb-to-adjective (adv2adj) We constructed
our adverb-to-adjective mapping with CAT-
VAR, with a total of 2,834 such mappings.

The current system assumes one-to-one map-
pings for the above, though it is clear that pol-
ysemy necessitates one-to-many mappings. For
example, the verb “descend” should be nominal-
ized as “descendance” in the context of “descen-
dance from royalty”, but as “descent” in the con-
text of “descent from the mountain”. In future
work, we plan to incorporate automatic semantic
disambiguation to make this distinction.

NOM-TYPE is SUBJECT, e.g., “teacher” for the verb
“teach”.

2‘-age’, ‘-ance’, ‘-ce’, ‘-cy’, ‘-dge’, ‘-dom’, ‘-ence’, ‘-
ery’, ‘-ess’, ‘-esse’, ‘-hood’, ‘-ice’, ‘-ics’, ‘-ion’, ‘-ise’, ‘-
ism’, ‘-ity’, ‘-ment’, ‘-ry’, ‘-ship’, ‘-th’, ‘-tude’, ‘-ty’, ‘-ure’.
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3.3 Sentence Generator
The Sentence Generator takes as input the noun
phrases produced by the Nominalizer for the main
clause and subordinate clause. It then recom-
bines them into a complete sentence based on
the semantic relation between them. Since im-
plicit discourse identification remains a challeng-
ing task (Braud and Denis, 2014), the system de-
termines the relation by keyword spotting; the
keywords “because”, “since”, “so”, and “there-
fore” for the causal relation; “although”, “de-
spite”, “even though” for the concession relation,
“after”, “before” for the temporal relation, etc. In
Table 2, the system infers the relation as causal
based on the keyword “because”, and links the
two noun phrases with the verb “to cause” (“The
doctor’s negligence caused her sudden death”). In
other contexts, another linking word may be war-
ranted, such as “to result in”, “to lead to”, “to be
due/attributable to”, “to be a result of”, “to lie in”
etc. Currently, our system lets the user choose the
most appropriate word.

4 Evaluation

We performed a preliminary evaluation that fo-
cuses on the Nominalizer. We first describe our
dataset and metric (Section 4.1), and then discuss
the results (Section 4.2).

4.1 Data and evaluation metric
Our test data included 33 clauses present in 25 sen-
tences from Wikipedia, covering causal, conces-
sion, and temporal relations. To produce the gold
annotation, we asked a senior staff member at the
English Language Centre at our university to re-
write these sentences in more nominalized forms,
using a simplex clause whenever possible.

We applied our system on these sentences, and
classified the system output into three categories:

• Identical to the gold annotation other than the
position of the subject. For example, the two
NPs “the existence of the company” and “the
company’s existence” would be considered
identical;

• Minor revision, i.e., same choice of nominal-
ized verb or adjective, but different choices
for determiners or prepositions elsewhere in
the NP. For example, the two NPs “a decrease
in the number” versus “the decrease in the
number” would fall into this category;

• Major revision, i.e., different choice of nom-
inalized verb or adjective.

4.2 Results

While our system attempted nominalization for all
33 clauses, the human annotator nominalized only
18 of them. This suggests that in the other 15
cases, the system offered nominalizations that re-
sulted in a less fluent sentence.

Among clauses that should be nominalized, the
system achieved relatively high recall. Out of the
18 nominalizations, the system output is identical
in 55.6%; requires minor revision in 16.7%; and
major revision in 27.8%. Minor revisions were
caused by subtle abstractions that are produced
by nominalization. For example, the clause “(...
even though) the years passed” was nominalized
as “the passage of years” in the gold annotation,
while the system did not delete the definite article.
Major revisions were due sometimes to a less flu-
ent choice of noun. For instance, “they are wrong
...” was paraphrased as “their error” in the gold
annotation, while the system more mechanically
generated “their wrongness”. In other cases, they
reflected different paraphrasing strategies. For ex-
ample, the annotator nominalized “the stem is nice
because ...” as “... is an attractive feature of the
stem”, rather than directly using a nominalized
form of “nice”.

5 Conclusion

We have presented a system that assists users in
improving their Academic English by suggesting
nominalizations. It applies transformation rules
on dependency parse trees, and performs nom-
inalization using two existing resources, NOM-
LEX (Meyers et al., 1998) and CATVAR (Habash
and Dorr, 2003). Preliminary evaluations suggest
that the system has high recall but low precision:
when a clause can indeed be nominalized, the sys-
tem is able to offer valid suggestions; it also pro-
vides suggestions, however, that would yield less
natural sentences. As such, it is currently suit-
able for more advanced students who can judge
the quality of these suggestions.

We plan to pursue three lines of research in fu-
ture work. First, we hope to construct better verb-
to-noun and adjective-to-noun mappings with au-
tomatic sense disambiguation. Second, we aim to
raise precision by detecting sentences that are not
amenable to nominalization. Finally, we plan to
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train the sentence generator to rank its suggestions
of words for linking the noun phrases.
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