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Abstract

Language toxicity identification presents a
gray area in the ethical debate surround-
ing freedom of speech and censorship. To-
day’s social media landscape is littered
with unfiltered content that can be any-
where from slightly abusive to hate induc-
ing. In response, we focused on training
a multi-label classifier to detect both the
type and level of toxicity in online content.
This content is typically colloquial and
conversational in style. Its classification
therefore requires huge amounts of anno-
tated data due to its variability and incon-
sistency. We compare standard methods
of text classification in this task. A con-
ventional one-vs-rest SVM classifier with
character and word level frequency-based
representation of text reaches 0.9763 ROC
AUC score. We demonstrated that lever-
aging more advanced technologies such
as word embeddings, recurrent neural net-
works, attention mechanism, stacking of
classifiers and semi-supervised training
can improve the ROC AUC score of clas-
sification to 0.9862. We suggest that in or-
der to choose the right model one has to
consider the accuracy of models as well as
inference complexity based on the appli-
cation.

1 Introduction

While the sheer volume of online content presents
a major challenge in information management, we
are equally plagued by our current inability to ef-
fectively monitor its contents. In particular, so-
cial media platforms are ridden with verbal abuse,
giving way to an increasingly unsafe and highly
offensive online environment. With the threat of

sanctions and user turnover, governments and so-
cial media platforms currently have huge incen-
tives to create systems that accurately detect and
remove abusive content.
When considering possible solutions, the binary
classification of online data, as simply toxic and
non-toxic content, can be very problematic. Even
with very low error rates of misclassification, the
removal of said flagged conversations can impact
a user’s reputation or freedom of speech. Develop-
ing classifiers that can flag the type and likelihood
of toxic content is a far better approach. It em-
powers users and online platforms to control their
content based on provided metrics and calculated
thresholds.
While a multi-label classifier would yield a more
powerful application, it’s also a considerably more
challenging natural language processing problem.
Online conversational text contains shortenings,
abbreviations, spelling mistakes, and ever evolv-
ing slang. Huge annotated datasets are needed
so that the models can learn all this variability
across communities and online platforms (Chan-
drasekharan et al., 2017). Furthermore, building a
representative and high volume annotated dataset
of social media contents for multiple types of tox-
icity can be exhaustive. It is a subjective, disturb-
ing and time consuming task. Critical considera-
tion of the relationships between different subtasks
is needed to label this data (Waseem et al., 2017).
Additionally, the annotated datasets will always be
unbalanced since some types of toxic content are
much more prevalent than others.
Some of the back-end approaches to this task have
been well researched. Hand-authoring syntactic
rules can be leveraged to detect offensive content
and identify potential offensive users on social me-
dia (Chen et al., 2012). Also, morphological, syn-
tactic and user behavior level features have been
shown to be useful in learning abusive behavior
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(Papegnies et al., 2017; Buckels et al., 2014; Yin
et al., 2009; Chen et al., 2012). Conventional ma-
chine learning classifiers such as SVM classifiers
(Nobata et al., 2016) and linear regressions mod-
els (Davidson et al., 2017; Xiang et al., 2012) have
also been used to effectively detect abusive online
language. Deep learning models with word em-
beddings as text representations are state-of-the-
art text classification solutions that show effective-
ness in many tasks such as sentiment analysis and
the detection of hate speech (Gambäck and Sikdar,
2017). Although all these methods are well stud-
ied and established, it is not always clear what the
best choice for a specific task is due to the trade-off
between acquired success rate of the classification
model and the complexities of its deployment and
inference.
In our work, we used the Wikimedia Toxicity
dataset to investigate how various methods of de-
signing a standard text classifier can impact the
classification success rate as well as its inference
cost. This dataset was published and used for a
Kaggle competition. In the context of the competi-
tion, it is a common practice to train multiple large
size models and ensemble them to get the highest
results, tailored for the competition test set. Here,
however, we only looked at standard classification
models that are suitable to be deployed and used
for inference in real-time. For text representations,
we looked at frequency-based methods and mul-
tiple word embeddings. For classification mod-
els, we considered neural network models that can
learn sentence representation using recurrent neu-
ral networks and attention layers. We also inves-
tigated stacking classifiers and used them to auto-
matically label the unannotated part of the dataset
to be added to the training set. This paper high-
lights how we compared various standard methods
to help identify what the best practices for this ap-
plication are.
The paper is organized as follows. In Section 2,
we describe the dataset, annotation, cleaning and
augmentation steps that we applied. In Section 3,
we review some of the commonly used text repre-
sentation methods and look at how representation
of text can impact the classification results. In Sec-
tion 4, we compare neural network models that are
effective in learning long sequences. In Section
5, we investigate how stacking two classifiers can
improve results. In Section 6, we investigate the
impact of using automatically labeled datasets to

(a) counts of classes in annotated dataset

(b) overlap between class pairs

Figure 1: The counts and overlap of classes in
training dataset

further train the classifiers and Section 7 discusses
our findings.

2 Dataset

In this work, we used Wikimedias Toxic-
ity Data Set (Wulczyn et al., 2016b,a).
This dataset is also available on Figshare
https://figshare.com/articles/
Wikipedia_Detox_Data/4054689 as the
Wikipedia Human Annotations of Toxicity on
Talk Pages and contains about 215K annotated
examples from Wikipedia Talk pages. The dataset
has been annotated by Kaggle based on asking
5000 crowd-workers to rate Wikipedia comments
according to their toxicity (which they evaluated
based on how likely they were to make others
leave the conversation). The labels include seven
types: neutral, toxic, severe toxic, obscene, threat,
insult and identity hate. This dataset was pub-
lished in two parts namely train and test set. The
train set has 159571 annotated comments while
the test set includes about 160k entries. However,
only 63978 of test comments are identified as
valid and annotated, which are used here as test
set. There are more than 24 million words in this
dataset yet the vocabulary size is only 495147.
This is a very unbalanced dataset and a sample
can get more than one label. Figure 1 shows

https://figshare.com/articles/Wikipedia_Detox_Data/4054689
https://figshare.com/articles/Wikipedia_Detox_Data/4054689
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the count of multiple labels in the train set as
well as the training labels’ overlaps. For all the
experiments the AUC score is calculated which is
the area under the curve (true positive rate vs the
false positive rate) is calculated for the test set as
the evaluation metric.
All classes except for the non-toxic examples are
augmented through translation to French, Dutch
and Spanish before translating back to English.
Using this method, we get slightly different
sentences and the label is preserved. Punctuation
was removed and a set of very common word
variations (including abbreviations) on social
media were found and replaced by the original
word. This cleaning reduced the vocabulary from
495147 to 434161.

3 Text Representation

We investigated word tf-idf and character tf-idf
as frequency-based text representations and com-
pared them with representing text using average
of word embeddings. For these experiments stop
words are removed from text. Character level
tf-idf is calculated for character n-grams where
n = 1, . . . ,6. Word level tf-idf is calculated for
word n-grams where n = 1,2,3. A fastText skip-
gram model (Bojanowski et al., 2016) is trained to
obtain 50D word embedding vectors for charac-
ter level n-gram features where n = 1, . . . ,6 and
word n-gram features where n = 1,2,3 . We
also used pre-trained word embeddings, including
Glove (Pennington et al., 2014) and 300D fastText
vectors. In order to evaluate the impact of text
representation, we trained seven one-vs-rest SVM
classifiers to predict the labels independently. Ta-
ble 1 shows the results obtained from our experi-
ments. Our results show that word level tf-idf fails
to achieve accurate classification when the data is
informal and conversational. However, if charac-
ter level tf-idf is added to the representations, re-
sults will improve drastically. Training a special-
ized word embedding is not shown to be effective
in our experiments. The low volume of the train-
ing set can be attributed to this observation. Pre-
trained fastText is shown to slightly outperform
Glove since it can assign vectors to every word
while Glove discards the OOV words. Based on
these results we chose to represent the text with
pre-trained fastText embedding for the rest of the
experiments.

Table 1: Comparison of different text
representation methods in training one-vs-rest

SVM classifiers

Representation AUC
word tfidf 0.5423
char and word tfidf 0.9763
Average of 50D trained fasttext 0.8765
Average of Glove 0.9725
Average of 300D Pretrained fasttext 0.9782

4 Neural Network Classification Models

While word embeddings are a semantic represen-
tation of words, bidirectional neural networks are
the technology known for generating a seman-
tic representation for a given sequence of words.
Bidirectional recurrent neural networks learn the
meaning of a sentence not only from the individual
words but by processing the dependencies of the
surrounding words through forward and backward
connections. Both bi-LSTM (Chen et al., 2016)
and bi-GRU (Chung et al., 2015) architectures are
shown to perform well in sentence representation.
LSTM and GRU layers have a proficient learning
ability for long text, because they can control how
much information should be received in the cur-
rent step, how much should be forgotten, and how
much information should be passed back.
Attention layers (Parikh et al., 2016; Felbo et al.,
2017) are mechanisms suitable for converting se-
quence representations, which are usually in the
form of matrices, to a vector representation that is
tailored for the desired classification tasks. We in-
vestigated the impact of leveraging these technolo-
gies by training and testing of two neural network
structures shown in Figures 2a and b. Pre-trained
fasttext embeddings are used and stop words are
not removed, since we want the LSTM and at-
tention layer learn the complete sequences. The
neural network shown in Figure 2a which contains
two layers of biLSTM to encode the information
of sequences achieves 0.9842 and the one shown
in Figure 2b which uses attention mechanism to
combine the context information from embedding
layer and the sequence information from each biL-
STM layer to get a summary vector of the sen-
tence, reaches 0.9844 in AUC.

5 Stacking of Classifiers

Stacking of classifiers is a standard way of increas-
ing the accuracy of a classification task by com-
bining the predictions of multiple classifiers to-
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Figure 2: Structure of neural network classifiers
trained and tested in this work

Figure 3: A schematic of applied stacking method

gether (Merz, 1999). In this method, a supervisor
model is trained and learns how to combine the
predictions of different types of models that dif-
fer in their variance, bias and capability of deal-
ing with noise (Sluban and Lavrač, 2015). Fig-
ure 3 describes the stacking method applied in this
work. We used a Light Gradient Boosting Ma-
chine (LGBM) stacking model which is a gradient
boosting library implemented by Microsoft (Ke
et al., 2017). LGBM is an implementation of fast
gradient boosting on decision trees. Given a set
of features, this classifier learns a linear combi-
nation of the predictions of preliminary classifiers
to predict the label. The output of softmax layer
from both classifiers (probabilities predicted for 6
classes) is fed to the LGBM. Also, the length of
the text, frequency of exclamation marks and fre-
quency of capital letters are considered as LGBM
features. The LGBM classifier reached a 0.9847
score.

Table 2: comparison of different classification
models

classifier training AUC
classifier-1 supervised 0.9842
classifier-2 supervised 0.9844
LGBM supervised 0.9847
classifier-1 semi-supervised 0.9860
classifier-2 semi-supervised 0.9862

6 Semi-supervised Training

In this section, we investigate the impact of
pseudo-labeling as a semi-supervised training
method (Lee, 2013). Simply put, we split the test
dataset into 10 folds. We then trained the two
classifiers described in Section 4, in a supervised
fashion, with both training set and 9 folds of test
set. For test set, pseudo-labels are used which
are the predictions calculated by the best classi-
fier (the LGBM model) as if they were true la-
bels. The trained classifier is tested on the 10th
fold and the experiment is repeated for all 10 folds.
This method has shown to be equivalent to entropy
regularization (Grandvalet and Bengio, 2005) and
makes up for dissimilarities of distributions be-
tween test and train dataset. Semi-supervised
training of classifier-1 and classifier-2 improves
the AUC score to 0.9860 and 0.9862 respectively.

7 Conclusion

Our investigation reveals that in the domain of
conversational text, choosing the right text rep-
resentation is crucial. Comparisons between
multiple standard text representation techniques
show that character-level representations outper-
form word-level representations in case of con-
versational text. Even with conventional SVM
one-vs-rest classifiers, drastic improvement can
be achieved when the text representation includes
character level tfidf instead of only word level tfidf
vectors (Table 1 ). We also showed that using var-
ious state-of-the-art classification techniques in-
cluding sequence modeling neural network mod-
els, attention mechanisms and stacking of classi-
fiers can slightly improve the AUC score of clas-
sification. Moreover, we demonstrated that further
training of models through automatic labeling of
unannotated datasets can improve the success rate
of the classifier (Table 2). However, significance
of these improvements depends on the application,
inference cost and complexity and the amount of
data that has to be processed during inference. Our
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research gave life to a language toxicity identifica-
tion tool, which will be presented alongside this
paper.
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