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Abstract
Developing plausible distractors (wrong an-
swer options) when writing multiple-choice
questions has been described as one of the
most challenging and time-consuming parts of
the item-writing process. In this paper we
propose a fully automatic method for generat-
ing distractor suggestions for multiple-choice
questions used in high-stakes medical exams.
The system uses a question stem and the cor-
rect answer as an input and produces a list
of suggested distractors ranked based on their
similarity to the stem and the correct answer.
To do this we use a novel approach of com-
bining concept embeddings with information
retrieval methods. We frame the evaluation as
a prediction task where we aim to “predict” the
human-produced distractors used in large sets
of medical questions, i.e. if a distractor gener-
ated by our system is good enough it is likely
to feature among the list of distractors pro-
duced by the human item-writers. The results
reveal that combining concept embeddings
with information retrieval approaches signif-
icantly improves the generation of plausible
distractors and enables us to match around 1
in 5 of the human-produced distractors. The
approach proposed in this paper is generalis-
able to all scenarios where the distractors refer
to concepts.

1 Introduction

Multiple-choice tests are one of the most widely
used forms of both formative and summative as-
sessment and are a probably the most prominent
feature of high-stakes standardized exams (Gierl
et al., 2017). Administering such exams requires
the development of a large number of good-quality
multiple-choice questions (MCQs). To illustrate
the need to have a large number of questions, Bre-
ithaupt et al. (2009) report that a 40-item computer
adaptive test for high-stakes examination adminis-
tered twice a year would require a bank with 2,000

items and Gierl et al. (2017) estimate that the cost
of developing an item bank of this size would be
between 3,000,000 and 5,000,000 USD. Naturally,
this creates the incentive to automate the test pro-
duction as much as possible and has resulted in a
large number of papers on the topic of automatic
MCQ generation.
An important aspect of MCQ development is the
generation of plausible distractors (wrong answer
options), as they can help control for the difficulty
of the item, reduce random guessing and discrim-
inate properly between different levels of student
ability (Alsubait et al., 2013). This task poses a
challenge to both humans and machines and is es-
pecially demanding in the field of medical exams.
For example, an analysis of 514 human-produced
items including 2056 options (1542 distractors
and 514 correct responses), administered to un-
dergraduate nursing students, indicated that “Only
52.2% (n = 805) of all distractors were function-
ing effectively and 10.2% (n = 158) had a choice
frequency of 0.” (Tarrant et al., 2009). Items
with more functioning distractors were found to
be more difficult and more discriminating.
A particular challenge for the automatic develop-
ment of MCQ distractors for the medical domain
is the coverage of the ontologies, which could be
too narrow in some cases, and too broad in others,
and the need to rank the candidates in order to se-
lect the best ones. At the same time, this domain
is of particular need of automated assistance, as
the requirement for a very specialized knowledge
makes the recruitment of item-writers and the test
development procedure even more costly.

To address this issue we propose a method to
fully automatically suggest distractors for MCQs
given a stem1 and a correct answer. The data used

1In this study we refer to the following components of an
MCQ. The stem denotes the part that identifies the question or
problem; answer options refer to all possible answers that an
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in this study features two sets of 1,441 MCQs and
369 MCQs from the United States Medical Li-
censing Examination (USMLE) for which we have
the stem, all answer options and information on
which the correct answer is. We compare two
approaches to suggesting distractors based on: i)
concept embeddings only and ii) concept embed-
dings reranked using information retrieval tech-
niques. The evaluation of these approaches is for-
mulated as a prediction task, where each system
uses the stem and the correct answer as an input
and tries to predict the existing distractor options
for each item as an output. The contributions of
this study are as follows:

• We propose a novel method for distractor
generation and selection based on concept
embeddings reranked using information re-
trieval, which can successfully suggest rele-
vant distractors given an item stem and the
correct answer option.

• We show that the ranking based on
information-retrieval methods improves
the distractor prediction significantly.

• The approach used in this study is generalis-
able to all scenarios where the answer options
refer to concepts. Furthermore, it can gen-
erate distractors for any item given that the
correct answer features as an entry in the on-
tology, as opposed to only items generated by
a specific method.

The rest of this paper is organised as follows.
The next section presents related work on auto-
matic item generation with special emphasis on
distractor generation and evaluation. Section 3 de-
scribes the data sets used in this study and Section
4 describes our method. The results are reported in
Section 6, discussed in Section 6 and summarised
in Section 7.

2 Related Work

The automatic generation of multiple-choice ques-
tions (MCQs) has received a lot of attention in the
past two decades, offering a range of approaches
such as template-based item generation (Gierl
et al., 2015, 2016; Lai et al., 2016), ontology-
based item generation (Holohan et al., 2006; Pa-
pasalouros et al., 2008; Alsubait et al., 2014),

examinee can choose from; distractors are the wrong answer
options, and the correct answer is the correct answer option.
Please refer to Table 1 for an example of a MCQ item.

and generation of items from unstructured text
(Mitkov and Ha, 2003; Brown et al., 2005; Heil-
man, 2011; Hoshino and Nakagawa, 2005; Ma-
jumder and Saha, 2015).
The work most relevant to the field of MCQ gener-
ation for the medical education domain relies on a
semi-automatic approach for template-based lan-
guage generation, where variations of items are
produced based on an item template (Gierl et al.,
2016; Lai et al., 2016). An item template is a
model that highlights the features which can be
manipulated in order to generate a variation of the
MCQ (e.g. strings and numerals) and thus increase
the item bank for an exam. The method is semi-
automatic in that it requires content developers to
specify the initial item template and the informa-
tion which could potentially be varied. For nu-
meric options, the distractors are generated based
on a pre-defined formula for each distractor candi-
date. For key feature options, the distractors may
be from the same category as the correct answer,
such as the same concept, topic, or idea at varying
hyponymic or hypernymic levels. Evaluation of
13 MCQs generated in this way by 455 Canadian
and international medical graduates revealed that
the generated items were consistently discrimina-
tive in measuring the different levels of abilities of
the students (Lai et al., 2016).
In terms of automatic distractor generation, sys-
tems which generate MCQs based on unstructured
text have a limited ability to infer implicit rela-
tions within the text and generate plausible dis-
tractors (Alsubait et al., 2013). However, Mitkov
and Ha (2003) select distractors by using Word-
Net to compute concepts semantically close to
the correct answer by retrieving hypernyms, hy-
ponyms, and coordinates of the term. In the event
of WordNet returning too many concepts, prefer-
ence is given to those appearing in the corpus and
in the event that no concepts are returned the cor-
pus is searched for noun phrases with the same
head which are then used as distractors. Evalua-
tion of 24 MCQs with test-takers revealed that the
distractors were able to discriminate between high
and low-ability students, where only 3 distractors
were selected by no student and 6 were classed as
poor, for misleading high-ability students.
Finally, most ontology-based MCQ generation
systems output distractors based on hierarchical
parent and sibling relations between the correct
answer and the candidates (Papasalouros et al.,
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An example of an item from the public data set
A 55-year-old woman with small cell carcinoma of the lung is admitted to the hospital to undergo
chemotherapy. Six days after treatment is started, she develops a temperature of 38C (100.4F).
Physical examination shows no other abnormalities. Laboratory studies show a leukocyte count of
100/mm3 (5% segmented neutrophils and 95% lymphocytes).
Which of the following is the most appropriate pharmacotherapy to increase this patient’s leukocyte
count?
(A) Darbepoetin
(B) Dexamethasone
(C) Filgrastim
(D) Interferon alfa
(E) Interleukin-2 (IL-2)
(F) Leucovorin

Table 1: An example of an item from the USMLE exam

2008). Different strategies are then employed to
select the most plausible distractors and the gener-
ated MCQs are most commonly evaluated by ex-
perts, and in more rare cases given to students or
crowd workers. For example, Papasalouros et al.
(2008) present a rule-based approach for select-
ing the distractors, mostly limiting them to sib-
lings of the correct answer. In another study Žitko
et al. (2009) use ontologies to generate the ques-
tion stems and then propose a random list of al-
ternative answers. More recent approaches make
use of the semantics of the domain represented as
mapped axioms (Vinu and Kumar, 2015b). An-
other approach called pattern-based MCQ genera-
tion utilizes different combinations of predicates
associated with the instances of an ontology to
generate the stems (Vinu and Kumar, 2015a). The
distractors are selected from the list of instances in
the ontology within the intersection classes of the
domain or range of the predicates in the stem and
are presented in a random order. In a follow-up
study, Vinu et al. (2016) manipulate the difficulty
of the stem and choice set based on similarity mea-
sure called Instance Similarity Ratio which takes
into consideration the similarity between instances
with regards to the conditions in the stem. The
system then varies the question difficulty based on
the similarity between the distractors, the correct
answer and the stem (higher similarity indicates
a more difficult question). Evaluation with test-
takers revealed a correlation of .79 between the
predicted and the actual difficulty levels.

The studies mentioned so far describe automatic
and semi-automatic approaches for distractor gen-
eration in scenarios where the system generates
the entire MCQ (i.e. it controls the stem). In the
experiments presented in this paper we introduce
a fully automatic approach to distractor generation

and selection based on embedding vectors and in-
formation retrieval techniques, which can be used
for any given stem and correct answer pair. The
next section presents the data used in our study.

3 Data

In this study we use multiple-choice questions ad-
ministered by the United States Medical Licens-
ing Examination (USMLE). The USMLE exam is
a high-stakes examination for medical licensure in
the United States, the outcome of which is recog-
nised by all medical boards in the USA. The goal
of the licensure and certification examination is
to ensure that medical professionals have met the
required standards and are qualified to engage in
practice. The data has been provided by the Na-
tional Board of Medical Examiners (NBME) who
develop and manage the USMLE.

We use two separate data sets of questions
where each test item is a single-best-answer
multiple-choice question consisting of a stem fol-
lowed by four or more response options. An ex-
ample of such item is provided in Table 1.

Our main data set consists of 1,441 multiple
choice test items that have been administered or
pretested during the 2008 administration of the
USMLE. These questions are not available to the
public due to test security reasons and are hence-
forth referred to as the private data set. An ad-
ditional 369 items which are publicly available2

have also been used in this study and are referred
to as the public data set. The public data set con-
tains 132 questions from the USMLE Step 1 2015
sample booklet, 117 questions from the USMLE
Step 1 2016 sample booklet, and 120 questions

2The items can be accessed at the USMLE web site, for
example: http://www.usmle.org/pdfs/step-1/
2017samples_step1.pdf
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from the USMLE Step 2 2017 sample booklet.
The main characteristics of the test items and their
options within both sets are presented in Table 3.

Dataset Public Private
Total number of items 369 1441
Total number of options 1728 7664
Total number of distractors 1359 6223
Options per item 4.68 5.32

Table 2: Item characteristics for the two data sets

4 Method

Content specialists are instructed to create distrac-
tors that are similar in content and structure rel-
ative to the correct options (Ascalon et al., 2007;
Gierl et al., 2017; Case and Swanson, 2001). The
similarity can be quantified using either ontologies
or computational models such as distributional
similarity ones. For example, according to embed-
ding vectors which represent the state-of-the-art in
distributional similarity, distractors found in actual
items are more similar to the correct answers than
random concepts; they are also more similar to
their stem than a random concept as well (this is
also empirically tested further in the paper, see ta-
bles 3 and 4). As a result, we extend the instruction
that distractors should be similar to the correct an-
swers to computer models used to suggest distrac-
tors: distractor candidates are those that are simi-
lar to the correct answers and stems, measured us-
ing various models of similarity, and specifically,
embedding vectors and information retrieval based
similarity (Sections 4.1 and 4.3).

We first describe the lexicons, the embedding
vectors derived from them (Section 4.1) and how
they are used to calculate the similarity between
different item parts (e.g. stem, correct answer,
answer options, etc.) (Section 4.2). We then de-
scribe the methodology for ranking the suggested
distractors using information retrieval techniques
in Section 4.3.

4.1 The concept embeddings

We use embedding vectors to quantify the sim-
ilarity between correct answers, distractors, and
stems. Precomputed embedding vectors are avail-
able for various lexical databases such as Freebase
and UMLS. We use the embedding vectors based
on data from two lexical-semantic databases:

• Unified Medical Language System (UMLS) 3

2012. We use the concept embedding vectors
provided by Yu et al. (2017). These vectors
are built using Pubmed citations published
before 2016, bag-of-words model, and 200
dimensions.

• Freebase entities4. Freebase is a large collab-
orative knowledge base containing more than
39 million topics and more than 1.9 billion
“facts”. We use pretrained vectors for 1.4M
entities, trained using 100B words from vari-
ous news articles5. Each vector has 1000 di-
mensions.

Table 5 shows the number of USMLE item
options that are also entries in the two lexical-
semantic databases: UMLS and Freebase enti-
ties. As can be seen from the table, the UMLS
database is a promising source for option candi-
dates, as more than half of the options from both
data sets can also be found in this database. On
the other hand, Freebase vectors have been derived
from much more data compared to UMLS vectors
(approximately 100 billion of tokens). Neverthe-
less, even though Freebase has more concepts than
UMLS (the Freebase vectors represent 1.4M enti-
ties, whereas UMLS vectors represent 300K con-
cepts), its coverage is poorer in the medicine do-
main, and only 32% of distractors can be found in
the Freebase, versus 56% coverage of UMLS (see
Table 5). Based on this comparison, we focus on
experimenting with the UMLS vectors and all re-
sults reported in the remainder of this paper were
obtained using UMLS vectors.

4.2 Similarity calculation

We then calculate the similarity between:

1. The options themselves

2. Distractors and correct answers

3. Stems and options

4. Stems and correct answers

The similarities are calculated using embedding
vectors as follows. The embedding vectors map
an entity to a vector of n dimensions. In the case
of the Freebases entities, n = 1000, and in the case
of the UMLS concepts, n = 200. These vectors

3https://www.nlm.nih.gov/research/umls/
4https://developers.google.com/freebase/
5https://code.google.com/archive/p/word2vec/

392



Mean STD Min Max N
Distractor-CorrectAnswer 0.34 0.15 -0.10 0.82 1341
Option-Option (Dist-CorrAns + DistDist) 0.33 0.15 -0.10 0.82 3674
Random pair of entities 0.09 0.13 -0.09 0.92 10000
Stem-Option 0.17 0.08 -0.02 0.53 1860
Stem-CorrectAnswer 0.18 0.08 -0.01 0.53 519
Stem-Random entity 0.05 0.06 -0.13 0.34 1860

Table 3: Cosine similarity between different item-part configurations calculated using Freebase vectors, using the
private dataset.

Mean STD Min Max N
Distractor-CorrectAnswer 0.41 0.17 -0.12 0.98 2849
Option-Option (Dist-CorrAns + DistDist) 0.39 0.19 -0.21 0.98 7981
Random pair of entities 0.03 0.17 -0.40 0.99 10000
Stem-Option 0.30 0.15 -0.24 0.71 4408
Stem-CorrectAnswer 0.34 0.14 -0.08 0.69 806
Stem-Random entity 0.02 0.17 -0.42 0.64 4408

Table 4: Cosine similarity between different item-part configurations calculated using UMLS vectors, using the
private dataset.

Total hits (%)
Lexicon Public Private
UMLS concepts 964 (56%) 4408 (57%)
Freebase entities 562 (32%) 2734 (36%)
In either 980 (57%) 4448 (58%)

Table 5: Number of USMLE item options that are also
entries in the two lexical-semantic databases

represent the distributional information of the en-
tities with regard to some training objective and
the cosine distance between two vectors is a good
estimation of the similarity between the two enti-
ties. Here, “similarity” is defined as the similarity
of information the two entities contain that is use-
ful for the objective of the models used to acquire
these vectors. The training objectives of the two
sets of embedding vectors are to predict the con-
text in which an entity would appear.

The representative embedding of a stem is
computed by first translating the stem into a
list of Concept Unique Identifiers (CUIs) using
Metamap6. In cases where numerals were present
in the stem (e.g. 100/mm3, 95%), these were ex-
cluded. We then sum the CUIs in the stem in the
following way7:

S = L2 − norm

( ∑

CUIinS

VCUI

)

We only choose options that appear in the re-
spective databases. Table 3 shows the cosine simi-

6https://metamap.nlm.nih.gov/
7OOV rate: About 8% of the CIUs returned by Metamap

do not feature in UMLS embedding

larities calculated using Freebase entities’ embed-
ding vectors, whereas Table 4 shows the calcula-
tions using UMLS concepts’ vectors. We also per-
form calculations using random entities as a base-
line. N represents the number of pairs.

As shown in Table 3, options that are found
within the Freebase database are more similar to
each other and to the stems, compared to random
entities. This suggests that Freebase vectors can
be used to suggest option candidates by suggesting
entities which are similar to the correct answer. As
can be seen from Table 4, options that are found
within the UMLS database are also more similar
to each other and to the stems than random entities
are. The above observations confirm the premise
that measurable similarity between distractors and
the correct answers as well as the stems can be
used as a criterion to suggest distractor candidates.
They serve as a basis for our proposed method of
predicting which distractor candidates would ac-
tually be used, as detailed below.

4.3 Predicting distractors using embedding
vector similarity and information
retrieval

In order to predict which distractor candidates
would actually be used in an item, we first get
the list of candidates, and then rank these candi-
dates according to their similarity to the options
and stems. The list of candidates could be entire
UMLS, or only those that share the same semantic
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type8 with the correct answers (STY), are marked
as sibling of the correct answer (SIB), or are built
using a graph walking method starting from the
correct answers, then walk up to their broader con-
cepts and then walk down to the narrower concepts
of these broader concepts (RB RN). For each of
these choices there is a trade-off between cover-
age and precision. Using sibling relation only will
produce the least number of candidates, at the ex-
pense of having the least coverage (only around
20% of potential matches). On the other hand, us-
ing the entire UMLS as candidates would ensure
maximum coverage, at the expense of having to
consider hundreds of thousands of candidates for
each correct answer.

We then sort the candidates according to their
similarity to the correct answers combined with
the stem. This similarity is measured as the cosine
similarity between the embedding vectors of the
candidates, and those that represent the sums of
the embedding vectors of the correct answer and
those of the stem.

Top 10, 20, and 100 are called “predictions”,
and the number of correct “predictions” (i.e. the
number of candidates that actually features as real
distractors) is recorded as hits.

We also incorporate information retrieval. We
first get the top n suggestions (in our experiment,
we use n = 500), as previously described, we
then rerank the candidates according to the rank
of the first document in which they appear, when
we use the stems as the query as we search our
text collection, in our case, 2013 MEDLINE cita-
tions9. We use Lucene10 for indexing and retriev-
ing documents. The premise for this reranking is
similar to that of Mitkov and Ha (2003): distractor
candidates that appear in the same document that
contains fragments of the stem would be priori-
tised over other candidates. Documents that con-
tain fragments of the stem are retrieved by query-
ing the text collection with the stem as the query.

To the best of our knowledge, a similar set up
for the generation and evaluation of distractors has
not been proposed before, which is why we are not
able to compare our results to baselines from pre-
vious studies. We do, however, compare the per-
formance of our system to a baseline of random hit
prediction. Furthermore, the concept-embedding

8For the full list of semantic types in UMLS, please visit
https://www.nlm.nih.gov/pubs/factsheets/umlssemn.html

9https://mbr.nlm.nih.gov/Download/Baselines/2013/
10https://lucene.apache.org/

approach can be viewed as a baseline compared to
the approach using concept embeddings combined
with IR techniques.

5 Evaluation

In order to evaluate our approach and the useful-
ness of the suggestions in the generated list, we de-
scribe an evaluation procedure where our system
takes existing items together with all their options
and tries to “predict” one or more of the existing
distractors. In other words, if the system comes
up with one or more of the same distractors as the
ones produced by the human item-writers, then the
approach could be considered useful for the gen-
eration of suitable distractor suggestions for new
items. To do this, for each item, we get the first n
concepts that are most similar to the combination
of stem and the correct answer, and see how many
of these concepts actually feature as distractors in
that item (hits). The number of hits provides an
estimation of the usefulness of the suggested list.

The results are presented in Table 6. Within that
table, Applicable items are the ones whose cor-
rect answers could produce distractor candidates
using the specific ontology relation. Number of all
candidates reflects the number of candidates sug-
gested by the specific ontology relation. Maximum
number of hits refers to the number of hits if all
the suggested candidates are considered, Random
N hits is the number of hits if random N candi-
dates are picked for each item. Recall at N signi-
fies the total number of hits if the top N candidates
are considered, divided by the total number of dis-
tractors that also feature in UMLS. In terms of
ontology relations, SIB includes only candidates
that are considered to be the siblings of the cor-
rect answer (according to UMLS). RN RB means
that only candidates that share a broader or nar-
rower concept with the correct answer are consid-
ered, and STY means that all candidates that share
the same semantic type with the correct answer
are considered. The precision and recall relation
is presented in Figure 1, while Figures 2 and 3
present the recall for the private and public data
sets respectively.

As can be seen from Table 6, the suggested list
outperformed the baseline of random hits in all
three types of relations (SIB, RB RN and STY),
where best result (in terms of trade off between
precision and recall) is achieved for the top 20
hits. Using the broadest ontology relation, namely
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By approach (the relation used is STY)
Public Private

Top 10
Embedding only 73 319

IR reranking 76 325
Improvement 4% 2%

Top 20
Embedding only 99 492

IR reranking 142 572
Improvement 43% 16%

Top 100
Embedding only 190 811

IR reranking 275 1242
Improvement 45% 53%

By Ontology relation (IR reranking is used)
Public Private

Ontology relations SIB RB RN STY SIB RB RN STY
Applicable items 143 165 181 640 756 806
Number of all candidates 3657 63998 10804667 18660 327623 48539316
Maximum number of hits 85 208 473 424 942 2360
Top 10 hits baseline 75 70 76 333 290 325
Random 10 hits 57 11 1 275 64 2
Recall at 10 (over all possible
UMLS distractors, see last row) 0.13 0.12 0.13 0.12 0.10 0.11
Top 20 82 120 142 382 450 572
Recall at 20 0.14 0.20 0.24 0.13 0.16 0.20
Top 50 85 165 233 410 750 968
Recall at 50 0.14 0.28 0.39 0.14 0.26 0.34
Top 100 85 191 275 415 844 1242
Recall at 100 0.14 0.32 0.46 0.15 0.30 0.44
Distractors that belong to items whose
correct answers feature in UMLS,
and themselves also feature in UMLS 592 2831

Table 6: Evaluation results: distractor hits.

same semantic type (STY), performs as well as the
sibling (SIB) relation for the top 10 hits (i.e. 76 vs.
75, respectively, for the public data set and 325 vs.
333 for the private one). From the top 20 hits on-
wards, the STY relation outperforms SIB (i.e. for
20 hits we have STY hits= 142 and SIB = 82 for
the public data set and STY = 572 and SIB = 382
for the private data set).

Figure 1: Precision - Recall Relation Graph

An example of a question and the list of gen-
erated distractors and their ranking is presented
in Table 7. As can be seen from the table, the

Figure 2: Recall at N, Private Data Set

Figure 3: Recall at N, Public Data Set

395



Example Question 85, 2015 Booklet
A 30-year-old man with peptic ulcer disease suddenly develops pain, redness, and swelling of his right first
metatarsophalangeal joint. There is no history of injury. Serum uric acid concentration is 8 mg/dL. Examination of joint
aspirate shows birefringent crystals.
Which of the following drugs is most appropriate to treat the acute symptoms in this patient?
(A) Allopurinol;
(B) Colchicine (correct answer)
(C) Morphine;
(D) Probenecid;
(E) Sulfinpyrazone

SIB Top 10 SIB Top 10 IR RB RN top 10 RB RN top 10 IR STY top 10 STY top 10 IR

Vinca alkaloid Allopurinol* Desacetylcolch. Allopurinol* Colchicoside Probenecid*
Castanospermine Probenecid* Colchamine Morphine* Cornigerine Indomethacin
Emetine Opioid Vinca alkaloid Probenecid* Vinblastine sulf. Benemid
Probenecid* Quinine Thiocolchicoside Indomethacin Desacetylcolch. Sulfinpyrazone*
Cyproheptadine Dl-hyoscyam. Desmethylphall. Naproxen Oncodazole Gabexate Mesylate
Strychnine Amitriptyline O-methylandroc. Sulfinpyrazone* Lumicolchicine Deltahydrocort.
Swainsonine Cocaine Isocolchicine Uricosuric agent VLB Cholestyramine res.
Staurosporine Emetine Chelidonine Methyl morphine Oryzalin Methotrexate
Paclitaxel Hyoscine Tropone Opioid Demecolcine 6-alpha-Methylp.
Aconitine Nicotine Paclitaxel Quinine Colchicine analog Ursodeoxycholic Ac.

Table 7: Example of the Top 10 candidates suggested by various ontological relations and rankings for Question
85 from the 2015 booklet. Suggestions that also feature in the item are marked with *.

information-retrieval ranking improves the num-
ber of hits in all types of relations (SIB, RB RN,
and STY). It should be noted that the improvement
we notice in this example is not as significant in
other examples but the general trend is the same.
The average improvement across of all items can
be seen in Table 6.

6 Discussion

The results presented above indicate that best per-
formance is achieved when combining the two
approaches, namely generating distractors using
concept embedding similarity to provide the ini-
tial list, and then using a re-ranking approach from
information retrieval in order to improve the pre-
diction. Using this combined approach, our sys-
tem can hit around 1 in 5 distractors produced by
the human-item writers when producing 20 can-
didates for each item. It should be noted that a
random pick in the case of “predicting” distractors
has a very low chance of being correct. For exam-
ple, using the STY relation, a random 10 chosen
distractor candidates for each item will probably
produce one hit for the whole public dataset, and
two hits for the whole private dataset. It is also
worth noting that the proposed method does not
rely on training data.

It was shown that the STY relation outperformed
the SIB relation in the samples of top 20, top 50,

top 100 hits. The reason for this result is the ability
of the STY relation to consider more candidates.
Based on these results, we recommend the use of
a broader ontology relation. Further to this, the re-
sults presented in Table 6 indicate that the longer
the list of suggested ditractors, the smaller the re-
turn. As can be seen, the return diminishes when
having a list of more than 20 suggested distractors.

One limitation of the current evaluation is the
fact that it assumes that the distractors developed
by the human item-writers are the best ones. As
shown in the introduction section, this may not
necessarily be the case since item-writers also find
the selection of plausible distractors a challeng-
ing task. It is also quite possible that some of
the automatically generated distractors are suitable
enough even though they were not included as an
item option and in this sense it is possible that
our evaluation has been too conservative and that
more distractor candidates are in fact feasible op-
tions. To address this we plan a future evaluation
where human item-writers will be presented with
a list of automatically generated distractors that
they can choose from. An even longer term evalu-
ation would be to assess the quality of the distrac-
tors by collecting data from examinees and using
the item response theory (Embretson and Reise,
2013). Another limitation is that since we do not
have control over the stem, we do not control for
cases where a plausible distractor candidate may
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in fact be an alternative correct answer. To a cer-
tain extent this is mitigated by the condition that
no synonyms of the correct answer can feature as
distractors and that, ultimately, there would be a
human item-writer who selects the most suitable
distractors proposed by the system.
To the best of our knowledge, the experiments pre-
sented in this paper are the first fully automatic
approach for distractor generation which relies on
the combination between concept embeddings and
IR. The benefit of this approach is not only its
performance but that it can also be generalized to
other domains where the distractors are concepts.

Directions for improvement include experi-
menting with different embedding vectors or on-
tological relations (such as RO (other relation) in
UMLS). In addition, instead of using the whole
stem as the query to search the text collection,
one could break the stem into smaller components,
and search using these components11 Last but not
least, the number of prediction hits could be en-
hanced through other machine learning models.

7 Conclusion

We presented an experiment for the automatic sug-
gestions of distractors for multiple-choice ques-
tions given a question stem and the correct answer
option. Our method was based on concept embed-
dings and re-ranking of the distractors candidates
using an information retrieval approach. To evalu-
ate the output, we compare the existing human-
generated distractors and the automatic sugges-
tions in two sets of items. The results indicate that
the concept embeddings can correctly predict one
in five possible distractors, which otherwise has a
very low chance of being predicted randomly. Re-
ranking of the candidates boosts the performance
significantly, which shows that approaches from
IR can contribute to the task of automatic distrac-
tor generation.
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Ani Grubišić. 2009. Dynamic test generation
over ontology-based knowledge representation in
authoring shell. Expert Systems with Applications,
36(4):8185–8196.

398


