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Introduction

The eighth workshop in Cognitive Modelling and Computational Linguistics (CMCL 2018) was held in
Salt Lake City, Utah. This time we decided to do things differently and co-locate our workshop with the
first meeting of the Society for Computation in Linguistics (SCiL), which itself was held alongside the
annual January meeting of the Linguistics Society of America. We did this instead of the usual workshop
arrangement with an Association of Computational Linguistics (ACL) affiliated conference in order to
emphasize the interdisciplinary nature of the CMCL “mission” and attract papers and attendees who do
not normally attend ACL-related venues. We intend to return to ACL conferences and possibly alternate
between ACL and linguistics-focused venues in the future.

We are very pleased to report that our strategy was successful. This year’s proceedings cover a
wide gamut of computational models and experimental techniques for linguistic and psycholinguistic
phenomena, from fMRI work to language modeling for reading times. As before, we provided a Best
Student Paper Award and four travel grants to student authors. Thanks to the generous support of the
Department of Cognitive Science at Johns Hopkins University for enabling us to continue that tradition
this year.

We received fifteen paper submissions in total, of which six were chosen for oral presentation and two
for posters. One paper was chosen as an extended abstract and presented as a poster and does not appear
in these proceedings. We would like to give special note to the extremely high quality of submissions
relative to the limited time in our schedule; making final acceptance decisions was truly a very difficult
process of choosing among excellent and interesting work.

Finally, once again, we would like to thank the authors, reviewers, and attendees for making this
workshop a successful endeavour.

Cassandra Jacobs
Tal Linzen
Asad Sayeed
Marten van Schijndel
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Abstract

This paper presents evidence of a linguis-
tic focus effect on coreference resolution
in broad-coverage human sentence pro-
cessing. While previous work has ex-
plored the role of prominence in coref-
erence resolution (Almor, 1999; Foraker
and McElree, 2007), these studies use con-
structed stimuli with specific syntactic pat-
terns (e.g. cleft constructions) which could
have idiosyncratic frequency confounds.
This paper explores the generalizability of
this effect on coreference resolution in a
broad-coverage analysis. In particular, the
current work proposes several new estima-
tors of prominence appropriate for broad-
coverage sentence processing and evalu-
ates them as predictors of reading behav-
ior in the Natural Stories corpus (Futrell,
Gibson, Tily, Vishnevetsky, Piantadosi,
and Fedorenko, in prep), a collection of
“constructed-natural” narratives read by a
large number of subjects. Results show a
strong facilitation effect for one of these
predictors on exploratory data and confirm
that it generalizes to held-out data. These
results provide broad-coverage support for
the hypothesis that coreference resolution
is easier when the target entity is focused
by discourse properties, resulting in faster
reading times.

1 Introduction

Coreference resolution has often been assumed
to incur processing costs due to some form of
memory retrieval or search through accessible
antecedents, similar to the binding problem for
syntactic dependency attachment (Felser, Phillips,
and Wagers 2017). This search has been shown to

be facilitated by linguistic focus (or prominence
or salience) arising from syntactic, pragmatic, se-
mantic, lexical, information structural and other
factors. Previous work has investigated the role
of linguistic focus in coreference resolution using
constructed stimuli (Perfetti and Goldman, 1974;
Greene et al., 1992; Almor, 1999; Foraker and
McElree, 2007). However, as discussed in Shain
et al. (2016), effects found using constructed stim-
uli often fail to generalize to broad-coverage sen-
tence processing. It is possible that results ob-
tained using constructed stimuli are due in part to
(1) information-theoretic factors that such studies
rarely control for (e.g. surprisal), (2) limited syn-
tactic coverage, and/or (3) properties of the stim-
uli themselves that are atypical of naturalistic sen-
tence processing (e.g. overrepresentation of rare
constructions, odd semantics, or lack of context).

While previous work (Almor, 1999; Foraker
and McElree, 2007) has operationalized promi-
nence or linguistic focus using cleft constructions,
such constructions are very rare (Roland et al.,
2007) and therefore cannot be relied upon to pre-
dict online processing in the broad-coverage set-
ting.

The current work addresses these concerns by
deploying novel broad-coverage implementations
of focus as predictors of reading times in a large
corpus of naturalistic self-paced reading (SPR) by
many subjects (Futrell, Gibson, Tily, Vishnevet-
sky, Piantadosi, and Fedorenko, in prep). Follow-
ing Shain et al. (2016), the current work evalu-
ates these predictors against a baseline including
both n-gram and probabilistic context-free gram-
mar (PCFG) estimates of incremental surprisal.
Using this procedure, results show a significant
facilitatory effect of predictors relating to linguis-
tic focus on reading time latencies, supporting the
hypothesis that focus effects for coreference ob-
served using constructed stimuli do indeed gener-
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alize to broad-coverage sentence processing.

2 Related Work

The current study draws on two broad areas of in-
vestigation in the psycholinguistic literature: (1)
the role of linguistic focus in coreference resolu-
tion and (2) the use of broad-coverage methods to
test models of human sentence processing.

2.1 Linguistic focus and coreference
resolution

Linguistic focus directs subjects’ attention toward
particularly salient or important discourse refer-
ents during sentence processing. Studies such as
Perfetti and Goldman (1974), Greene et al. (1992),
Almor (1999), Foraker and McElree (2007) and
Sauermann et al. (2013) have explored the ef-
fects of linguistic focus on subjects’ processing of
coreference.

Greene et al. (1992) offer a model of pronoun
resolution within a rich discourse representation
that recognizes syntactic, semantic, and pragmatic
factors for referent focus. Syntactic factors that
can increase focus include clefting (e.g., It was
the bird that ate the fruit), subject vs. object po-
sition (e.g., The bird ate the fruit), predicative vs.
prenominal modification (e.g., the red house is
beautiful), and the status of nouns introduced as
verbal complements vs. nominal compounds (e.g.,
The boat is located in the boathouse). Semantic
and pragmatic factors include the causal role of
a referent, where the perceived causal agent of a
verb could be more focused than the verb’s other
arguments. Additionally, referents more closely
related to the topic can increase focus for those
referents. The Greene et al. model matches fea-
tures of each anaphor automatically and in parallel
to the features of all the entities in the discourse.
If the match of one entity is sufficiently high, the
entity is chosen, otherwise resolution is delayed or
additional inference might occur.

Almor (1999) argues for a discourse focus effect
in a self-paced reading paradigm. For example,
Almor uses it-clefts to focus the subject: It was the
robin that ate the fruit. The bird seemed quite sat-
isfied; and wh-clefts to focus the object: What the
robin ate was the fruit. The bird seemed quite sat-
isfied. In a self-paced reading (SPR) experiment,
subsequent mentions of focused referents are read
more quickly.

Foraker and McElree (2007) use a speed-
accuracy tradeoff (SAT) paradigm (Wicklegren,
1977) to explore the relationship between promi-
nence and processing cost. Referents are made
more prominent using constructed it-cleft stimuli,
as in Almor (1999). They find improved accuracy
for retrieval of prominent referents but — contrary
to Almor (1999) — no effect on access speed.

Sturt and Lombardo (2005) explore the time
course of coreference resolution, showing evi-
dence that syntactic structure is available before
the end of the utterance, and therefore that coref-
erence decisions are plausibly occurring in an on-
line and incremental way. They find that eye-
tracking data for sentences like The pilot embar-
rassed Mary and put himself/herself/him/her in
a very awkward situation, show distinct patterns
between the reflexive and simple pronoun condi-
tions, indicating that syntactic structure is avail-
able and influencing processing even before the
end of the sentence. Findings like these motivate
our use of SPR as a measure of incremental pro-
cessing difficulty in coreference resolution.

While the present study relies on the aforemen-
tioned approaches in operationalizing focus, it ex-
tends earlier work by using coreference-based fo-
cus predictors in broad-coverage naturalistic read-
ing and in so doing explores implementations of
focus that are better adapted to broad-coverage
analysis.

2.2 Broad-coverage investigation of human
sentence processing

As discussed in Section 1, naturalistic stimuli have
an advantage over task-specific constructed stim-
uli in terms of ecological validity. Several previ-
ous studies have investigated sentence processing
using naturalistic stimuli. This work typically uses
linear mixed-effects modeling (LME) to regress
variables of interest as predictors of some mea-
sure of processing difficulty (e.g. reading fixation
times). Demberg and Keller (2008) examine syn-
tactic dependency length as a predictor of eye-
tracking fixation durations during reading of the
newspaper texts contained in the Dundee corpus
(Kennedy et al., 2003). They do not replicate the
locality effects found in constructed experiments
(Gibson, 2000; Grodner and Gibson, 2005) except
when the analysis is restricted to certain parts of
speech. Frank and Bod (2011) use echo state net-
works to compare the fit of linear vs. hierarchi-

2



cal probabilistic language models to eye-tracking
fixation durations, finding no significant contribu-
tion of hierarchy to model fit. Van Schijndel et al.
(2013) implement a measure of memory retrieval
cost built on a left-corner parsing strategy and find
a significant facilitation effect for retrieval cost on
the Dundee corpus, such that tokens predicted to
require more costly retrieval operations were inte-
grated more quickly during reading.

In all of the aforementioned studies, effects ob-
tained using constructed stimuli do not general-
ize to naturalistic sentence comprehension. Ex-
ceptions exist, however. For example, Shain et al.
(2016) show the predicted inhibitory effect of de-
pendency length on reading times in the Natural
Stories corpus (also used in the current experi-
ments), and Brennan et al. (2016) and Lopopolo
et al. (2017) find increased neural response in cer-
tain brain regions1 to various types of probabilistic
language models. To our knowledge, the current
work is the first to extend these broad-coverage
methods to the study of coreference resolution.

3 Data

The experiments described in this paper use the
Natural Stories corpus (Futrell, Gibson, Tily, Vish-
nevetsky, Piantadosi, and Fedorenko, in prep),
which consists of 10 stories with reading times
from 181 subjects using a self-paced reading
(SPR) paradigm. These stories occupy an inter-
mediary position between isolated constructed ex-
amples on the one hand and naturally-occurring
text on the other. They are written in order to
sound fluent while containing an unusually high
proportion of low-frequency words and syntactic
constructions which are intended to test the ef-
fects of different kinds of memory usage. The
corpus contains 485 sentences with 768,023 total
events, where an event is one subject reading one
word. Reading times exceeding two standard devi-
ations from the subject mean, shorter than 100ms,
or longer than 3000ms are excluded as outliers.

For this work, the data is divided into 1/3 devel-
opment or exploratory and 2/3 test or confirmatory
partitions. All main effects are evaluated first on
exploratory data, and the optimal main effect (in
terms of improvement to model fit over the base-
line) is then selected for evaluation on confirma-
tory data. This data split allows for the optimiza-

1As measured by fMRI blood oxygen level dependent
contrast imaging (BOLD)

tion of model predictors and parameters on the ex-
ploratory set, and eliminates the need for multiple
trials correction since only one model is applied to
the confirmatory partition.

3.1 Coreference Annotation

The current work marks all mentions that are
coreferential, in contrast to many previous stud-
ies of coreference that are restricted to pronominal
coreference. This allows the model to be run on
all instances of coreference as well as a pronoun-
only subset of the data. Due to model conver-
gence issues for the pronoun-only subset, how-
ever, reported results are for the larger dataset of
all anaphoric expressions, including pronouns and
full referring forms.

All words referring to the same entity or sub-
sets of previously mentioned sets of entities are
annotated with the sentence and word index of the
most recent previous mention of that entity. See
Fig. 1 for example annotations. Annotation guide-
lines largely follow those from the OntoNotes 5.0
corpus (Weischedel et al., 2013) for identity coref-
erence, except that (1) possessive pronouns are in-
cluded in annotations, and (2) referents are asso-
ciated with referring words rather than constituent
spans. For example, where the OntoNotes guide-
lines link a good suggestion to it in the sentence,
She had a good suggestion and it was unanimously
accepted, the current annotation links the referring
word, suggestion to the anaphor it.2

The current annotation also adds possessive de-
terminers like his, her, its, which are not included
in the OntoNotes identity coreference guidelines.
For this study, it is assumed that such determiners
require some kind of coreference resolution sim-
ilar to that required for identity coreference. It
is possible that a range of coreference types from
strict identity coreference to more weakly related
bridging anaphora, for example, would involve
different processing strategies, but annotations of
these distinctions is substantially more complex
and left for future work.

2Because the reading time data is measured by word,
mention spans that include multiple words would be diffi-
cult to use. That is, there is no clear procedure for assign-
ing credit for observed latencies to the various predictors that
are involved in the span. Essentially, because both the pre-
dictors and observed reading times are defined in terms of
words, so must be the coreference annotation. Therefore, for
multi-word mentions, the referring word is chosen.
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The Lord saw the severity of the problem the people faced and suggested a contest could solve the
problem. He said that whoever could kill the boar and bring as proof its head ... would be rewarded
with land and fame. It was the people of Bradford ... who rejoiced at this proclamation but one question
remained: who would kill the boar?

Figure 1: Example coreference annotation. Words in rectangles are linked to the most recent previous
mention.

The Lordi saw the severity of the problemj the people faced and suggested a contest could solve the problemj .
MentionCount 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
WordDistance 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 10
ReferentDistance 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 5

Hei said that whoever could kill the boark and bring as proof itsk head would be rewarded with land and fame.
MentionCount 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
WordDistance 18 0 0 0 0 0 0 0 0 0 0 0 4 0 0 0 0 0 0 0 0
ReferentDistance 9 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0

Table 1: Example predictor values. MentionCount is the number of previous mentions to the same
referent. The two other predictors measure distance in words or referents, respectively, back to the
antecedent. Words sharing a subscript value are coreferential.

3.2 Baseline Predictors

In order to isolate new effects, it is necessary to
statistically control for known effects. These ex-
periments use word length, n-gram surprisal, syn-
tactic surprisal, and story position.

Word length is a baseline predictor measured as
the number of characters in each word. Longer
words are predictive of longer reading times.

Surprisal (Hale, 2001) is the log of the inverse
frequency, which increases as the frequency de-
creases. The log transform makes surprisal a more
linear measure of exponential changes in stimulus.
The linearity of surprisal is desirable not only be-
cause it allows LMER fitting, but because it cor-
responds with the Weber-Fechner law (Fechner,
1966), which maintains that perception of stimuli
increase additively as stimulus strength increases
multiplicatively. Stevens’ power law (Stevens,
1957) expresses a similar relationship. For word
frequencies, which exhibit a Zipfian curve, the log
of the probability essentially converts the frequen-
cies to a linear perception curve, allowing easier
differentiation of the relative rarity of words that
occur exponentially more or less frequently.

Ngram Surprisal controls for conditional word
frequency, given preceding words as context, and
is a commonly used baseline effect (Monsalve
et al., 2012; van Schijndel and Schuler, 2015). 5-
gram probability is calculated as the linear combi-
nation of most likely n-grams up to 5 words long,

including the target word. Because longer n-grams
are often infrequent and thus have poor or non-
existent frequency estimates, Kneser-Ney smooth-
ing allows the full sequence to be estimated as an
interpolation of shorter n-grams. Following Shain
et al. (2016), this work uses 5-gram probabilities
from the Gigaword 4.0 corpus (Graff and Cieri,
2003) using the KenLM toolkit (Heafield et al.,
2013):

S(wi) = − log P (wi|wi−n...wi−1) (1)

To control for the effect of surprisal due to
syntactic context, the current work estimates the
probability of syntactic tree structure at each
given word (Shain et al., 2016; van Schijndel and
Schuler, 2015). Syntactic context is defined as the
linear combination of all previous syntactic rule
productions up to the current word.

Probabilistic Context-Free Grammar (PCFG)
Surprisal follows that used by van Schijndel and
Schuler (2015) and comes from an incremental
parser (van Schijndel et al., 2013) using the Gener-
alized Categorial Grammar (GCG) framework of
Nguyen et al. (2012). Specifically, PCFG surprisal
is defined as the sum of negative log probabilities
of words given possible trees that span from the
first word to the current word. This is analogous
to n-gram surprisal, but uses hierarchic tree con-
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text rather than linear context:

S(wi) = − log P (Ti = wi|T1...Ti−1 = w1...wi−1)

(2)
where T is a random variable over all trees and
T1...Ti are its first i leaf nodes.

Story Position is a measure of progress through
the story, where each value is computed as the cur-
rent sentence index divided by the total number of
sentences in the story. For example, the 50th sen-
tence in a 100 sentence story would have a story
position of 0.5 for each word in that sentence. This
predictor could be interpreted as a percent com-
pletion measure that is intended to model order ef-
fects due to fatigue, practice or environmental fac-
tors, and generally control for a base rate of read-
ing as the story progresses. There is potential for
discourse predictability to also be captured with
the baseline predictor, analogous to sentence posi-
tion but generalized to the discourse level, where
the space of possible continuations decreases as
more information becomes available.

Sentence Position was originally included in the
baseline, but was removed as the weakest predic-
tor in order to overcome model convergence is-
sues.

3.3 Broad-coverage implementations of focus
Because naturalistic stimuli in English rarely con-
tain the kinds of constructions used to control lin-
guistic focus in constructed stimulus experiments
(Roland et al., 2007), it is necessary to implement
focus in some other way. This work explores two
types of implementations: frequency-based and
recency-based.

The frequency-based implementation, Mention-
Count, is calculated as the running count of men-
tions in a coreference chain. The first mention
has count 0, the subsequent mention count 1, and
so on. This measure is closely related to the no-
tion of thematization used in Perfetti and Gold-
man (1974), who also use repetition as an index
of focus. As a predictor, MentionCount is meant
to test the hypothesis that more frequent refer-
ents are faster to access. Incidentally, Mention-
Count is quite similar to the measures of topicality
proposed by Givón (1983), suggesting a potential
connection between the discourse notion of topi-
cality and the attendant psychological effects that
is left for future research.

The recency-based implementations follow e.g.

McElree (2001) in assuming that more recently
mentioned entities are more prominent and thus
more likely to be remembered better. Specifically,
these experiments use two measures of the dis-
tance between the current word and the most re-
cent mention of its referent: number of intervening
words, and number of intervening discourse refer-
ents. Following Gibson (2000) discourse referents
are operationalized in the latter option as nouns
or verbs, here including pronouns and non-finite
verbs. Experiments also evaluate log-transformed
versions of each of these distance measures, mod-
eling the possibility of non-linear decay over time
in likelihood that linguistic focus for mentioned
entities results in processing facilitation.

Table 1 shows example values for the Mention-
Count and word- and referent-based recency pre-
dictors. Log transformed versions of the recency
predictors are not shown in this figure. For the
first sentence, problem is mentioned twice. The
first mention has zero previous mentions, while
the second has one. Distance in words is 10 be-
tween the two mentions, and distance in referents
(nouns and verbs) is 5.

4 Statistical evaluation

Each main effect predictor is evaluated on the ex-
ploratory data via likelihood ratio test (LRT) of
two fitted linear mixed effects (LME) models, one
including the main effect as a fixed effect and one
excluding it. Both models also contain a set of
baseline fixed effects: word length, 5-gram for-
ward surprisal, incremental PCFG surprisal, and
story position. All models include all baseline
fixed effects. Models also include by-subject ran-
dom slopes for the main effect and every baseline
effect, with the exception of syntactic surprisal,
whose by-subject random slopes were removed as
the weakest predictor in order to overcome lack of
convergence.

Experiments evaluate each main effect over all
instances of coreference, as the smaller pronoun-
only subset did not converge reliably.

Delays in the time course of processing effects
can be modeled by spillover (Erlich and Rayner,
1983), where the effect of an independent vari-
able is predicted to be observed n words later. Us-
ing standard linear regression on the exploratory
dataset, we found the best-fit spillover position of
the baseline predictors to be zero (in situ) with the
exception of PCFG surprisal, which is optimally
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Effect Size (ms)
Effect Predictor units SD
Word Length 2.17 4.23
Syntactic Surprisal 0.36 1.65
5-gram Surprisal 2.34 3.57
Story Position -19.2 -6.62
MentionCount*** -0.14 -2.81

Table 2: Effect sizes for main and baseline predic-
tors on confirmatory partition of data. The main
effect, spilled over MentionCount, is highly sig-
nificant (p = 7.05e − 5). Negative effect direc-
tion indicates a speed-up in reading times. SD
shows β-effect in milliseconds per unit of stan-
dard deviation. Predictor Units are the effect size
in milliseconds, rescaled to the original predic-
tors’ units. Model includes observations from
spilled over anaphors, totaling 59,632 observa-
tions. Word Length is measured in characters, Sur-
prisal is measured in bits, and Story Position is
the proportion of sentences completed, scaled be-
tween 0 and 1.

spilled over by 1 position. In addition to optimiz-
ing the baseline predictors, we consider both in
situ and spillover-1 variants of each of our main
effects.3

The reading time measures are transformed fol-
lowing Box and Cox (1964) to match assumptions
of normality by the likelihood ratio test. These ex-
periments use a coefficient of λ = -0.63.4 All pre-
dictors are also centered and z-transformed prior
to regression.

3The reason for choosing a single optimal spillover po-
sition for each variable rather than considering multiple
spillover positions simultaneously (as in Smith and Levy,
2013, for example) is that our data are too sparse to support
such highly parameterized models given that we are control-
ling for heterogeneity in the population via by-subject ran-
dom slopes for each independent variable. Since there are
181 subjects in the dataset, each additional independent vari-
able (including each additional modeled spillover position
for a given independent variable) contributes 181 additional
slopes to estimate.

4The effect estimates given in Table 2 are presented in
milliseconds for expository purposes. However, this is in fact
a back-transformation of β into milliseconds using the equa-
tion β-ms = (λȳ′ + λβ+ 1)1/λ − (λȳ′ + 1)1/λ, where ȳ′ is
the mean of the transformed reading times (1.55 in our data).
Because Box and Cox (1964) introduces non-linearity, β-ms
is only valid at the back-transformed mean, holding all other
effects at their means.

5 Results

MentionCount in the spilled-over position is
highly significant on exploratory data. Results for
recency-based predictors in the exploratory data
partition are extremely weak, and so they are not
evaluated on confirmatory data.

Due to the separation of data into exploratory
and confirmatory partitions, and subsequent test-
ing on confirmatory data only once, no multiple
trials correction is required. Our results are con-
sistent with a general pattern of smaller effect es-
timates in naturalistic vs. constructed studies of
human sentence processing (Demberg and Keller,
2008; Smith and Levy, 2013; van Schijndel and
Schuler, 2015; Shain et al., 2016). It might be the
case that relatively muted tendencies in naturalis-
tic human sentence processing are exaggerated in
artificial settings devoid of conversation context or
the implicit intended use of language for commu-
nication. The MentionCount values range from 0
to 90, with µ = 2.4 and SD = 9.3. The base-
line predictors all have plausible effect estimates.
The Word length effect is positive, as expected,
indicating a slowdown as word length increases.
The linear 5-gram and hierarchic syntactic sur-
prisal effects are both positive, indicating that pro-
cessing difficulty increases with unpredictability
of the current token given its context. Story posi-
tion effect is negative, showing a general decrease
in reading times as the story progresses.

As a sanity check, a simpler linear only model
(no random effects) was run with the baseline pre-
dictors but not MentionCount. Figure 2 presents
the residuals mapped to the MentionCount pre-
dictor value, showing a slight negative trend that
demonstrates that for high values of Mention-
Count, the baseline’s predictions of reading times
are too high. This negative correlation between
MentionCount and reading times is evident in the
full LMER result. Additionally, there is no obvi-
ous confound from excessive residuals being due
to items at any given MentionCount value.

6 Discussion

These results complement previous work on coref-
erence resolution in constructed stimuli by provid-
ing strong evidence of a broad-coverage discourse
focus effect on coreference resolution. The im-
plementation of linguistic focus that successfully
improved model fit was based on frequency rather
than recency of mention. This is a potentially im-
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Figure 2: Scatterplot of residuals from simple lin-
ear model (no random effects) without Mention-
Count plotted to spilled-over MentionCount pre-
dictor. Fit line shows slight downward trend, in-
dicating main effect of MentionCount to reduce
reading times.

portant secondary finding, since recency-based ef-
fects were found in syntactic dependency locality
effects (Shain et al., 2016). The current negative
result for coreference-based recency effects does
coincide with related lack of recency effects for
syntactic dependencies from Demberg and Keller
(2008) (who also used somewhat naturalistic stim-
uli), and could be attributable to a number of fac-
tors. It is possible that a hybrid estimator — tak-
ing into account both recency and frequency of
mention — might show stronger effects than those
presented here. Additionally, since proforms are
unlikely to occur at great distance to their an-
tecedents, separating recency effects by anaphor
type (full-referring vs. proform) could result in
better predictors. Lastly, recency effects might be
weak at short to moderate distances where coref-
erence succeeds, but could increase in strength for
constructed stimuli where the pronouns are used
further from antecedents than is normal, and ini-
tial coreference fails, resulting in reanalysis. Of
course, these unnatural recency effects would not
be detectable or applicable when analyzing natu-
ralistic stimuli.

It is possible that what we have interpreted as
a linguistic focus effect is in fact related to sur-
prisal. If subjects are attempting to predict dis-

course mentions in advance, it is possible that they
are reallocating probability mass to mentions of
entities as a function of the number of times they
have been mentioned in the past, thereby reduc-
ing surprisal and facilitating processing of men-
tions consistent with this prediction. Whether the
effect is indeed driven by focus or is instead driven
by prediction is also left to future research.

Finally, after considering that high values of
MentionCount can only exist toward the end of
stories, we considered a potential confound of
story position, or relative completion of the story.
Story position turns out to be an extremely strong
predictor that we argue should be added to fu-
ture baselines for this type of data. Despite this,
spilled-over MentionCount is still highly signifi-
cant over this more rigorous baseline.

7 Conclusion

This work provides evidence of a linguistic fo-
cus effect based on reading time latencies from a
coreference-annotated corpus of naturalistic stim-
uli. Experiments on naturalistic stimuli suggest
that mention count is a plausible broad-coverage
implementation of linguistic focus and show that
more mentions of an entity are correlated with
faster reading times.
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Abstract

Within human sentence processing, it is
known that there are large effects of
a word’s probability in context on how
long it takes to read it. This relationship
has been quantified using information-
theoretic surprisal, or the amount of new
information conveyed by a word. Here,
we compare surprisals derived from a col-
lection of language models derived from
n-grams, neural networks, and a combi-
nation of both. We show that the mod-
els’ psychological predictive power im-
proves as a tight linear function of lan-
guage model linguistic quality. We also
show that the size of the effect of surprisal
is estimated consistently across all types
of language models. These findings point
toward surprising robustness of surprisal
estimates and suggest that surprisal esti-
mated by low-quality language models are
not biased.

1 Introduction

Decades of work studying human sentence pro-
cessing have demonstrated that a word’s proba-
bility in context is strongly related to the amount
of time it takes to read it. This relationship has
been quantified by surprisal theory (Hale, 2001;
Levy, 2008), which states that processing diffi-
culty of a word w in context c is proportional
to its information-theoretic surprisal, defined as
− log p(w|c). As a word is more likely to occur
in its context, and thus communicates less infor-
mation (Shannon, 1948), it is read more quickly.

One difficulty in testing such effects of a word’s
probability in context is the need to construct esti-
mates of a word’s probability in context. One way
of estimating such probabilities is to give human
subjects a context, have them guess the next word,

and estimate p(w|c) as the proportion of partici-
pants who guess word w in context c. This method,
called a Cloze task (Taylor, 1953), may yield reli-
able estimates for words that have relatively high
probabilities in their context, and it has been used
in a number of studies of the effects of probabili-
ties in context on reading. However, it is an open
question whether these human guess-derived pro-
portions may be biased from objective probabili-
ties in some way (Smith & Levy, 2011). Problem-
atically for studying surprisal specifically, how-
ever, the Cloze task cannot in principle yield reli-
able estimates of word probabilities in context that
are relatively low, say less than 1 in 100, as many
word probabilities are, without requiring an ex-
tremely large number of participants (Levy, 2008).
Additionally, it is not practical to use the Cloze
task to estimate probabilities for large datasets on
which surprisal is often studied, for which there
can easily be tens of thousands of contexts that
would require estimation.

The alternative is to estimate the probabilities
of words in context using computational language
models, which are trained on large language cor-
pora to estimate the probabilities of words in con-
text. Many studies of surprisal have used such lan-
guage models (e.g. Hale, 2001; Levy, 2008; Dem-
berg & Keller, 2008; Mitchell et al., 2010; Mon-
salve et al., 2012).

Unfortunately, however, computational lan-
guage models are still substantially worse than
humans at predicting upcoming words, meaning
there is some mismatch between the probabilities
p(w|c) being estimated computationally and the
implicit probabilities in the brains of readers that
humans are using. This situation raises the ques-
tion of to what extent we can trust results about the
effects of surprisal as estimated by such language
models. To try to get some information about pos-
sible biases that might exist in our results based
on language models being worse than humans at
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predicting upcoming words, poor linguistic qual-
ity, we can compare a range of computational lan-
guage models of varying linguistic quality and see
how the estimated effects of surprisal change. If
there is a trend in results as the linguistic quality
of the language models improves, that would pro-
vide evidence that such a trend may be even more
present in language models with human-level lin-
guistic quality.

Additionally, recent years have seen rapid
progress in computational language modeling, en-
abled by recent advances in neural networks. As a
result, the linguistic quality of contemporary lan-
guage models is far beyond what has been used
in previous work studying surprisal. In this paper,
we address both these concerns by analyzing how
the predictive power of these surprisal estimates,
their psychological quality, varies as a function of
language model linguistic quality and type.

There has also been substantial interest in the
shape of the effects of surprisal on reading times,
because of theories that predict it to be linear
(Levy, 2008; Smith & Levy, 2013; Bicknell &
Levy, 2010). A secondary goal of this work is
to investigate whether the shape of this effect de-
pends on language model quality or type.

In particular, we compare surprisal estimates
using a range of language models of varying
linguistic qualities and types, from the n-gram
models that have been used in most previous
work on surprisal to state-of-the-art LSTM and
interpolated-LSTM models. We assess the predic-
tive ability and the size and shape of surprisals de-
rived from each language model using generalized
additive mixed-effects models (Wood, 2017) fit to
a corpus of eye movements in reading.

The plan for the remainder of this paper is as
follows. Section 2 introduces the set of language
models we compare and establishes the linguis-
tic quality of each. Then, in Section 3 we quan-
tify the ability of surprisals derived from each lan-
guage model to predict reading times and see the
extent to which this changes with language model
type and quality, assuming that effects of surprisal
on reading times are linear. In Section 4 we do the
same but allow surprisal to have non-linear effects,
and we additionally use the non-linear models to
assess whether there is evidence that the shape of
the surprisal effect changes with language model
type or quality. Finally, Section 5 concludes.

2 Language Models

2.1 Corpus
The corpus used for language model estimation
was the Google One Billion Word Benchmark
(Chelba et al., 2013), hereafter referred to as the
“1b corpus”. The text data was obtained from news
periodicals (similar to the Dundee corpus used for
eye-tracking data below). The final corpus con-
tained approximately 0.8 billion words with a vo-
cabulary size of about 800,000.

Although the Dundee Corpus (Kennedy et al.,
2003) tokenized entire words with punctuation,
our models were trained using separate punctua-
tion as well separated possessives (e.g. Bill’s →
[Bill , ’s]). Contractions were tokenized into their
constituent full-form words, although contractions
were counted as a single word when utilizing word
count in e.g. perplexity calculations. These calcu-
lations can be seen in Table 1.

2.2 Model types
We compare seven language models of three
types: four n-gram models, one LSTM, and two
interpolations.

2.2.1 n-gram
The n-gram, count-based models were calculated
using kenlm (Heafield et al., 2013). kenlm uses
Modified Kneser-Ney Smoothing, and is similar in
functionality but significantly faster than SRILM
(Stolcke et al., 2011). We calculated 5-grams, 4-
grams, trigram, bigrams and unigrams. Unigram
results were not included in the study, but rather
used as a count of word frequency for controlling
other models.

2.2.2 LSTM
Neural network-based language models were gen-
erated from a Recurrent Neural Network (RNN)
with Long-Short Term Memory (LSTM). Each
word was encoded as a 50-dimensional one-hot
vector, This vector was then fed into a sequence
model with an LSTM of 50 hidden units. The
model did not evaluate character-level sequences,
but rather only word-level sequences. The prob-
ability of the next word in the sequence was
selected from the output layer of the sequence
model.

2.2.3 Interpolation
In addition to the LSTM and n-gram models, two
interpolated models were also built from the two
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models with the lowest perplexity on the Dundee
Corpus used in this study (see Table 1). This
was similar to the interpolation method utilized
in Jozefowicz et al. (2016). Similar to Jozefow-
icz et al. (2016), the present study also found op-
timal weightings for combining an LSTM model
with a smoothed n-gram model. Optimal weight-
ing was operationalized as the blend weights that
resulted in the lowest perplexity. Perplexity of
the interpolated LSTM+5=gram model was opti-
mal (lowest) when an interpolated model weighted
the LSTM probabilities by 0.71, with the 5-gram
model weighted by 0.29. In addition to this op-
timal model, a balanced interpolated model was
also constructed using equal weighting of the
LSTM and 5-gram probabilities.

2.3 Dundee corpus surprisals
The Dundee Corpus (see Section 3 for corpus de-
tails) was tokenized at the word (rather than to-
ken) level with leading, trailing and internal punc-
tuation included, e.g. Bill’s, couldn’t or exist!. Be-
cause the 1b Corpus was tokenized, we were re-
quired to break words made up of multiple to-
kens into their constituent parts. The surprisal (log
probability) for each token was matched to the 1b
Corpus surprisals. In order to realign the tokens
with the Dundee Corpus’s words, the log probabil-
ities of each constituent token were added together
to form a sum total log probability of the word.

Of the approximately 61,000 tokens in the
Dundee Corpus, 175 were OOV in the 1b Corpus.
These OOV words were removed from the final
analysis. In adition, although the 1b Corpus used
the sentence-final delimiter </s>, the Dundee
Corpus did not. Therefore, while sentence-final
delimiters were used in constructing the probabil-
ities of the respective language models, they were
also removed from the final analysis.

2.4 Perplexity
For each language model, the words’ surprisals
(log probabilities) were summed and normalized
by the word count. The exponent of the inverse
of this sum was then calculated. A lower per-
plexity is indicative of a more accurate language
model. For example, a perplexity of 50 means
that the model can guess 1 of 50 different op-
tions for the model with equal probability. There-
fore a lower perplexity means that there are fewer
equally likely model options. The perplexity of the
seven language models is laid out in Table 1. The

Language Model
Perplexity

(All Tokens)
Perplexity

(Excluding OOV)

Interpolated-Optimal 73.39 73.41
Interpolated-Balanced 76.39 76.36

LSTM 113.27 113.59
5-gram 168.98 161.43
4-gram 172.24 164.56
3-gram 191.13 182.65
2-gram 290.88 278.36

Table 1: Perplexity of language models generated
either as a LSTM, n-grams, or an interpolation
of both the LSTM model as well as the 5-gram
model. Perplexities were calculated for the entire
Dundee corpus (60, 916 tokens) as well as for only
the tokens in the 1b corpus (60, 741 tokens).

optimal interpolated model achieved the lowest
perplexity, while the bigram model had the worst
(highest) perplexity.

It should be noted that the perplexities of both
the optimal interpolated model (73) and the LSTM
model (113) are worse than the respective models
reported in Jozefowicz et al. (2016) and Chelba
et al. (2013). Whereas our best 5-gram model
achieves a perplexity of 169 on the Dundee cor-
pus, Jozefowicz et al. (2016) achieves a perplex-
ity of 67 on the lm 1b benchmark using a similar
model. However, an important distinction is that
the perplexities in Table 1 were calculated after all
unknown words were excluded. On the other hand,
Chelba et al. (2013) used an <UNK> token for
words that were OOV on the test portion of the 1b
Corpus. This suggests a substantial mismatch be-
tween the test benchmark corpus and the Dundee
corpus, even though both corpora are sourced from
news media. Nonetheless, both perplexity figures
could be considered strong, low perplexities.

3 Linear effects of surprisal

In this section we investigate the ability of sur-
prisals derived from each of these seven language
models described above to predict reading times in
a large corpus of eye movements in reading.

3.1 Methods

3.1.1 Eye movement in reading data
The eye tracking data for our study came from
English portion of the Dundee Corpus (Kennedy
et al., 2003), which recorded the eye-movement
data from 10 English-speaking participants read-
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ing newspaper editorials in The Independent. For
this paper specifically, we predict gaze durations
for each word, defined to be the sum of all fixa-
tions made on a word between the time the word
is initially fixed and when the eyes first move off
of the word. This measure is only calculated if the
word is fixated by that reader prior to any fixation
on a later word (i.e., during ‘first pass’ reading).
If the word was not fixated during first pass read-
ing, this is missing data. We used a total of about
436,000 valid gaze durations in the English por-
tion of the Dundee corpus. After performing the
exclusions listed below, we were left with a total
of 289,726 gaze durations and a vocabulary size of
37,420 word types.

In line with previous studies of gaze durations
in the Dundee corpus (e.g. Smith & Levy, 2013),
we excluded:

• Words preceding punctuation

• Words with non-alphabetical characters

• Words that were presented to participants at
the beginning or end of a line of text

• Words that were outside the vocabulary of the
1b corpus (and thus the language models)

Because our statistical model of the gaze duration
of each word also included effects of the surprisal
of the preceding word, we also excluded:

• Words following punctuation

• Words that followed words with non-
alphabetic characters

• Words that followed words that were outside
the vocabulary of the 1b corpus (and thus the
language models)

3.1.2 Statistical models
Similar to Smith & Levy (2013), we used general-
ized additive mixed-effects models (GAMMs) to
predict reading times with the mgcv (Wood, 2004)
package in R (R Core Team, 2013). We estimated
seven GAMMs, one for each language model.
Each GAMM modeled gaze duration on a word as
a function of two linear surprisal terms: one for the
surprisal of the current word and one for the sur-
prisal of the previous word. Each GAMM also in-
cluded random intercepts for each of the 10 read-
ers and a range of linear and non-linear covariates
not of direct interest for the present work, identical
to those included by Smith & Levy (2013). These
covariates were:

• a tensor product interaction between ortho-
graphic word length and log-frequency (un-
igram log probability estimated from the 1b
corpus) of the current word

• a tensor product interaction between ortho-
graphic word length and log-frequency of the
previous word

• a spline effect of word number within the text

• a binary variable of whether or not the previ-
ous word had received a fixation

3.1.3 Analysis
We compare the predictive power of different lan-
guage models for reading times by comparing the
log likelihoods across GAMMs that include sur-
prisals derived from different language models.1

To enable comparison of log likelihoods across
models, we change two aspects of mgcv’s default
GAMM fitting procedure: we use maximum like-
lihood fitting instead of REML and we use splines
with fixed degrees of freedom instead of penalized
splines. We set the fixed degrees of freedom for
each covariate to be a bit above the estimated de-
grees of freedom from a GAMM estimated in the
default way (which was relatively constant across
models).

To measure the added predictive power of the
two linear surprisal terms in each model, we sub-
tract the models’ log likelihood from a model
that only includes the covariates, yielding a mea-
sure we denote ∆LogLik. (Note that because
these models are in a subset relationship -2 times
∆LogLik is a Chi-square distributed deviance as
in a likelihood ratio test.)

To assess the extent to which this measure of
predictive power is related to the language model’s
linguistic quality, we correlate this ∆LogLik met-
ric with perplexity. Additionally, since these mod-
els with linear effects of surprisal also estimate the
coefficient of surprisal for predicting reading times
– both for the current word’s surprisal and the prior
word’s – we also assess the correlation between
these coefficients and the model’s perplexity. To
the extent to which there are systematic relation-
ships between these coefficients and the language
model’s linguistic quality, it may suggest that poor

1Technically, these models include log10 probabilities,
which must be multiplied by -1 to get a surprisal, and also
converted from bans to bits.
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Figure 1: Improvements in log likelihood for lin-
ear models, charted against decreases in perplex-
ity. Distance from the central trend line is indica-
tive of larger departures in log likelihood as a func-
tion of perplexity. The blue line represents a linear
best fit, with a coefficient of−1.66 and R2 = 0.94

quality language models cannot be trusted to ac-
curately estimate the size of the effect of surprisal
on reading times.

3.2 Results and discussion

3.2.1 Log Likelihood

As shown in Figure 1 and Table 2, there is a mono-
tonic effect of language model quality on predic-
tive power. Better language models (lower per-
plexity) yield surprisal values that better predict
reading times, as seen by increased ∆LogLik. In-
deed, Figure 1 shows a strikingly strong relation-
ship between a language model’s linguistic qual-
ity (measured by perplexity) and the ability of sur-
prisal values derived from that model to predict
reading times (measured by ∆LogLik). These two
values have an R2 of 0.94.

However, there is one relatively clear depar-
ture from this tight linear relationship. Namely,
the large decrease in the perplexity going from the
5-gram model to the LSTM is not reflected in a
large jump in ∆LogLik. Put another way, although
there is a clear systematic relationship between
language model linguistic quality and ∆LogLik,
there is also some evidence for effects of language
model type, such that the LSTM is less useful for
predicting reading times than would be expected
given its perplexity.

Figure 2: Changes in the current word’s coefficient
for linear models, charted against increases in per-
plexity. Distances from the central trend line are
indicative of larger departures of the current word
coefficient from the expected trend. Regardless of
perplexity, the coefficient is stable. The blue line
represents a linear best fit, with a coefficient of
−2.79 and R2 = 0.007.

3.2.2 Current Word
The effects of two words’ surprisal was incorpo-
rated into the GAMs: the surprisal of the current
word and the surprisal of the previous word. De-
spite the different models’ very different perplex-
ities, the size of the effects of surprisal were es-
timated very stably across language models. As
seen in Figure 2, all models had surprisal coef-
ficients around 3 (although the LSTM model is
again somewhat of a low outlier). There is no clear
relationship between the coefficients for the sur-
prisal of the current word and language model
quality, with both the best model (optimal inter-
polation) and the worst model (bigrams) having a
value of 3.04.

3.2.3 Previous Word
Similar to the results above for the current word,
the previous word’s surprisal also had an inconsis-
tent effect across models. In other words, the coef-
ficient for the previous word’s surprisal (see Table
2) bore no clear relationship with relative improve-
ments in language model perplexity.

4 Non-linear effects of surprisal

In addition to the previous set of analyses analyz-
ing the predictive power of linear effects of sur-
prisal on reading times, we conducted another set
of analyses allowing for non-linear effects of sur-
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Language Model ∆LogLik
Current Word

Coefficient
Previous Word

Coefficient

Interpolated-Optimal 284 -3.04 -4.57
Interpolated-Balanced 280 -3.12 -4.68

LSTM 231 -2.32 -2.56
5-gram 228 -2.69 -3.82
4-gram 224 -2.69 -3.81
3-gram 218 -2.97 -3.92
2-gram 151 -3.04 -3.98

Table 2: As the perplexity of a language model increases, its improvement over baseline log likelihood
(∆LogLik) decreases. The coefficients for both the current and previous words do not bear a consistent
relationship with model perplexity.

Figure 3: Regression plot of coefficients on the
previous word. The blue line represents a linear
best fit, with a coefficient of 0.001 and R2 = 0.03.

prisal. These models also let us ask whether the
shape of the estimated effect of surprisal on read-
ing times varies with language model quality.

4.1 Methodology

The primary methodology was identical to that
from the previous analysis, except that instead of
including linear effects of current and previous
word surprisal in the GAMMs, we included cubic
splines (40 d.f.) of current and previous word sur-
prisal. For this non-linear model, since there are
not coefficients of current and previous word sur-
prisal, we also investigate the F statistic associated
with the strength of each surprisal term predictor.

Additionally, to analyze whether the shape of
the surprisal effect differs across conditions, we
fit additional GAMMs that had the same struc-
ture but were estimated in mgcv’s usual way (i.e.,
with splines penalized and REML). These addi-

R2 p

Linear
Log Likelihood 0.94 0.0003
Current Word Coefficient 0.01 0.86
Previous Word Coefficient 0.03 0.73
Non-Linear
Log Likelihood 0.98 0.00002
Current Word F 0.25 0.26
Previous Word F 0.99 0.000008

Table 3: Correlation results for metrics of predic-
tors of linear and non-linear GAMMs

tional models were only used for visualization.

4.2 Results and discussion

When allowing for non-linear effects of surprisal,
the relationship between linguistic quality and pre-
dictive power for reading times becomes even
more clear. The relationship between ∆LogLik
and perplexity becomes even stronger (Figure 4),
with an R2 of 0.98. Further, as seen in Table 4,
while the F statistic for the current word surprisal
is inconsistent as model perplexity improves (sim-
ilar to the coefficients of surprisal in the linear
models), the F statistic of the previous word is
tightly related to perplexity. As perplexity of a
model improves, the F statistic of the previous
word improves in lockstep. This suggests that at
least in the non-linear models, many of the im-
provements in predictive ability may come specif-
ically from effects of prior word surprisal.

As can be seen in the GAM plots in Figures 5
and 6, there are no large differences in the shape
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Figure 4: Improvements in log likelihood for non-
linear models, charted against decreases in per-
plexity. The blue line is a linear best fit line with a
coefficient of -1.66, R2 = 0.98.

Figure 5: GAM plots on current word using nor-
mal estimation

of surprisal as language model quality improves –
all look roughly linear. If a trend in shape does ex-
ist, the highest quality models (interpolation) ap-
pear to have the most linear slopes. Additionally,
the slope for surprisal of the prior word appears to
flatten out for LSTMs for high surprisals.2

5 General Discussion

Taking all of the results together, we have shown
evidence here for a strong effect of language
model linguistic quality on the predictive power
of surprisals estimated from that language model
for reading times. This effect holds regardless of
whether surprisal is modeled as a linear or non-
linear effect. Despite this clear relationship with
linguistic quality in terms of predictive power, we
also saw remarkable consistency. Across language

2This approach was followed rather than performing a sta-
tistical model comparison testing for non-linearity because
our GAMM models lacked by-word random slopes. Because
the model lacks these parameters, we would expect the model
to capture variance across word tokens in the corpus by bend-
ing the curve away from linearity.

Figure 6: GAM plots on previous word using nor-
mal estimation

models that varied by more than a factor of 4 in
perplexity, the size of the effect of surprisal was
estimated to be the similar and the shape of the ef-
fect of surprisal was estimated to be roughly linear.
These results suggest that we can put a reasonable
amount of trust in results about surprisal estimated
with computational language models, despite the
state-of-the-art still being far from human quality.

In addition, the way that the language models
were composed seems to play a role in its fit to
the data. The LSTM-based model does seem to be
somewhat of a low-performing outlier. However,
when the LSTM model is used with the 5-gram
model in interpolation, these yield superior results.
Therefore, although a purely LSTM-based model
does not predict reading time as well as other
models, it provides a good fit for the data. When
used in conjunction with a count-based model, this
combination provides more accurate predictions
of the reading time data.

A number of studies have used the Dundee eye-
tracking corpus in conjunction with a probabilistic
language model. Demberg & Keller (2008), using
less sophisticated linear models, found that sur-
prisal is an accurate measure of processing com-
plexity as measured by eye gaze duration. Ac-
cording to Demberg & Keller (2008), greater word
surprisal invokes higher “integration costs,” which
accounts for prolonged gaze duration.

In a neural network language model, word de-
pendencies can span an arbitrary word distance,
i.e. not all dependencies are contingent upon adja-
cent words or even a neighboring word. For ex-
ample, ellipsis can span multiple clause bound-
aries to resolve an anaphoric relationship. For this
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Language Model ∆LogLik
Current Word

F Statistic
Previous Word

F Statistic

Interpolated-Optimal 297 21.13 63.8
Interpolated-Balanced 294 21.76 63.27

LSTM 284 17.58 55.16
5-gram 250 21.31 50.47
4-gram 246 21.18 50.13
3-gram 241 22.86 48.12
2-gram 166 15.6 34.94

Table 4: Log likelihood and F statistics for GAMMs with nonlinear smoothers on all covariates

reason, surprisal that accounts for the hierarchical
structure of language has also been studied, to see
if taking hierarchy into account can better predict
eye gaze duration. Frank & Bod (2011) concludes
that including hierarchy information does not bet-
ter account for variance compared to a sequence-
based model. According to their study, hierarchi-
cal information does not noticeably affect the gen-
eration of expectations of the following word.

Fossum & Levy (2012), on the other hand, make
various modifications to the models used in Frank
& Bod (2011), adding additional lexical informa-
tion to the unlexicalized hierarchical models. Fos-
sum & Levy (2012) concludes that hierarchical in-
formation, when properly lexicalized, can improve
sequence-only lexical models. Similarly, Mitchell
et al. (2010) created a model that interpolates syn-
tactic and distributional semantic information, and
found that this improved the prediction of eye
tracking durations.

As this bears on the present study, the LSTM
model is able to detect word relationships that
span arbitrary distances. While the LSTM model
is not explicitly representing hierarchical informa-
tion, the model does capture long distance infor-
mation. Our results show that the LSTM model
outperforms the purely n-gram models in terms
of predictive capabilities. Thus, while we do not
need to build hierarchical information explicitly
into our model, the long-distance information does
improve both linguistic and psychological accu-
racy. This could point to the conclusion that eye
gaze duration is also sensitive to, if not hierar-
chical information, then information provided at
a long distance from the current word.

In a similar vein to our results, Monsalve et al.
(2012) shows that perplexity of a language model
(linguistic accuracy) bears a strong relationship to
the log likelihood of a reading time model (psy-

chological accuracy). The key differences between
this study and ours is that Monsalve et al. (2012)
analyzes self-paced reading data rather than eye-
tracking, and that we use higher-performing state-
of-the-art language models.

Finally, the present study can, in many respects,
be viewed as a follow-up to Smith & Levy (2013).
(Smith & Levy, 2013) measured the shape of the
surprisal curve, similar to our experiment in Sec-
tion 4; however, the present study demonstrates
that the the effect of surprisal is still linear even
with much more (linguistically and psychologi-
cally) accurate language models.

As many studies have noted (Monsalve et al.,
2012; Frank et al., 2013), a corpus such as the
Dundee corpus, collected from newspapers, of-
ten requires a great deal of global, extra-sentential
context. Therefore, when processing a given sen-
tence, the reader must also take into account in-
formation provided many sentences prior, or even
not provided in the document at all. This limitation
could impact the results reported herein.

Despite possible limitations, the results above
provide consistent evidence that improving the lin-
guistic accuracy of language models will improve
the models’ ability to make psychological predic-
tions. This underscores the importance of under-
standing language structure in order to better un-
derstand cognitive processes such as eye gaze du-
ration.
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Abstract

An important achievement in modeling
online language comprehension is the dis-
covery of the relationship between pro-
cessing difficulty and surprisal (Hale,
2001; Levy, 2008). However, it is not
clear how structural uncertainty can be
represented and updated in a continuous-
time continuous-state dynamical system
model, a reasonable abstraction of neural
computation. In this study, we investi-
gate the Gradient Symbolic Computation
(GSC) model (Smolensky et al., 2014) and
show how it can dynamically encode and
update structural uncertainty via the gra-
dient activation of symbolic constituents.
We claim that surprisal is closely related
to the amount of change in the optimal ac-
tivation state driven by a new word input.
In a simulation study, we demonstrate that
the GSC model implementing a simple
probabilistic symbolic grammar can sim-
ulate the effect of surprisal on processing
time. Our model provides a mechanistic
account of the effect of surprisal, bridg-
ing between probabilistic symbolic mod-
els and subsymbolic connectionist models.

1 Introduction

A core computational problem in online language
comprehension is to deal with local ambiguity,
the one-to-many mapping from a unit symbol wk

(e.g., word) to symbol strings containing w at the
k-th position W ∗k = · · ·wk · · · and their interpre-
tations S (e.g., sentences and their parses). Ratio-
nal models of sentence comprehension solve this
problem by computing P (S|Wk), a conditional
probability of interpretations given a partial string
of symbols (henceforth, prefix) Wk = w1 · · ·wk,

and updating it discretely for every new symbol in-
put (Jurafsky, 1996; Hale, 2001; Levy, 2008). We
will refer to this class of incremental processing
models simply as (structural) probabilistic models.

The probabilistic model has drawn a lot of
attention because it predicts processing diffi-
culty in different regions of a sentence based on
information-theoretic complexity metrics. The
surprisal hypothesis (e.g., Hale, 2001; Levy, 2008)
claims that reading time of wk (as a measure of
processing difficulty) is proportional to its sur-
prisal, − logP (wk|Wk−1), or equivalently, the
Kullback-Leibler (KL) divergence of P (S|Wk)
from P (S|Wk−1) (Levy, 2008). This hypothesis
has been supported in many psycholinguistic ex-
periments (e.g., Boston et al., 2008; Demberg and
Keller, 2008; Smith and Levy, 2013).

In this study, our goal is to provide a neurally-
plausible, mechanistic account of the relationship
between surprisal and processing time. For our
purpose, we need a model from which both kinds
of information, P (S|Wk) and processing times of
wk, can be collected directly without relying on
stipulated linking hypotheses. Since the model is
a dynamical system, processing time is directly
modeled. To model the probability P (S|Wk) rel-
evant for rational analysis, we treat the model, pri-
marily developed to study interpretation, as a gen-
erator: it is run to equilibrium with no input, pro-
ducing a sentence parse as output. This is done
repeatedly as the dynamical system is stochastic;
this gives a probability distribution over gener-
ated parses we call ∗P (S) : this we take to be the
knowledge of sentence probabilities that is embod-
ied in the model’s dynamics. Then for anyWk, for
rational analysis we compute ∗P (S|Wk) by condi-
tioning ∗P (S) on Wk, i.e., ∗P (S|Wk) is the pro-
portion of all generated parses that have prefix
equal to Wk. We can then examine the extent to
which the model, when serving as an incremental
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parser, behaves in accord with rational inference
given its knowledge.

The Gradient Symbolic Computation (GSC)
framework (Smolensky et al., 2014) serves
our goal. The GSC model is a continuous-
time, continuous-state stochastic dynamical sys-
tem model that computes the representation of
a discrete structure gradually. This framework
grew out of the Integrated Connectionist/Symbolic
cognitive architecture (Smolensky and Legendre,
2006). GSC aims to provide an integrated account
of the contribution of the continuous dynamics of
cognitive processing and the discrete competence
that characterizes our knowledge of language.

Cho et al. (2017) applied the framework to in-
cremental processing problems focusing on tran-
sient dynamics during incremental processing and
argued that the model can achieve two core com-
putational goals in incremental processing: main-
taining multiple context-appropriate and globally-
coherent interpretations while rejecting interpre-
tations that are context-inappropriate. The GSC
parser meets these challenges by moving, dur-
ing the processing of a word, to an intermedi-
ate activation state (a blend state) in which multi-
ple symbolic constituents are simultaneously acti-
vated to varying partial degrees. From this state,
the parser can reach all activation states repre-
senting context-appropriate and globally-coherent
structures but does not move to activation states
representing context-inappropriate structures (ei-
ther grammatical or ungrammatical). The relation
between intermediate activation states and proba-
bility distributions over discrete parses was briefly
discussed but was not investigated systematically.

In this study, we propose a version of the GSC
parser and show how it can be related to other
probabilistic sentence-processing models. We ar-
gue that the parser’s internal state – the activation
values of multiple symbolic constituents along
with control parameters of the parser – encodes a
probability distribution over complete parses (Sec-
tion 3). After encountering new input, the parser
incrementally changes its internal state to encode a
new probability distribution. The work the parser
needs to do to shift this internal state is closely re-
lated to the KL divergence between the probabil-
ity distributions, providing a link between process-
ing time and surprisal (Section 4). In a simulation
study (Section 5), we demonstrate that the GSC
parser can approximate rational inference and re-

port the correlation between processing time and
surprisal in our model. In Section 6, we summa-
rize our results and discuss some implications of
our work.

2 Gradient Symbolic Computation

2.1 Representation

Consider a tree structure S[1](A,B).1 Let us
assign a unique label for every position (called
role) in the tree structure. For example, we as-
sign labels r, 0, 1 to the mother (root) and the left
and right daughter nodes, respectively. Then, we
can describe the tree as an unordered set of sym-
bol/position (or filler/role) bindings: S[1](A,B)
≡ {B/1,S[1]/r,A/0}.

Let f and r be subsymbolic vector encodings
of filler f and role r. The encoding of binding
f/r is defined as the tensor product of the two
vectors: f/r ≡ f ⊗ r whose (i,j)-th component
is the product of the i-th component of f and the
j-th component of r. The encoding of a set of
filler/role bindings is defined as the superposition
(vector sum) of the encodings of component bind-
ings: {f1/r1, · · · , fk/rk} ≡

∑
k fk ⊗ rk. For

example, S[1](A,B)≡ S[1]⊗r+A⊗0+B⊗1.
In this study, we used local representation (or

one-hot encodings) of fillers and roles for facilitat-
ing computation. However, many equivalent mod-
els with distributed representations can be eas-
ily constructed by change of basis (Smolensky,
1986). The result will not change if the distributed
representations of bindings remain orthonormal
(Smolensky, 1990).

2.2 Constraints

The GSC model uses Harmonic Grammar (HG)
(Hale and Smolensky, 2006) to specify grammars
via soft constraints each of which imposes a re-
ward (a ‘positive constraint’) or a penalty (a ‘neg-
ative constraint’) on the wellformedness or Gram-
matical Harmony of a gradient symbolic structure.
The grammatical structures are those with maxi-
mal grammatical Harmony: these structures best
satisfy the constraints of the grammar.

As an example, consider a rewrite rule: S[1]
→ A B. This rule defines a treelet S[1](A,B) as

1The motivation of using bracketed symbols (e.g., S[1])
is presented in Hale and Smolensky (2006). For our purpose,
it suffices to say that a bracketed symbol can be considered
as a different instance of the same class which has a unique
pair of children.
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grammatical. HG assigns a positive Harmony re-
ward to any structure for every grammatical pair of
bindings — e.g., (S[1]/r,A/0) — it contains.
In a network implementation of this HG, these
binary rules are implemented as positive weights
on between-binding connections, so that whenever
one binding is active, it sends positive activation to
its grammatical parent and child binding(s).

In addition to these positive contributions from
grammatical mother/daughter pairs, the Harmonic
Grammar assigns a negative penalty −b to every
filler, where b is the number of edges that the filler
must have in a grammatical structure. If all those
edges are grammatically legal, they will produce
positive binary rewards which by design exactly
cancel the unary penalties, so that an illformed tree
has negative Harmony but a wellformed tree has
zero Harmony — the maximum value. The unary
HG rules are implemented as negative weights on
self-connections of binding units.

The Grammatical Harmony of a set of active
filler/role bindings is simply the sum of the Har-
mony values assigned by all binary and unary HG
rules. In the GSC implementation, Grammatical
Harmony is defined as in Eq. 1.

HG(a;W, ex) =
1

2
a>Wa + ex>a (1)

where a is an activation state vector, W is a weight
matrix implementing the grammatical constraints,
and ex is an external input vector, stimulating
the target terminal binding corresponding to the
present input word. For example, suppose the
model is given a second word ‘B’. Because it is
the second word of a sentence, it must occupy the
second terminal role (in our case, 1).2 Thus, the
component of ex corresponding to binding B/1
has a positive value (a model parameter) and all
the other components have a value of 0.

The goal of the GSC parser is to produce an out-
put that represents a discrete tree (at least to a good
approximation). This turns out to require further
constraints which penalize representations that are
not approximately discrete. The Harmony term in
Eq. 2, in which f and r are filler and role indices,
penalizes representations with multiple symbols
filling the same role: it introduces competition
among bindings in each role. It is called the Com-
petition Constraint. The Harmony term in Eq. 3

2In this study, we consider minimal tree structures so the
three role labels r,0,1 will be enough. To deal with deep
structures, a more elaborated role labeling system is required.

penalizes every binding whose activation value is
not close to either 0 or 1 — this is the crucial Dis-
creteness Constraint, andHQ is Discreteness Har-
mony. Note that the Competition and Discrete-
ness Constraints in collaboration force the model
to choose one filler, with activation 1, in each role.
The representations of discrete trees satisfy both
these constraints3 and fall on what we call the grid
of states: in these states, for each role, the bind-
ings of that role to all symbols all have activa-
tion 0 except one, which has activation 1. The
representation of the tree S[1] [A B] is on the grid,
while an example non-grid state is the one encod-
ing 0.3 S[1] [(0.2 A + 0.5 C) (0.4 B− 0.1 D)]

Finally, to ensure the network state does not
blow up, we also impose the Baseline Constraint
(Eq. 4), which penalizes activation state distant
from a baseline activation state z.

HC(a) = −
∑

r

(1−
∑

f

a2f,r)
2 (2)

HQ(a) = −
∑

r

∑

f

(af,r)
2(1− af,r)2 (3)

HB(a; z) = −1

2
‖a− z‖2 (4)

The Total Harmony H is the weighted sum of the
four Harmony values in Equations 1 – 4:

H(a) = HG(a) + βHB(a) + cHC(a) + qHQ(a)

where β, c, and q are the coefficients of non-
grammatical constraints. While β and c are fixed,
q changes in time, controlled by an external mech-
anism we do not model here.

The coefficient q governs the strength of the
constraint to have discrete activation values (0 or
1) — that is, the strength of the requirement that
the model commit to symbols being predicted to
be present or absent. The Competition Constraint
prohibits more than one symbol having activation
1 in any given role, so large q values force the
model to choose among competitors. Hence we
refer to q as the commitment level.

2.3 Processing dynamics
The model updates its activation state a as follows:

da = ∇aH(a; q(t))dt+
√

2TdW (5)

whereW is the standard multidimensional Wiener
process and T is the level of noise. ∇aH(a) is the

3There is a special Null Symbol “@” which is bound to
every role that would otherwise be empty.
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gradient of the total harmony evaluated at a. The
model optimizes the constraints by stochastically
following the gradient, a Brownian motion with
drift given by the gradient of Harmony hence, on
average, increasing Harmony over time.
q(t) is the commitment level at time t. For con-

venience, we assume that q(0) = 0 and q increases
in time because the goal of computation (either in
production or in comprehension) is to build a dis-
crete symbolic structure. We will refer to how q
changes in time as the commitment policy and dis-
cuss it in more detail in Section 3.

3 GSC parser as a probabilistic model

3.1 GSC parser
The GSC parser is an application of the GSC
framework to incremental parsing. It processes a
sentence word-by-word incrementally and passes
through intermediate activation states (or blend
states) to reach a grid point, the encoding of the
parse of the sentence.

Let exk, qk, and ak be the external input vector
corresponding to wk, the commitment level and
the activation state vector after processing the k-th
word. ak is a local optimum if T = 0. For T > 0,
we take ak to be an approximation of the local op-
timum. Let ex0(= 0), q0(= 0), and a0 be the ini-
tial values of the variables before processing the
first word of a sentence. As the parser processes
a length-N sentence, its activation state changes
from a0 through ak to aN . Taking qN to be large,
aN is close to a grid point and is classified into
the nearby grid point by choosing the filler most
strongly activated in each role (the snap-to-the-
grid method). Word processing time for wk is the
time the parser takes to move from ak−1 to ak.

More specifically, the parser processes each
word wk in three phases. Let ajk be the activation
state after phase j given word wk; ak = a3k.
• Phase 1a: Update ex from exk−1 to exk.

• Phase 1b: Update a from ak−1(= a3k−1) to
a1k, using H(a, qk−1), allowing settling to
convergence.

• Phase 2: Update a from a1k to a2k by us-
ing H(a, qk−1) → H(a, qk), i.e., increasing
from qk−1 to qk at a constant rate dq/dt = 1.

• Phase 3: Update a from a2k to a3k(= ak),
using H(a, qk), allowing settling to conver-
gence.4

4During phase 1 and phase 3, the model monitors conver-

The processing time of wk is defined as the sum of
the settling times in phase 1 and 3 and the duration
of phase 2.

The parser, in phase 1, integrates a new word
input with its internal language model (or struc-
tural prediction) and, in phase 2, updates the in-
ternal language model via the control of commit-
ment level to make a new structural prediction. In
the proposed model, the effect of instantaneous
surprisal of wk (phase 1) is conceptually distin-
guished from the effect of model update (phase 2)
(c.f., O’Reilly et al., 2013).5

The role of phase 2 is to reduce the number of
grid points reachable from the present activation
state.6 As q increases, the system passes through
a series of bifurcations, the qualitative changes
in the organization of the representation space.
When q passes some critical values qc, more lo-
cal optima emerge. Each local optimum forms
a local hump (basin of attraction) on the Har-
mony surface. Those local optima are separated
by Harmony valleys that block transitions from
one hump to another: the state seeks higher Har-
mony. Metaphorically, the paths to some futures
(corresponding to different parses) are separated
from the present state by these valleys. That is,
some structural hypotheses are rejected (Cho and
Smolensky, 2016).

Given a length-N sentence, we define a com-
mitment policy πN as a sequence of q values
(q0, · · · , qk, · · · , qN ) where qk is the commitment
level after processing the k-th word in a sentence.

gence as follows. Let Hmax(t) be the maximum total har-
mony in a phase up through time t. If Hmax has not been
updated for a certain amount of time (= 0.5 in our simulation
study; Section 5), the phase ends and the following phase be-
gins. During phase 2, q increases at a constant rate dq/dt = 1
so the duration of phase 2 is simply qk − qk−1.

5Alternatively, we can consider a GSC parser with a dis-
crete commitment policy. Given a new word input wk,
the model updates both q and ex discretely from qk−1 and
exk−1 to qk and exk. Note that the surprisal of wk is com-
puted given the updated internal model in this alternative
model. Although this alternative parsed every sentence of a
minimal grammar G (see Section 5) equally well, we prefer
the proposed model to the alternative for the following rea-
son. While exk is given from the environment, an optimal
value of qk given exk must be computed by the parser and
the computation must take time.

6In terms of the number of reachable grid points, entropy
is reduced during phase 2. Because the phase-2 duration
is a monotonically increasing function of the amount of in-
crease in q and q is associated with entropy (roughly speak-
ing, the higher q, the smaller entropy), it is likely that a longer
phase-2 duration is associated with a larger entropy reduc-
tion, which is consistent with the entropy reduction hypoth-
esis (Hale, 2006), although the exact relation between q and
entropy needs further investigation.

22



q0 = 0 and qN is set to qmax; in this setting, the
model is guaranteed to reach a grid point after pro-
cessing the whole sentence (to a close approxima-
tion; the higher qmax, the better the approxima-
tion).

3.2 GSC parser as a probabilistic model
The GSC parser can be related to a structural prob-
abilistic model in the following way. Consider
a prefix Wk = w1 · · ·wk where wk is not the
final word of a sentence. The GSC parser pro-
cesses the prefix under a policy πk = (q0, · · · , qk).
During processingwk, the activation state changes
from ak−1 to ak. If we set qk to qmax, the parser
will be forced to choose a grid point. If T > 0
and the same process is run multiple times, the
parser will choose different grid points (encodings
of S) in different frequencies. In this way, we can
estimate a conditional probability that the parser
reaches S if it starts from a tuple (ak−1, qk−1)
under exk. Because ak−1 is reachable after the
parser has processed Wk−1 under the policy πk,
P (S|ak−1, qk−1, exk) = P (S|Wk, πk). In this
way, we can map a tuple of the activation state and
the control state (a, q) to a probability distribution
over S under the constraint ex. An important spe-
cial case of this, with k = 0, allows us to estimate
the unconditional distribution P (S) by increasing
q from 0 to qmax with ex0 = 0: this amounts
to using the model as a generator as previewed in
Section 1. This estimated distribution is ∗P (S).

3.3 Rational inference
Rational inference with wk is defined as the up-
date from ∗P (S|Wk−1) to ∗P (S|Wk) given ∗P (S)
where ∗ indicates conditional probabilities com-
puted by marginalizing ∗P (S) over cases where
Wk were generated for the first k terminal roles.

The surprisal of wk, − lnP (wk|Wk−1), equals
the KL divergence between ∗P (S|Wk−1) (=
Pk−1) and ∗P (S|Wk) (= Pk) (Levy, 2008), which
is the expected value of (lnPk − lnPk−1).

3.4 Optimal commitment policy
We define a commitment policy π to be optimal
if, for every Wk, it minimizes the KL divergence
Dk = D(∗P (S|Wk)‖P (S|Wk, πk)). If the Dk are
small, the parser approximates rational inference.

4 Surprisal as Harmony difference

The GSC parser processes a sentence word-by-
word and processes every word in three phases. In

this section, we argue that surprisal can be com-
puted from the intermediate activation states di-
rectly and the value will be approximately propor-
tional to the settling time in phase 1.

As the parser processes the k-th word in phase
1, the activation state changes from a3k−1 to a1k
under the influence of exk. During this phase, q
is fixed at qk−1. When q and ex are fixed (all
the other parameters are constant), the equilibrium
probability density follows the Boltzmann distri-
bution (Eq. 6) and the logarithm of the probability
ratio of P (a1k) to P (a3k−1) can be computed as in
Eq. 7.

P (a) =
eH(a)/T

∫
eH(a′)/Tda′

(6)

lnP (a1k)− lnP (a3k−1) =
1

T
(H(a1k)−H(a3k−1))

(7)
where H is parameterized such that q = qk−1 and
ex = exk. Note that the LHS term of Eq. 7 cor-
responds to the KL divergence D(Pk‖Pk−1) =
E(lnPk − lnPk−1) where E(·) is the expected
value. Thus the surprisal atwk isE(∆H)/T , with
∆H being the Harmony difference between the lo-
cal optima before and after the input update.7

We can estimate the expected settling time tc
from the old to the new optimum by recalling that,
on average, da/dt = ∇aH , so:

∆H =

∫ tc

0

dH(a)

dt
dt =

∫ tc

0
∇aH(a)>

da

dt
dt

≈
∫ tc

0
‖∇aH(a)‖2dt = tc · E(‖∇aH(a)‖2)

where the approximation symbol indicates we ig-
nore the stochastic term in Eq. 5. We approximate
the average gradient with the average of the gra-
dients at the initial and the final activation states
a3k−1 and a1k. The gradient at a1k is 0 because a1k
is the new optimum. The gradient at a3k−1 can be
calculated as follows: ∇aH(a3k−1; qk−1, exk) =
(exk−exk−1) +∇aH(a3k−1; qk−1, exk−1). Note
that the last term is 0 because it was the opti-
mum under exk−1 (i.e., before the input word was
updated) so the initial gradient is simply (exk −
exk−1). It follows that the magnitude of the av-
erage of the initial and final harmony gradients in

7As the parser processes wk, its state changes from
(a3

k−1, qk−1) through (a1
k, qk−1) to (a3

k, qk), all of which
have the same future under the influence of exk. Thus, under
an optimal commitment policy, Pk = ∗P (S|Wk) ≈
P (S|a3

k−1, qk−1, exk) = P (S|a1
k, qk−1, exk).

Pk−1 = ∗P (S|Wk−1) ≈ P (S|a3
k−2, qk−2, exk−1)

= P (S|a3
k−1, qk−1, exk−1).
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phase 1 is constant for every wk.8 Thus, ∆H is
approximately proportional to the settling time tc.

In sum, surprisal of wk, under an opti-
mal commitment policy, is related to ∆Hk =
H(a1k; qk−1, exk)−H(a3k−1; qk−1, exk) which in
turn is proportional to settling time. In our model,
surprisal has a geometrical meaning: it is the
amount of hill climbing required to reach a new
optimum due to the update of the word input.

5 Case study

We investigated a GSC model implementing a
minimal probabilistic context-free grammar G =
{p1 S[1] → A B, p2 S[2] → A C, p3 S[3] →
D B, p4 S[4] → D C} where pk is the probabil-
ity for the k-th sentence and

∑
k pk = 1. Cho

et al. (2017) used this minimal grammar (with
p1=p2=p3=p4=0.25) to investigate whether and
how the GSC model can deal with computa-
tional challenges arising from local ambiguity.
They argued that this language creates the core
computational problems of incremental process-
ing in the purest form. For example, after pro-
cessing ‘A’ as a first word, an ideal incremen-
tal processing system must reject S[3](D,B)
and S[4](D,C). At the same time, it must
consider both S[1](A,B) and S[2](A,C) as
candidate interpretations without choosing one
over the other too early. They showed that the
GSC model can achieve both computational goals
by regulating commitment level q appropriately.
When q increased too quickly or too slowly,
the model respectively made “garden-path” errors
(e.g., S[2](A,C) for an input sentence ‘AB’;
Bever, 1970; Frazier, 1987) or “local-coherence”
errors (e.g., S[3](D,B) for an input sentence
‘AB’; Tabor et al., 2004; Konieczny, 2005).

We investigated the same grammar G but we
considered the cases where p1 ≥ p2 because
our interest is in the relationship between sur-
prisal and processing times. To introduce a struc-
tural preference for S[1]/(A,B), a small value
∆h ∈ {0, 0.1, 0.2, 0.3} was added to the Gram-
mar Harmony of S[1]-bindings (see Table 1 in
Supplementary Material). (The model parame-
ter ∆h must be distinguished from ∆H discussed
above). pk was empirically estimated by running

8Because wk−1 and wk are presented at two different po-
sitions in a sentence, exk−1 6=exk. In every exk (for k > 0),
only one component has a non-zero value (+2 in the present
study) and all the other components have a value of 0. Thus,
‖exk − exk−1‖ is 2

√
2 for every k > 1; it is 2 for k = 1.

the model as a generator (i.e., with no external in-
put) 800 times.

5.1 Model

Figure 1 presents the GSC model implementing
the grammar. Note that for a different choice of
∆h, the parser implements a different PCFG. In
addition to ∆h, we manipulated T (see Eq. 5) in
two levels (0.01 or 0.1) to see how the effect of
∆h depends on T .
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Figure 1: GSC implementation of grammar G via
harmonic grammar rules. Only the implementa-
tion of grammatical constraints (W and ex) are
presented. The thick gray arcs show the grouping
of bindings into different roles. Pairwise connec-
tions are bidirectional and implement binary HG
rules. Every binding unit has a self-connection
(implementing unary HG rules) and their values
are presented near the binding units in role 0. The
same fillers in other roles have the same negative
self-connections as the filler in role 0. The arrow
connecting to the binding A/0 indicates external
input modeling the word input A as a first word.
The colors of the binding units represent partial
activation values (white=0, dark=1).

The GSC parser needs a commitment pol-
icy. Because every sentence of G is two words
long, we considered a commitment policy π =
(q0, q1, q2) where q0 = 0, q2 = qmax = 15, and q1
was a free parameter.

5.2 Investigation of commitment policy

First, we investigated whether the GSC parser can
approximate rational inference as introduced in
Section 3. We considered 6 policies in which q1
was set to one of the values (1, 3, 5, 7, 9, 11).
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Figure 2: Plot of KL divergence of ∗P (S|W2)
from P (S|W2, π2) against q1 in π2 = (0, q1, 15).
Columns correspond to different T conditions.

Every model with a unique combination of
∆h, T , and q1 processed each of four sentences
(S1=AB, S2=AC, S3=DB, S4=DC) word-by-word
200 times. By applying the algorithm introduced
in Section 3, we estimated P (S), P (S|W1, π1),
and P (S|W2, π2). Because processing time was
not of interest here, we excluded phase 1 and phase
3 as the parser processes each word. If dq/dt
in phase 2 is small (dq/dt = 1 in the simula-
tion), the omission of phase 1 and 3 does not
change the result much. An optimal policy was de-
fined as (0, q1, 15) that minimizes the divergence
D(∗P (S|Wk)‖P (S|Wk, πk)) averaged over Wk.

Because π1 was fixed to (q0, q1) = (0, 15),
commitment policy does not play any role for the
estimation of P (S|W1). The mean KL divergence
from P (S|W1) to ∗P (S|W1) across different first
words were small (range=[0.001, 0.021] when
T = 0.01 and [0.001, 0.020] when T = 0.1), sug-
gesting the GSC parser approximates ∗P (S|W1).

For w2, we estimated P (S|W2, π2) under each
of the 6 policies. Figure 2 presents the average
KL divergences of ∗P (S|W2) from P (S|W2, π2)
as a function of ∆h and T . When T = 0.01, the
divergence was 0 when q1 is either 5 or 7 in every
∆h condition, suggesting the model parsed each
of the four sentences accurately. When T = 0.1,
the divergence was minimal (< 0.017) when q1 =
7 for every ∆h condition.9

5.3 Investigation of processing times

To investigate the relationship among harmony
difference, surprisal (assuming rational inference),
and word processing time, we chose the best of the
commitment policies π = (0, 5, 15) for the condi-
tion T = 0.01. Each of four GSC parsers, im-
plementing different PCFGs (due to the different
∆h values), processed each of four sentences 200
times under the best policy. Because the goal now

9See Figures 1 and 2 in Supplementary Material for esti-
mated probability distributions.
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Figure 3: Scatterplot of w2 processing time
(phase-1 duration) against ∆H . Different panels
correspond to different ∆h conditions. A linear fit
line is overlaid in each panel.

was to measure word processing time, all three
phases were included in this simulation.

In Section 4, we argued that word process-
ing time, more specifically, phase-1 settling time,
must be must be proportional to HarmonyDif-
ference ∆Hk = H(a1k) − H(a3k−1). Figure 3
presents w2 phase-1 duration against ∆H2, sug-
gesting a linear trend.10 In a regression analy-
sis (Model 1A), we modeled w2 phase-1 dura-
tion as a function of SentType (S1=AB, S2=AC,
S3=DB, S4=DC to model processing ofw2 in con-
text of w1), NetID (a unique ID for each GSC
parser with a unique ∆h value), and HarmonyD-
ifference. SentType and NetID were included to
factor out manipulation-irrelevant variance so we
do not report the estimates of their coefficients.11

The coefficient of HarmonyDifference was signif-
icant: b = 1.529, SE = 0.024, t = 64.919,
p < .001, supporting our claim. The adjusted
R2 statistic was 0.787 and AIC = 3037. We
also tested whether ln(∆H) explains the phase-
1 settling time well (Model 1B). The coefficient
of log harmony difference was significant as well:
b = 0.445, SE = 0.008, t = 57.014, p < .001.
The adjusted R2 stastistic was .755 and AIC was
3458, suggesting Model 1A explains processing
time data slightly better.

In Section 3, we presented a method to derive a
probability distribution over parses S from a tuple
of an activation state and a control state q under
ex and a commitment policy π. Based on this, we

10The result was the same when total word processing time
was used instead of phase-1 duration. This is because phase 2
has the same length for every sentence under the same policy
and phase 3 settling time was not systematic in the current T
setting. We present phase-1 duration data because it is theo-
retically related to harmony difference (Section 4).

11We did not include the interaction term between Sent-
Type and NetID because it covaried with harmony difference
and surprisal. Recall that different levels of NetID are asso-
ciated with different ∆h values which in turn were used to
create different surprisal values for different sentence types.
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Figure 4: Scatterplot of ∆H2 against surprisal of
w2 under rational inference. Different panels cor-
respond to different ∆h conditions.

argued that the harmony difference (scaled by T ),
can be interpreted as the parser-specific surprisal
D(P (S|Wk, πk)‖P (S|Wk−1, πk−1)), which will
be similar to surprisal under rational inference,
D(∗P (S|Wk)‖∗P (S|Wk−1)), under an optimal
commitment policy. Thus, we predict harmony
difference is a function of surprisal under rational
inference under an optimal commitment policy.

Figure 4 presents harmony difference when the
input word was updated fromw1 tow2 against sur-
prisal of w2 under rational inference, suggesting
a non-linear relationship between harmony differ-
ence and surprisal. In a regression analysis (Model
2A), we modeled harmony difference as a lin-
ear function of surprisal, controlling the effects of
SentType and NetID. The coefficient of surprisal
was significant: b = 0.342, SE = 0.006, t =
53.933, p < .001. The adjusted R2 statistic was
0.786 and AIC = −860.4. In another regression
analysis (Model 2B), we modeled harmony differ-
ence as a linear function of ln(surprisal). The coef-
ficient of ln(surprisal) was significant: b = 0.286,
SE = 0.005, t = 60.984, p < .001. The R2

statistic was 0.811 and AIC = −1259, suggest-
ing Model 2B better explains variance in ∆H .

We summarize the result in the following con-
ceptual model: surprisal under rational inference
→ harmony difference (under an optimal commit-
ment policy) → word processing time. In other
words, harmony difference is the parser’s actual
surprisal under a commitment policy. The loga-
rithm trend observed between surprisal and har-
mony difference needs further investigation but we
consider two possibilities. First, the average mag-
nitude of the actual gradient is systematically dif-
ferent depending on surprisal so our approxima-
tion introduces a bias. Second, although we chose
the best commitment policy of 6 candidates, the
chosen policy may not be optimal. Note that we
used the same commitment policy for all four sen-
tences. However, an optimal q1 value may differ

for the first word A and the first word D.

6 General Discussion

An important research question concerning online
sentence processing is to understand the source
of processing difficulty. The surprisal hypothesis
(Hale, 2001; Levy, 2008) provides a simple, intu-
itive, and general explanation at a computational
level: processing difficulty is proportional to sur-
prisal. The underlying mechanism is still beyond
our understanding but researchers have started de-
veloping mechanistic accounts of surprisal (e.g.,
Rasmussen and Schuler, 2017). In this study,
we tried to contribute to this line of research by
providing a mechanism that relates surprisal to
processing time via a stochastic, wellformedness-
optimizing mechanism.

Our effort can be summarized as follows. First,
the GSC model encodes structural uncertainty in
the gradient activation of constituent symbols. An
activation state at a given commitment level is
analogous to the state of a symbolic parser but
contains uncertainty information. It corresponds
to a probability distribution over parses in the fol-
lowing sense: if the system starts from the given
activation state and the given commitment level
and is forced to choose a parse, it will choose dif-
ferent parses (grid points) with different frequen-
cies (see Section 3).

Second, the model updates uncertainty in two
ways: in response to the update of external infor-
mation and via the control of commitment level.
On the one hand, external input update makes the
previously optimal activation state suboptimal so
drives the system to a new optimum. In Section 4,
we claimed that the amount of change required to
travel from the old to the new optimum, harmony
difference, can be interpreted as surprisal. There
we showed why the settling time is proportional
to the harmony difference. On the other hand, the
internal control of commitment level is critical in
holding the amount of structural ambiguity at an
optimal level; this is implied in Figure 2 in Sup-
plementary Material but was not the focus of this
study. See Cho and Smolensky (2016) for the role
of commitment policy.

Third, as we demonstrated in a simulation study
(Section 5), the model can approximate rational
inference under a good commitment policy and
simulate the correlation between surprisal and pro-
cessing time via harmony difference that is the
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parser’s surprisal under the policy. There we re-
ported the result that surprisal under rational in-
ference explains variance in harmony difference,
which in turn explains variance in processing time.
In other words, surprisal under rational inference
→ harmony difference (the parser’s surprisal) un-
der a commitment policy→ processing time.

An implication of our work is that surprisal
is not a function of linguistic environment only,
which we assume the parser learned well. From
the GSC point of view, both the linguistic envi-
ronment and the parser’s commitment policy de-
termine surprisal of each word input. For optimal
sentence processing, the model needs both types
of knowledge.

A limitation of our work is the simplicity of the
grammar we investigated. We are actively inves-
tigating (with promising preliminary results) the
model’s ability to process more complex cases.
But we point out that finding a good parameter set-
ting and a good commitment policy, which can be
challenging, is a separate issue from understand-
ing the relation between surprisal and processing
time. The present study focuses on the latter and
the claim we made is generalizable.

Probabilistic models (e.g., Hale, 2001; Levy,
2008) provide a computational account of why and
what problems must be solved in online language
comprehension. Dynamical connectionist models
(e.g., Tabor and Hutchins, 2004; Vosse and Kem-
pen, 2009) provide a mechanistic account of why
some sentences (e.g., garden-path sentences) take
longer to process than others. By proposing how
structural uncertainty can be encoded and updated
in a symbolically-interpretable dynamical system
model, our work bridges between these two gen-
eral approaches to modeling human sentence pro-
cessing.

Supplementary Material

Supplementary information is available at
https://goo.gl/uUudqx.

Acknowledgments

We thank Geraldine Legendre, Akira Omaki, Kyle
Rawlins, Ben Van Durme, and Colin Wilson for
their contributions to this work, and gratefully ac-
knowledge the support of NSF INSPIRE grant
BCS-1344269. We thank Paul Tupper for suggest-
ing the form of the HC and HQ functions used in
this work.

References
Thomas G. Bever. 1970. The cognitive basis for lin-

guistic structures. In John R. Hayes, editor, Cogni-
tion and the Development of Language, John Wiley,
New York, pages 279–362.

Marisa Ferrara Boston, John Hale, Reinhold Kliegl,
Umesh Patil, and Shravan Vasishth. 2008. Parsing
costs as predictors of reading difficulty: An evalua-
tion using the Potsdam Sentence Corpus. Journal of
Eye Movement Research 2(1):1–12.

Pyeong Whan Cho, Matthew Goldrick, and Paul
Smolensky. 2017. Incremental parsing in a continu-
ous dynamical system: Sentence processing in Gra-
dient Symbolic Computation. Linguistics Vanguard
3(1). https://doi.org/10.1515/lingvan-2016-0105.

Pyeong Whan Cho and Paul Smolensky. 2016. Bifur-
cation analysis of a Gradient Symbolic Computation
model of incremental processing. In A. Papafragou,
D. Grodner, D. Mirman, and J. C. Trueswell, editors,
Proceedings of the 38th Annual Conference of the
Cognitive Science Society. Cognitive Science Soci-
ety, Austin, TX.

Vera Demberg and Frank Keller. 2008. Data from eye-
tracking corpora as evidence for theories of syntactic
processing complexity. Cognition 109(2):193–210.
https://doi.org/10.1016/j.cognition.2008.07.008.

Lyn Frazier. 1987. Sentence processing: A tutorial re-
view. In M. Coltheart, editor, Attention and Perfor-
mance XII: The Psychology of Reading, Lawrence
Erlbaum Associates, pages 559–586.

John Hale. 2001. A probabilistic Earley parser
as a psycholinguistic model. In Proceedings
of the Second Meeting of the North Ameri-
can Chapter of the Association for Computa-
tional Linguistics on Language Technologies.
Association for Computational Linguistics,
Stroudsburg, PA, USA, NAACL ’01, pages
1–8. https://doi.org/10.3115/1073336.1073357.

John Hale. 2006. Uncertainty about the rest of the sen-
tence. Cognitive Science 30(4):643–672.

John Hale and Paul Smolensky. 2006. Harmonic
Grammars and harmonic parsers for formal lan-
guages. In Paul Smolensky and Géraldine Legendre,
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Abstract

Spoken word recognition involves at least
two basic computations. First is match-
ing acoustic input to phonological cate-
gories (e.g. /b/, /p/, /d/). Second is acti-
vating words consistent with those phono-
logical categories. Here we test the hy-
pothesis that the listener’s probability dis-
tribution over lexical items is weighted
by the outcome of both computations:
uncertainty about phonological discreti-
sation and the frequency of the selected
word(s). To test this, we record neural re-
sponses in auditory cortex using magneto-
encephalography, and model this activity
as a function of the size and relative ac-
tivation of lexical candidates. Our find-
ings indicate that towards the beginning
of a word, the processing system indeed
weights lexical candidates by both phono-
logical certainty and lexical frequency;
however, later into the word, activation is
weighted by frequency alone.

1 Introduction

There is mounting evidence for the predictive na-
ture of language comprehension. Response times
and neural activity are reduced in response to more
predictable linguistic input. This indicates that the
brain forms probabilistic hypotheses about current
and future linguistic content, which manifest in
expectations of phonemes, morphemes, words and
syntactic structures (Connolly and Phillips, 1994;
Lau et al., 2006; Lau et al., 2008; Ettinger et al.,
2014; Gwilliams and Marantz, 2015).

In speech comprehension, the brain’s task is to
correctly determine a word’s identity as quickly
as possible. It is not optimal to always wait un-
til word ending, because the target may be cor-
rectly identifiable earlier. For example, after hear-

ing hippopotamu- the final /s/ provides very lit-
tle additional information. Indeed, one could even
stop at hippot- and still identify the target word
correctly most of the time.1

How is this done? Upon hearing the beginning
of a lexical item, the brain activates the cohort of
words that are consistent with the acoustic signal.
Words in the cohort are activated relative to their
match to the phoneme sequence and frequency
of occurrence. With each subsequent phoneme,
the cohort is reduced as items cease to be consis-
tent with the provided input, until one item pre-
vails (see Figure 1). This process is consistent
with the highly influential cohort model of spo-
ken word recognition (Marslen-Wilson and Welsh,
1978; Marslen-Wilson, 1987), and has been asso-
ciated with activity in left superior temporal gyrus
(STG) (Gagnepain et al., 2012; Ettinger et al.,
2014; Gwilliams and Marantz, 2015).

In practice though, phoneme identity is often
uncertain: the acoustic signal may be consistent
with both a [b] and a [p], for example. This pho-
netic uncertainty, and its effect on lexical activa-
tion, is not addressed by the cohort model. How-
ever, there is evidence suggesting that phonetic
uncertainty affects lexical and sentential process-
ing (Connine et al., 1991; McMurray et al., 2009;
Bicknell et al., 2015).

Here we build upon this previous work in or-
der to understand the neural computations under-
lying lexical activation, in service to spoken word
recognition. Concretely, we ask: How does fine-
grained acoustic information (below the phono-
logical level) serve to activate lexical hypotheses
and estimate their probabilities? Can this integra-
tion between phonological and lexical levels of de-
scription be read out from the STG?

1Note that hippopotomonstrosesquippedaliophobia (‘fear
of long words’) and hippopotas (‘a ground-type Pokemon’)
are also possible lexical items but much less frequent than
the target in this case, so less likely to be selected.
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Figure 1: Schematic depiction of cohort activation under each of the two models, for the first five
phonemes of the word palate. The onset b-p symbol represents that the onset phoneme was 75% consis-
tent with a /b/ and 25% consistent with a /p/. Transparency reflects relative word activation. Note that
the change in transparency between the two accounts reflects the actual probabilities predicted by each
model — because there are more words activated in the Acoustic-Weighted account, less normalised
probability is assigned to each item.

To address these questions, we model neural re-
sponses in STG, time-locked to each phoneme in a
word, as a function of two computational models.
One model assumes that the activation of a lexi-
cal candidate is gradiently weighted by the acous-
tic evidence in favour of that candidate: e.g., bal-
loon is activated in proportion to how /b/-like the
initial sound of the word was, even if that sound
was more likely to represent a different phoneme
(e.g., /p/). We refer to this model, in which pho-
netic uncertainty is carried over to the word recog-
nition process, as the acoustic-weighted model.
The other model assumes that acoustic informa-
tion serves as a switch: a lexical item is either
fully activated or not activated at all, as a result
of a discrete decision made at the phonetic level.
This model, which we refer to as the switch-based
model, is most consistent with the traditional co-
hort model – the system commits to whichever
phoneme is more likely, and this is used to form
predictions at the lexical level (see Figure 1). A
subset of the data reported here are also published
in Gwilliams et al. (2017).

2 Summary of human data

2.1 Materials

Word pairs were selected such that, apart from the
first phoneme, there was an identical phoneme se-
quence until a point of disambiguation. For exam-
ple, palate and balance share their second, third
and fourth phonemes ([æ], [l] and [@], respec-
tively), and diverge on the fifth ([t] vs. [n]). We se-
lected 103 word pairs with this property. The onset

of each word was either a voiced (d, b, g) or voice-
less (t, p, k) plosive. A native English speaker
was recorded saying each of these 206 words in
isolation. The onset of each word was morphed
along one phonetic feature, using the TANDEM-
STRAIGHT software to create a 11-step contin-
uum between word (e.g., direct) and non-word
(e.g., tirect) (see Figure 2). The 11-step acoustic
continuum was then re-sampled to form a 5-step
perceptually defined continuum, based on the pro-
portion of selections in a behavioural pre-test.

2.2 MEG experiment

Native English participants (n = 25) listened to
each of the 103× 5 words in isolation, and in 20%
of trials (randomly distributed) made an auditory-
to-visual word matching judgment.

While completing the task, neural responses
were recorded using a 208-sensor KIT magnetoen-
cephalography (MEG) system. Data were sam-

Figure 2: Waveforms of example endpoints of a
lexical continuum. The word direct is above, and
the non-word tirect is below. Dashed lines corre-
spond to the timing of each phoneme onset.
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Figure 3: Top: Average surprisal and entropy values at each phoneme along the word. Note that not all
words are 9 phonemes long, so phonemes at longer latencies contain fewer entries. Error bars represent
one standard deviation from the mean. Bottom: Correlation between the two models’ surprisal values and
the two models’ entropy values, at the second phoneme. Red circles highlight the outliers topography,
tirade and casino (from right to left).

pled at 1000 Hz, which provided a measure of neu-
ral activity at each millisecond. In order to test re-
sponses to specific phonemes in a word, the data
were cut into a series of 700 ms epochs, where
the time at 0 ms corresponds to the onset of a
phoneme. Note that the phonemes were shorter
than 700 ms, so the epochs overlapped in time.
The activity recorded from MEG sensors was lo-
calised using MNE-Python software (Gramfort et
al., 2014), and averaged over the left STG. This
provided one datapoint per millisecond (700) per
phoneme (4370) per participant (25).

3 Modeling of MEG data

The variables of interest were entropy and sur-
prisal. Entropy quantifies uncertainty about the re-
sulting lexical item. For switch-based entropy we
followed the typical calculation, which assumes
that only the words whose phonemes are most con-
sistent with the acoustics are included in the acti-
vated cohort (e.g., only the b-onset words):

−
∑

w∈C
P (w|C)log2P (w|C) (1)

where C is the set of all words consistent with the
heard prefix, and

P (w|C) = f(w)∑
w∈C

f(w)
(2)

where f(w) is the frequency of the word w.
For acoustic-weighted entropy, the cohort is

made up of two sub-cohorts, Ca and Cb, one
for each of the possible word-initial phonemes
(e.g., /b/ and /p/). The conditional probabilities
of the words in each sub-cohort Ca and Cb were
weighted by the probabilities of each possible on-
set phoneme given the acoustic signal A, which
we derived from the behavioural pretest:

P (w|C,A) = P (w|Ca)P (ϕa|A)+
P (w|Cb)P (ϕb|A)

(3)

31



where ϕa and ϕb are the two phonemes consis-
tent with the acoustic signal A. These acoustic-
weighted measures of word frequency and cohort
frequency were then used in the typical entropy
calculation given in Equation 1. We note that
switch-based entropy can be understood as the
result of rounding the acoustic weighting terms
P (ϕa|A) and P (ϕb|A) to their nearest integer (ei-
ther 1 or 0; see Figure 1).

Surprisal quantifies how expected the cur-
rent phoneme ϕt is given the prior phonemes
ϕ1, . . . , ϕt−1:

−log2
f(ϕ1, . . . , ϕt)

f(ϕ1, . . . , ϕt−1)
(4)

where f(ϕ1, . . . , ϕt) denotes the summed fre-
quency of all words that start with the phoneme
sequence ϕ1, . . . , ϕt.

For switch-based surprisal, the conditional
probability is calculated from the cohort of words
most consistent with the acoustics at onset: e.g.
the b-onset words. To calculate acoustic-weighted
surprisal, we estimate the conditional probability
separately for each cohort of words (a, b), and then
scale each conditional probability by an acoustic
weighting term and a lexical weighting term:

−log2
(
P (ϕa|A)

f(ϕa, ϕ2, . . . , ϕt)

f(ϕa, ϕ2, . . . , ϕt−1)
Qt

a+

P (ϕb|A)
f(ϕb, ϕ2, . . . , ϕt)

f(ϕb, ϕ2, . . . , ϕt−1)
Qt

b

) (5)

where

Qt
a =

f(ϕa, ϕ2, . . . , ϕt)

f(ϕa, ϕ2, . . . , ϕt) + f(ϕb, ϕ2, . . . , ϕt)
(6)

TheQ lexical weighting is the probability of the
observed sequence, given a cohort that contains
both ϕa and ϕb-onset words. The acoustic weight-
ing is the same as described above.

In all, this surprisal value is calculated by es-
timating the probability of each phoneme ϕa, ϕb

given i) acoustics; ii) preceding phonemes; iii)
probability of the sequence given a joint cohort.
The probability of each phoneme is then summed
before taking the negative logarithm. This derives
an overall surprisal of the sound, given the phono-
logical categories it could realise.

For all of these calculations, word frequencies
were extracted from the English Lexicon Project
(Balota et al., 2007).

As shown in Figure 3, the surprisal and entropy
calculations from the two models were highly cor-
related. This is because here we are re-analysing
a dataset that was designed and collected for other
reasons. In future work we plan to design mate-
rials that maximally distinguish switch-based and
acoustic-based accounts. Our results stand in as a
first approximation that can (and should) be built
upon.

4 Results

The dependent measure was activation of left
STG, averaged between 200-250 ms after
phoneme onset, a time window determined based
on Ettinger et al. (2014). This activity was
modelled time-locked to each phoneme along the
length the word, but we primarily focused on the
second (mean post-onset latency = 87 ms; SD =
25 ms, 4021 observations) and the sixth phonemes
(mean post-onset latency = 411 ms; SD = 78
ms, 3264 observations). This was because they
included a similar number of trials in each model
comparison, while also ensuring substantial
differences in latency from word onset. Reported
results were corrected for multiple comparisons
over all six phoneme positions using Bonferroni
correction. Only responses to partially ambiguous
trials were included (0.25 and 0.75), because this
is where the predictions of acoustic-weighted and
switch-based models are most distinct.

We evaluated the fit of the predictions of each
model to the neural measurement using a lin-
ear mixed effects model. The full model con-
tained switch-based and acoustic-weighted sur-
prisal, switch-based and acoustic-weighted en-
tropy, phoneme latency, trial number, block
number, stimulus amplitude of the first 30 ms,
phoneme pair and ambiguity as fixed effects. By-
subject slopes were included for all entropy and
surprisal predictors. This full model was com-
pared to a model where either acoustic-entropy
and surprisal, or switch-based entropy and sur-
prisal, were removed as fixed effects (but remained
as by-subject slopes). This gave a statistical as-
sessment of the amount of variance the acoustic-
weighted and switch-based models were account-
ing for.

At the second phoneme, the acoustic-weighted
variables explained a significant amount of vari-
ance (χ2 = 5.02, p = .025), whereas the switch-
based variables did not (χ2 = 2.62, p = .1).
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Figure 4: Reduction in linear mixed-effects model log-likelihood resulting from excluding acoustic-
weighted surprisal and entropy (in red) or switch-based surprisal and entropy (in blue); higher values
indicate that the predictors increase model fit more. The dependent measure was activity averaged from
200-250 ms in STG, time-locked to phonemes along the length of the words.

At the third phoneme, the acoustic-weighted vari-
ables were marginally significant (χ2 = 3.49,
p = .061), the switch-based variables were not
(χ2 = 2.41, p = .12). At the fourth phoneme,
neither model was significant: Acoustic weighted
(χ2 = 2.05, p = .15) or switch-based (χ2 =
2.81, p = .094). The same was true at the
fifth phoneme: Acoustic weighted (χ2 = 2.19,
p = .14), switch-based (χ2 = 1.42, p = .23). At
the sixth phoneme, we observe the opposite effect
from the second phoneme position: the switch-
based variables explained a significant amount of
variance (χ2 = 5.26, p = .022) and the acoustic-
weighted variables had only marginal explanatory
power (χ2 = 3.46, p = .06). These results are
displayed in Figure 4.

5 Discussion

We have found evidence that the brain uses fine-
grained acoustic information to weight lexical pre-
dictions in spoken word recognition. At the begin-
ning of a word, lexical hypotheses are activated in
proportion to the bottom-up acoustic evidence; to-
wards the end, acoustic evidence acts as a switch-
like function, to either fully activate or deactivate
the word, bounded by its frequency of occurrence.
This finding has two primary implications.

First, it suggests that the system does not wait
until phonological categories have been disam-
biguated before activating lexical items. Rather,
uncertainty about phonological classification is
used to modulate higher level processes, ensuring

that phonological discretisation is not a bottleneck
in activating lexical items. This supports interac-
tive models of speech processing, because it sug-
gests that the output of one stage does not need to
be determined before initiating the following. In
particular, this finding is inconsistent with the Co-
hort model of speech perception (Marslen-Wilson
and Welsh, 1978), which assumes that the system
first commits to the most likely phoneme before
making lexical predictions.

Second, it suggests that the same processing
strategy is not heuristically applied in all situa-
tions. Rather, phonological information appears
to be used more when processing the beginning
of a word than the end. There are two explana-
tions for this. This could reflect that the system
commits to a particular phonological category af-
ter a given delay period, and so the phonological
weights used by the system converge to a stable
decision point. Or perhaps lexical frequency be-
comes more informative as the size of the cohort
decreases, and so phonological detail is given less
predictive power by the processing system. A sim-
ple way to tease these alternatives apart in future
work is to manipulate the ambiguity of phonemes
within a word, not just in initial position. The for-
mer would predict that acoustic evidence is used in
close proximity to the ambiguous sound, regard-
less of its position in the word; the latter would
predict that acoustic evidence is used more at the
beginning of the word, regardless of the position
of the ambiguous sound.
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Abstract

Recent work has attempted to character-
ize the structure of semantic memory and
the search algorithms which, together, best
approximate human patterns of search re-
vealed in a semantic fluency task. There
are a number of models that seek to cap-
ture semantic search processes over net-
works, but they vary in the cognitive plau-
sibility of their implementation. Existing
work has also neglected to consider the
constraints that the incremental process of
language acquisition must place on the
structure of semantic memory. Here we
present a model that incrementally updates
a semantic network, with limited computa-
tional steps, and replicates many patterns
found in human semantic fluency using a
simple random walk. We also perform
thorough analyses showing that a combi-
nation of both structural and semantic fea-
tures are correlated with human perfor-
mance patterns.

1 Human Semantic Processing

The study of human semantic memory—word
meanings, their relations, and their storage—is
challenging due to the complexity of factors in-
volved. Finding (1) the right representation for
word meanings and their relations, (2) the mech-
anism responsible for learning the representation,
(3) the appropriate search algorithm to efficiently
retrieve information from semantic memory, and
(4) the suitable empirical data to evaluate the pro-
posed representations and algorithms is a diffi-
cult task. Previous research has extensively ex-
plored each of these (e.g., Collins and Loftus,
1975; Steyvers and Tenenbaum, 2005; Griffiths
et al., 2007).

Psychologists frequently use a task known as
semantic fluency (or verbal fluency) to exam-
ine human semantic representation and processing
(Troyer et al., 1997; Ardila et al., 2006). Partici-
pants are asked to produce as many words as they
can from a given category (e.g., animal) in a fixed
amount of time (e.g., three minutes). The result-
ing data—which words people recall and in what
order—can shed light on how people represent
word meanings and their relationships, and how
they search such semantic information. For exam-
ple, Hills et al. (2012) found that participants tend
to reply in semantically-related bursts of words—
e.g., they recall words from the pet subcategory
of animals (dog, cat) then switch to a different
subcategory, such as African animals (lion, zebra),
etc.—indicating that people tend to follow a strat-
egy of exploiting a semantically-related patch of
words, then exploring to find a new patch, much
like animals foraging in their environment.

Recent work has investigated the properties
of semantic representations and processing algo-
rithms that can account for this type of behavior
in the semantic fluency task. Different researchers
have found that a match to human behavior can be
achieved in either of two ways: (a) using a simple
(vector-based) semantic representation in combi-
nation with an informed, two-stage algorithm to
exploit and explore the space (Hills et al., 2012);
or (b) creating a richer representation—structured
as a semantic network—and using a simple ran-
dom walk to access it (Abbott et al., 2015; Ne-
matzadeh et al., 2016). These findings suggest
that the choice of representation and search al-
gorithm are interdependent, such that the same
empirical data can be replicated through different
combinations of representation and algorithm that
make different trade-offs on the locus of complex-
ity (Abbott et al., 2015).

However, if both combinations account for the
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human data considered thus far, the question of
which model more plausibly captures what occurs
in a search in human semantic memory remains
open. As Abbott et al. (2015) suggest, further ex-
periments, such as those performed by Hills et al.
(2015), can help elucidate the differences between
these approaches to modelling human semantic
memory. In particular, if there are key aspects of
human semantic search that can be explained by
one model and not the other, then this goes towards
disconfirming the latter. One of the goals of the
current paper is to show that a random walk over
a semantic network reproduces even the additional
empirical patterns of human semantic fluency task
examined by Hills et al. (2015).

In addition to these experimental approaches,
other findings and theoretical considerations may
come to bear on resolving the question of which
model most aptly reflects human semantic search.

For example, people appear to have a structured
semantic memory that encodes many kinds of re-
lational knowledge (Miller and Fellbaum, 1991).
In this way, complexity costs are incurred during
learning (while creating the structured representa-
tion) rather than every time the representations are
accessed. As such, accessing the knowledge later
becomes a more efficient process. Hence, it may
be reasonable to suggest that a simple search al-
gorithm operating over a structured semantic net-
work is a preferable model.

Another open issue is precisely what kind of se-
mantic representations realistically capture word
relations, especially semantic similarity, which
typically form the basic structure of a semantic
network (e.g., Miller and Fellbaum, 1991). Work
modeling human semantic fluency behavior us-
ing a simple random walk over a semantic net-
work has drawn on several different kinds of se-
mantic word representations. Abbott et al. (2015)
constructed their semantic network using human
association norms (Nelson et al., 1998), so that
weighted edges between words directly capture
the similarities between them that are relevant to
the fluency task (Jones et al., 2015). Nematzadeh
et al. (2016) built two networks based on differ-
ent semantic representations learned from text cor-
pora: a simple vector-based representation model,
called BEAGLE, learned from Wikipedia (Jones
and Mewhort, 2007, previously used by Hills
et al. (2012)), and probability distributions learned
from child-directed corpora (Fazly et al., 2010).

Given that a random walk over semantic networks
from each of these sources—human association
norms, vector-space representations, and probabil-
ity distributions—all model human fluency behav-
ior, how do we choose between them?

An important set of considerations that we ex-
plore here involves the cognitive plausibility of
how a semantic representation could be learned.
While the human association norms used by Ab-
bott et al. (2015) accurately reflect human judg-
ments of word relatedness, it is unclear how the
similarity assessments captured in such norms can
be learned through language exposure.

The BEAGLE vector-space representations, on
the other hand, are learned from instances of nat-
ural language. However, acquisition is a batch
process over Wikipedia data, which is arguably
not a good proxy for the linguistic input from
which individuals acquire their semantic lexicon.
The probability distributions used by Fazly et al.
(2010), however, are learned by a cognitive model
from a corpus of child-directed speech. These rep-
resentations thus meet important criteria for cogni-
tive plausibility, in that they are learned from nat-
uralistic linguistic input.

One final crucial issue that has remained unad-
dressed to date is the incremental learnability of
the semantic network structure itself. Children si-
multaneously learn word meanings as well as the
relations between them (Jones et al., 1991). Thus,
it is important to model the simultaneous incre-
mental learning of both semantic word represen-
tations and their structure in a semantic network.
This has been neglected by previous work dis-
cussed so far. Even in the work where semantic
representations are learned, only the word repre-
sentations and not their relations are learned. In-
stead, the semantic network is created by exhaus-
tively comparing all the word representations after
training—a process that is too computationally de-
manding to be cognitively plausible.

Our contributions in this paper are threefold:
First, we show that a semantic network cre-
ated incrementally within an online word learn-
ing model—from naturalistic child language ac-
quisition data—can yield human performance in
semantic search using a simple random walk. Our
work here confirms that a semantic network cre-
ated and updated incrementally—while the model
is learning words—has the appropriate structure
to yield patterns observed in the semantic fluency
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task, despite having noisy and incomplete connec-
tions as a result of being generated from partial
knowledge acquired at each time step. Second,
as mentioned, we show that the new approach to
creating the semantic network produces a structure
that also mimics other aspects of human behavior
in semantic fluency, going beyond earlier models
in the scope of empirical data accounted for (Ab-
bott et al., 2015; Nematzadeh et al., 2016).

Finally, we extend previous analyses of seman-
tic organization to determine more precisely which
network properties are correlated with the ob-
served human performance patterns. While other
work has focused on the importance of structural
properties of the network in determining human
behavior (Goñi et al., 2010; Steyvers and Tenen-
baum, 2005), we find that both structural and se-
mantic properties are necessary to generate pat-
terns observed in human semantic fluency data.

2 Incremental Network Creation

We use the approach of Nematzadeh et al. (2014)
to incrementally build a semantic network, which
draws on the probabilistic cross-situational word
learning model developed by Fazly et al. (2010).

2.1 Incremental Word Learning Model
The semantic network is generated from word
meanings (representations) learned by the model
of Fazly et al. (2010), trained on the Manchester
corpus (Theakston et al., 2001) of the CHILDES
database (MacWhinney, 2000). Each input to the
model consists of an utterance from the corpus, la-
belled with a scene consisting of semantic features
for each word. For example, consider the follow-
ing utterance (U) and selected features from its ac-
companying scene (S):

U: {look, at, the, monkey, eat, a, banana}
S: { . . . , VERTEBRATE, MAMMAL, . . . , FRUIT, . . . }

Just as a child must learn the referent of each word
in a sentence, the learner must infer which fea-
tures in the scene are associated—or aligned—
with each word. The model captures this associ-
ation as the probability of a feature f given a word
w, P( f |w), which it incrementally updates from
the co-occurrence of f with w across all observed
utterance–scene pairs. The meaning of each word
w is then represented as the probability distribu-
tion P(·|w) over all semantic features, which is
estimated through latent variables that model the
possible alignments of words and features in an

utterance–scene pair. An incremental Expectation
Maximization algorithm is used to update P(·|w)
(Neal and Hinton, 1998). Hence, as in children,
word meanings are gradually learned after many
exposures to utterances and scenes.

In particular, for a single utterance–scene pair
processed at time t, the alignment (a) probability
of each feature ( fi) in the scene and word in the
utterance (w j) is calculated by:

Pt(ai j| fi) =
Pt−1( fi|w j)

∑w′∈u Pt−1( fi|w′)
Pt=0( fi|w j) is initially randomly uniformly dis-
tributed. Once the alignment probabilities are cal-
culated, the word meanings are updated:

Pt( fi|w j) =
∑u∈Ut Pt(ai j|u, fi)

∑ f ′∈Mt ∑u∈Ut Pt(ai j|u, f ′)

Here, Ut represents the set of utterances processed
up to and including time t, and Mt is the set of fea-
tures observed up to and including time t. Note
that the summations do not have to be calculated
anew each time; the terms from the first t− 1 ut-
terances can be stored and updated with the con-
tributions from the tth utterance–scene pair.

The learned representation for a word, P(·|w),
can be treated as a vector representation of the
word over all semantic features. In the present
study, we focus on animal nouns, as they are the
target of the semantic fluency task in humans. The
semantic features of noun meanings used are de-
rived from WordNet hypernyms (Fellbaum, 1998,
http://wordnet.princeton.edu), and embed
hierarchical conceptual knowledge of nouns.

The more features (hypernyms, in this case)
two animal words (e.g., “CAT”,“DOG” vs.
“CAT”,“FROG”) have in common, the more simi-
lar their learned representations. The model learns
not only the features associated with that particu-
lar word, however, but also features that often oc-
cur in the same context as the word. For exam-
ple, in the above utterance–scene pair, the model
may come to associate a non-zero probability with
the feature FRUIT and the word monkey. Hence,
the learned meanings of words capture not only a
conceptual hierarchy for that word but also infor-
mation learned from the context of their usage.

2.2 Incremental Learning of Semantic
Networks

Children do not just learn the meanings of words,
they also learn the relations between them at the
same time (Jones et al., 1991). We use the ap-
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proach taken by Nematzadeh et al. (2014) to en-
able the model to learn word meanings and the re-
lationships between them simultaneously, without
exhaustively considering all possible relationships
between the words.

Since the probability distribution P(·|w) for a
given word w is stored as a vector over all semantic
features, the cosine of the angle between them can
be computed as a measure of their similarity. A
semantic network can thus be constructed by rep-
resenting each word as a node in the network, with
an edge between them if the cosine similarity be-
tween two words is greater than a threshold ρ.

Whenever a new utterance–scene pair U–S is
processed, the probabilities P(·|wu) of all wu ∈U
are updated, affecting the cosine similarities be-
tween words wu and all other words. The se-
mantic network must be updated to reflect these
changes in cosine similarities—i.e., some edges
may be added, some removed, some changed in
weight. However, rather than calculating the (new)
cosine similarities between each wu and all other
words, the model use a limited set of calculations.
It first updates the current edges connecting wu to
its neighbors. Then it selects a small set of new
words wi that potentially have a high probability
of being similar to wu. This is accomplished by in-
crementally forming semantic clusters over word
meanings that are adjusted when a word’s meaning
is updated (Anderson and Matessa, 1992). Each
newly updated word meaning wu is compared to
an average (i.e., prototype) representation of each
cluster to determine its probability of belonging
to that cluster. Finally, n words are selected from
each cluster and their cosine similarity to wu up-
dated, where n is proportional to the probability
of wu belonging to that cluster. The number of
computations is limited as wu is only compared to
the cluster prototypes and a restricted number of
words from each cluster.

By limiting the number of computations at each
step of learning, the model is more cognitively
plausible than exhaustively updating the seman-
tic network after each utterance. However, it also
means that the resulting semantic network will
be noisy—it may have missing, superfluous or
incorrectly-weighted edges.

3 Experimental Data and Approach

In this section, we explain the details of the se-
mantic fluency experiment as well as the seman-

Figure 1: The difference between categorical and associa-
tive patch switches, based on Hills et al. (2015).

tic representation and search algorithm used in our
simulations. All of the code and data necessary to
reproduce our experiments are available at https:
//github.com/FilipMiscevic/random_walk.

3.1 Evaluation: Semantic Fluency Data

We evaluate our simulations using data from a se-
mantic fluency experiment in which participants
were tasked with naming as many animals as they
can in three minutes (Hills et al., 2012, 2015).
Hills et al. (2012) inferred that the recalled words
(e.g., dog, cat, lion, zebra) form semantically-
related categories or “patches”, based on their
inter-item retrieval times (IRT)—the time elapsed
between the naming of two sequential items that
have not previously been recalled. They find that
the IRT increases as search within a semantically-
related category progresses. A switch into a dif-
ferent semantic category occurs when the IRT ex-
ceeds the participant’s average IRT across the en-
tire trial. The IRT then decreases and the pattern
begins again (see Figure 2a). This result shows
that participants exhibit different behavior when
recalling words from within a semantic category
compared to switching into a new semantic cat-
egory. Hills et al. (2012) argue that this pattern
is a consequence of an informed two-stage search
process: local cues, such as similarity to the most
recent response, are used to search within patches,
and global cues, such as the overall frequency of
a word, are used to switch into new patches. Here
we replicate previous results that demonstrate that
the IRT pattern (Figure 2a) can be predicted by
a simple search given structured representations
(Abbott et al., 2015; Nematzadeh et al., 2016). In
addition, we show that this process matches other
patterns observed in the semantic fluency experi-
ment (Hills et al., 2015).

3.2 Representation: A Semantic Network

We assume words and their relations are structured
as a semantic network—a graph whose nodes are
words, and edges reflect the similarity between the
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word meanings. We compare two sets of semantic
networks, one set created after training the word
learner explained in Section 2.1, while the other
is built incrementally during the training, as de-
scribed in Section 2.2. While the model learns
many words, we only consider animal words, as
we can evaluate those against the semantic fluency
experiment of Hills et al. (2012). We also include
the word animal itself in the semantic networks, as
this is the cue word used in the experiment.

Two words wi and w j are connected in the se-
mantic network if the cosine similarity between
their feature vectors, P(·|wi) and P(·|w j), is above
the threshold, ρ = 0.8. An exception is made for
words connected to the word animal: because an-
imal is a hypernym of the other animals, its cosine
similarity will be less than the cosine between an-
imals of the same subcategory. As such, to ensure
that animal remains connected to some words in
the network, edges radiating from it are kept if the
similarity is at least ρanimal = 0.4. Both models
learn the representations of all 93 animal words
present in the corpus; however, not all nodes are
guaranteed to be connected to the rest of the net-
work due to this thresholding. These thresholds
were determined by a grid search over the possi-
ble values of ρ and ρanimal (i.e., (0,1]). The model
predicts the human data over a notable range of
parameter values; nonetheless, there are still more
networks in that parameter space that do not pre-
dict the data. In Section 5, we will explore what
characteristics of the networks are responsible for
their successful prediction of data.
Batch Network. The word learner was trained
on 120k utterance–scene pairs, with the meaning
representation of a word, P(·|w), calculated as de-
scribed in Section 2.1. After training has con-
cluded, a semantic network is constructed using
the final learned representations. A total of 70
words is present in this network.
Incremental Network. The learner is trained on
28k utterance–scene pairs.1 After each utterance–
scene pair is processed, the connections in the se-
mantic network are updated as described in Sec-
tion 2.2. A total of 75 words is present in this net-
work.

Note that although the word representations of
each model are learned by the same learning al-
gorithm, they produce very different semantic net-

1Even with the smaller corpus (28k as opposed to 120k
input pairs), the model predicts the semantic fluency data;
thus, we used the smaller corpus to speed up our simulations.

works. In the Batch Network, the edges are cre-
ated only after training is completed, and is ac-
complished by exhaustively computing the co-
sine similarity between all word-pair combina-
tions. The Incremental Network, on the other
hand, uses a more cognitively plausible approxi-
mation of this process whereby edges are incre-
mentally created by comparing only a small per-
centage of the word pairs.2 This means that re-
lations captured by the edges of the Incremental
Network are noisier and incomplete.

The Incremental Network still only approxi-
mates the process of semantic acquisition in peo-
ple, albeit more plausibly compared with previous
work. As described above, however, we empir-
ically set two thresholds that determine whether
words are connected or not: one for the word an-
imal and another one for all other animal words.
Future work will need to explore whether this dis-
tinction can be learned while the network is incre-
mentally created.

3.3 Search Algorithm: A Random Walk

We model the search process as a random walk
in which semantic information is retrieved by ran-
domly visiting nodes in the semantic network.
Recall that in the semantic fluency experiment,
the participants were cued by the word animal
and were asked to name as many animals they
can in three minutes. Following Abbott et al.
(2015), we simulate this experiment by perform-
ing a weighted random walk on each network, be-
ginning with the word animal. At each step in the
random walk, a neighboring node is visited with
a probability proportional to the edge weight con-
necting them, and the visited word is stored. Just
as repeated words are not considered in the hu-
man recall data, we assume the output of a ran-
dom walk to be the sequence of unique words
encountered—i.e., each word is counted in the out-
put only when retrieved for the first time. The
number of steps taken before the walk terminates
(including steps to already-visited nodes) is 70,
which produces about the same number of words
on the networks as human participants on average
do (i.e., 37±5). The results we report are averages
over 300 such walks.

2This ends up being only 8% of all n(n−1)
2 possible com-

parisons at each time step, where n is the total number of
words seen by the learner at each time step.
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3.4 Analyzing Random Walks
In the semantic fluency task, the human response
patterns are reflected in changes in the inter-item
retrieval time (IRT) over the list of responses. In
the empirical data, IRT is the time elapsed from
one word until the next word is recalled, and
increases and decreases are observed as people
switch from one semantic patch of words to an-
other, as noted above. Thus, to evaluate the ran-
dom walks in our semantic networks against this
IRT pattern, we must define a measure of time in
the simulated walks (since actual model speed is
not an appropriate proxy). We also must determine
what constitutes a patch and a switch between two
patches.

3.4.1 Measuring Time and Semantic Distance
We follow Abbott et al. (2015) in defining the
IRT in a random walk on a semantic network as
the number of steps taken (i.e., number of edges
crossed) between two words. More specifically,
we define IRTs for our walks as follows: for each
word that has not previously been visited by the
random walk, the IRT is the number of steps taken
in the random walk since the last word that was
seen for the first time. For example, if the model
visits the sequence of nodes “CAT,DOG,CAT,RAT”,
the random walk output is “CAT,DOG,RAT”, and
the IRT between CAT and DOG is 1, whereas the
IRT between DOG and RAT is 2.

The IRT is considered a proxy for semantic
distance between the words. Hills et al. (2015)
also looked directly at semantic distances in the
sequences generated in the human fluency task:
They used vector-space representations (of the
BEAGLE model) to calculate cosine similarity be-
tween consecutive words. As such, in addition to
using IRT in assessing our walks, we also draw on
the cosine similarities between words.

3.4.2 Identifying Patch Switches
Each word in a random walk is labeled by the cate-
gory/categories it belongs to, as defined by Troyer
et al. (1997). Words (e.g., DOG) can belong to
more than one category (e.g., PETS, CANINE). As
a result, there are different possibilities for defin-
ing what constitutes a patch and where the patch
switches occur. We explore two different ways of
defining patches over Troyer’s categories, follow-
ing Hills et al. (2015), as summarized in Figure 1.
Categorical patch switch. A patch switch occurs
when a word in the sequence has no category in

(a) Human data

(b) Batch Network (c) Incremental Network

Figure 2: (a) Human IRTs reproduced from Hills et al.
(2012). (b,c) IRTs from random walks generated from the
simulated semantic networks. Bars are SEM.

common with all of the words in the current patch.
In the sequence “CAT,DOG,WOLF”, “DOG,WOLF”
is a patch switch because WOLF is not in the same
category as CAT (is not a PET).
Associative patch switch. A patch switch occurs
when a word in the sequence has no category in
common with the last word in the patch. For ex-
ample, “DOG,WOLF” is not a patch switch because
both words share the Troyer category CANINE, but
“WOLF,COW” is a patch switch because they have
no categories in common.

From this definition it follows that all asso-
ciative patch switches are also categorical patch
switches. However, a categorical patch switch
may not be associative; one such “categorical
only” patch switch is illustrated in Figure 1. Hills
et al. (2015) argue that human search through
memory is more like an associative search, and
that the associative patch switch model better ex-
plains human IRT patterns. We use the associative
patch switch model except where explicitly com-
paring the differences between the alternatives.

4 Predicting Semantic Fluency Data

Here we compare the results of random walks over
the Batch and Incremental Networks in mimicking
human semantic fluency data. First, we focus on
predicting the pattern of recall observed in human
data, then we examine the properties of each patch
switch model.

4.1 Recall Patterns

In the human semantic fluency data (Figure 2a),
the longest IRTs tend to occur between succes-
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sive words that do not share a semantic category,
presumably reflecting their greater distance in se-
mantic memory (Hills et al., 2012, 2015). This
is referred to as a patch switch. In the figure, a
patch entry position of 1 indicates the average IRT
between the first item in a patch and the item re-
trieved before it. Similarly, a patch entry position
of −1 is the average IRT between the two items
preceding a patch switch. Human IRTs in patch
entry position 1 (patch switch) are higher than the
average IRT, as people take longer to switch to a
new patch, then dip below the average IRT at patch
position 2 as people recall words within a patch.

As Hills et al. (2012) point out, this behavior is
consistent with the marginal value theorem (MVT)
of optimal foraging for patches of food in phys-
ical space (Charnov, 1976). In particular, MVT
demonstrates that to maximize foraging gains, the
optimal moment to leave a current patch is when
the instantaneous reward drops below the average
reward. In the human semantic search task, since
participants are asked to retrieve as many words as
they can, shorter IRTs lead to a bigger ‘reward’, as
more words can thus be retrieved within the time
limit. Indeed, Hills et al. (2012) demonstrated that
those subjects whose search patterns conformed
with MVT retrieved the most words. We eval-
uate whether the IRT patterns of our models also
conform to the predictions of MVT as observed
in the human data. As such, the first patch-entry
position IRT must be significantly greater than the
mean IRT (e.g., the ratio between the two is greater
than 1) and all other patch entry positions must
be no greater than the mean IRT. Finally, succes-
sive IRTs within the same patch should be non-
decreasing.

As shown in Figure 2, we observe a similar pat-
tern to the human IRT data in both the Batch and
Incremental Networks: the IRT drops between the
first and second items in a patch, then steadily in-
creases until the IRT exceeds the long-term av-
erage IRT, reflecting a patch switch. A single-
sided t-test confirms that the first patch entry IRT
is greater than the average IRT (p� 0.001). We
accept the null hypothesis that the patch entry
IRT at position -1 is no greater than the average
IRT (0.08 ≤ p ≤ 0.20). The other IRTs are sig-
nificantly less than the average IRT (p < 0.02)
and successive IRTs within a patch are indeed
non-decreasing. This demonstrates, for the
first time, that the combination of a simple search

(a) Human data

(b) Batch Network (c) Incremental Network

Figure 3: Cosine similarities between words in successive
patch positions normalized by the average long-term cosine
similarity in (a) BEAGLE vectors for items retrieved by hu-
mans (Hills et al., 2012), (b,c) our semantic networks.

and structured representation that is incrementally
created—simultaneously, as words are learned—
can predict basic patterns observed in human se-
mantic fluency. Next, we model additional aspects
of the human data that have not been considered
in previous work (Abbott et al., 2015; Nematzadeh
et al., 2016).

A roughly analogous pattern with respect to
patch entry positions is found with the average
cosine similarities, although here, because cosine
represents similarity rather than distance, the di-
rection is reversed, as seen in Figure 3. Words
at a patch switch are the least similar to one an-
other. Again, the first patch entry position cosine
similarity is significantly less than the average co-
sine simimlarity (p < 0.05). The other patch en-
try position cosines are on average no smaller than
the average (p ≥ 0.05). This supports the notion
that words within patches are more similar (and
hence, closer in semantic memory) to each other
than words between patches.

4.2 Patch Switch Type Proportion and
Duration

Hills et al. (2015) categorize patch switches on
the human data by whether they are associa-
tive or categorical-only (see Figure 1). Two
observations are made from this data. Firstly,
as in Figure 4a, the proportion of associative
patch switches steadily increases throughout the
four quartiles of the walk, but the number of
categorical-only patch switches stays the same.
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(a) Human data

(b) Batch Network (c) Incremental Network

Figure 4: Average proportion of patch switch type on each
quartile of the random walk for (a) human data (Hills et al.,
2012), (b,c) our semantic networks.

This suggests that as more words are retrieved
and semantic patches are depleted, new seman-
tic patches must be explored. However, the
categorical-only switches do not change in fre-
quency. We speculate this may either be because
they do not contribute to the need to explore dif-
ferent patches, or that they are so uncommon to
begin with.

Secondly, as in Figure 5a, associative and
categorical-only switches take longer than non-
switches, which is expected, as non-switches
search within a patch of semantically-related
words. Associative switches take the longest,
as they delineate the boundaries between the
most semantically-different categories (compared
to categorical-only switches).
Model Predictions. When we subject the ran-
dom walks on our networks to these analyses, we
observe the same pattern (Figures 4,5). This is
the first work to confirm that a random walk on
semantic network is consistent with the observed
pattern on the duration and proportion of different
types of switches.

Hills et al. (2015) point out the associative patch
switch model has a Markov property, insofar as
that only the proceeding word’s category affects
the existence of a patch switch with the next word.
This is an interesting observation because it sug-
gests that the associative switches may simply be
easier to make, as only the previous word’s cat-
egories affect the transition to the current word.
In contrast, a categorical-only switch demands
higher memory overhead as the next word is af-

(a) Human data

(b) Batch Network (c) Incremental Network

Figure 5: Average IRTs based on patch switch types for (a)
human data (Hills et al., 2012), (b,c) our semantic networks.

fected by the overall category/categories shared
by members in the current patch. Our results
show that a random walk on a structured seman-
tic network can predict the timing and proportion
of these different types of switches.

5 Explaining Semantic Fluency Data

While our results confirm that a simple search on
an incrementally-created semantic network mim-
ics many aspects of semantic fluency behavior, not
all the semantic networks predict aspects of the
human data, such as adherence to MVT. Adding
edges to the semantic network depends on the sim-
ilarity between words reaching a certain thresh-
old. We experimented with a wide range of thresh-
olds on similarity of word pairs (see Section 3.2)
and observed that patterns consistent with MVT,
as in the human IRT data (Figure 2a), appear only
within a certain parameter range. Since the choice
of threshold affects the overall structure of the se-
mantic network, we explore the features that dis-
tinguish those semantic networks that reproduce
human semantic fluency patterns from those that
do not.

Previous research has emphasized that seman-
tic networks representing human knowledge have
particular structural properties; namely, a small-
world structure, as explained below (Steyvers and
Tenenbaum, 2005). However, Nematzadeh et al.
(2016) observe that having a small-world structure
is not a sufficient condition to guarantee a match
to observed human behavior in semantic search.
A factor that has remained unexplored is how
the quality of a network’s semantic connections—
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whether semantically similar words are connected
through a path—affects a network’s ability to
replicate findings in human semantic search. We
hypothesize that this semantic quality is also im-
portant in predicting semantic fluency data, be-
cause even two networks identical except for node
labels would produce very different behavior as
the relationships between the words they represent
would be completely different.

Here we perform an extensive analysis consid-
ering both structural and semantic properties of the
networks to assess which features contribute to the
model’s adherence to MVT, a major pattern in the
human data. By identifying these features, we can
better understand the salient aspects of semantic
memory that give rise to patterns in human seman-
tic search. We first explain how we measure the
structural and semantic features of the networks.
Then we discuss how we build a regression model
to determine which features are responsible in pre-
dicting the semantic fluency data.

5.1 Measuring Structure and Semantics

A network exhibits small-world structure if it is
sparse and highly connected at the same time—
there are not a lot of edges in the network, but most
nodes are connected through a set of high-degree
nodes. As a result, the network consists of a set of
highly-connected components that are connected
through the high-degree nodes. Small-worldness
is often quantified by σ:

γ =
C

Crandom
, λ =

L
Lrandom

, σ =
γ
λ

where C is the average local clustering coefficient
and L is the average path length, and the subscript
random refers to the metric of an equivalent Erdős-
Renyi network. A network is considered to be
small-world when σ > 1 (or more strictly, γ� 1,
λ ≈ 1) (Watts and Strogatz, 1998). Intuitively,
γ� 1 reflects a structure of tightly connected com-
ponents in the network, and λ ≈ 1 reflects rel-
atively short path distances between nodes com-
pared to a random network.

We observe that all of the semantic networks ca-
pable of reproducing the human patterns are small-
world, but not all small-world networks generate
these patterns, which is consistent with the find-
ings of Nematzadeh et al. (2016). As a result,
we consider other structural and semantic features.
The structural features include the number of ver-
tices (|V |), number of edges (|E|), and the sparsity

of the network (average nodal degree).
Quality of semantic connections. In addition to
the structure of a network, we examine the qual-
ity of its semantic connections. We explore this
by first identifying the semantic clusters formed
in each network using the HDBSCAN algorithm
(Campello et al., 2013), and then evaluating these
clusters using Troyer’s categories as our gold-
standard data Troyer et al. (1997). We assume that
each cluster in the network can have exactly one
category (e.g., pets). To determine the category
label of a cluster, we examine the Troyer category
memberships of each of its words, and assign the
category label based on which category is shared
by the most words of the cluster.

We use the standard measures of precision, re-
call, and F-score to assess the quality of each clus-
ter, and average these across all clusters, weighted
by cluster size, to obtain weighted precision,
weighted recall, and weighted F-score for a net-
work. We also consider the number of clusters in
each network as a feature, |H|.

5.2 Analyzing the Contribution of Features

We characterize which structural and semantic
features of a network are most important (in pre-
dicting human data) by fitting logistic regression
models on all possible combinations of features.

Prior to training, feature values were trans-
formed into z-scores (i.e., for a given feature x
for a given network i, the standardized value is
(xi− x̄)/ŝ; x̄ is the sample mean of the feature for
all networks and ŝ is sample standard deviation).
This permits the coefficients of regression to be
compared directly in terms of their contribution in
predicting the data.3

5.2.1 Experimental Set-Up
Logistic classifier models were trained on a set of
Batch and Incremental networks. During training,
we ensure an equal representation of networks that
adhere to and do not adhere to MVT. This is a
binary condition satisfied according to the crite-
ria explained in Section 4.1. Networks were first
generated across the entire parameter space of the
similarity thresholds (i.e., all combinations of ρ
and ρanimal ranging from 0 to 1, in increments of

3Although some of these features are dependent (e.g., |E|
and sparsity), we do not include their interactions in our re-
gression analysis. We focus on understanding whether a sub-
set of individual features can explain the human data and thus
examine all possible combinations of features.
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0.1). We excluded networks where the number
of nodes reachable by the starting word ‘animal’
was smaller than 30, as they would not be able
to produce as many words as human participants
did (37± 5) (Hills et al., 2012). Since the num-
ber of non-IRT producing networks outnumbered
the IRT producing networks, we uniformly sam-
pled the parameter space in which IRT pattern-
producing networks occurred so that the number
of each would be equal. Using this procedure, 42
Batch and 56 Incremental networks were gener-
ated. In each case, exactly half of the networks
produce the IRT pattern consistent with MVT.
Model selection. For each set of Batch and In-
cremental networks, we examine which features
best predict the human data by building and eval-
uating logistic regression models for all combina-
tions of features. Model selection was performed
in two steps. First, the models with the highest
stratified-3-fold (SKF) cross-validation score were
taken. From these, the model with the fewest num-
ber of features was selected.

5.2.2 Results of Logistic Regression
Table 1 shows the features that appeared in the
logistic regression model that achieved the best
SKF cross-validation score for each of the types
of networks. Since each feature was standardized
(with mean = 0 and variance = 1), the magni-
tude of the coefficients can be interpreted directly.
We note that small-worldness (σ) and weighted F-
score are influential predictors for both Batch and
Incremental networks. In both models, weighted
F-score is the most influential predictor. Al-
though σ is the least influential predictor, we
find it significant that it is a shared predictor for
both networks. Structural properties relating to
the number of edges (|E|,sparsity) as well as
clustering coefficient (C,γ), are structural proper-
ties that have been previously characterized in se-
mantic networks (Steyvers and Tenenbaum, 2005;
Goñi et al., 2010). Hence, we conclude that
both topological features—namely, small world-
ness (high clustering coefficient and short aver-
age path length)—and semantic features—high
weighted F-score (good precision and recall in
clusters)—are jointly associated with reproducing
the IRT pattern.

6 Conclusions

Learning word meanings and representing them
in semantic memory are processes that often oc-

Networks Acc. Features and Coefficients
Batch 93% σσσ λ C sparsity weighted F-score

0.58 0.74 -1.92 0.94 0.94
Incremental 90% σσσ γ |E| weighted F-score

0.65 0.71 -1.64 1.07

Table 1: Features used to train the logistic regression mod-
els for predicting IRT pattern production with the highest
stratified 3-fold cross-validation accuracy (Acc.). Shared fea-
tures are bolded.

cur simultaneously, notably in early language ac-
quisition. A cognitive model capable of integrat-
ing these two processes will therefore more real-
istically capture language acquisition and usage.
It is noteworthy that both the Batch and Incre-
mental Networks perform comparably on all of
the data examined here. We consider this strong
support for the hypothesis that semantic networks
learned incrementally on a naturalistic language
corpus can replicate search patterns in the free re-
call task, a claim that is neither obvious nor trivial
to demonstrate. Furthermore, some of the perfor-
mance characteristics we use in measuring the fit
of the model to the human data—namely, whether
the IRT patterns produced by the model are con-
sistent with MVT or not—are binary conditions:
either the behavior is replicated or it is not, so, bar-
ring additional criteria, a graded scale by which to
score performance is not possible. Future work
will seek to better characterize the performance
differences between the two models.

We deploy a model that can generate seman-
tic networks incrementally from naturalistic lan-
guage use, i.e. child-directed speech, while it grad-
ually learns the word meanings, lending it plausi-
bility as a cognitive model. We show this model
replicates human performance on semantic flu-
ency tasks; namely, with regards to patch entry
IRT, patch entry cosine similarity patterns, patch
switch type proportions, and patch switch type
IRTs. We show, furthermore, that the Markov
property of the random walk does indeed align
with the associative nature of search in the human
semantic fluency task (Hills et al., 2015).

By investigating the structural and semantic fea-
tures of these and other networks, we show that
small-worldness alone does not explain the ability
of a network to replicate the human patterns. Hav-
ing highly connected components, and ones that
reflect the semantic categories of words, are both
properties that may be necessary in predicting se-
mantic search behavior observed in humans.
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Abstract

Word associations are a common tool in
research on the mental lexicon. Studies re-
port that bilinguals produce different word
associations in their non-native language
than monolinguals, and propose at least
three mechanisms responsible for this dif-
ference: bilinguals may rely on their native
associations (through translation), on collo-
cational patterns, and on the phonological
similarity between words. In this paper, we
first test the differences between monolin-
gual and bilingual responses, showing that
these differences are consistent and signifi-
cant. Second, we present a computational
model of bilingual word associations, im-
plemented as a semantic network paired
with a retrieval mechanism. Our model
predicts bilingual word associations better
than monolingual baselines, and translation
is the main mechanism explaining its suc-
cess, while collocational and phonological
associations do not improve the model.

1 Introduction

In a free association task, participants are given a
cue word (e.g., apple) and produce the first word
that comes to their mind (e.g., red or fruit).1 Free
associations have been a common tool in the study
of the mental lexicon because the observed pattern
of associations can reflect the nature and strength of
connections between words in semantic memory.

We focus on free associations as a means to bet-
ter understand the structure and processing of the
mental lexicon in bilinguals. Bilingual word as-
sociations have been studied for decades (see an

1In a so-called continued version of this task, participants
give more than one response, but for consistency we always
consider only the first response to each cue in this study.

overview in Meara, 2009). Despite a number of
important findings, which we summarize in the fol-
lowing section, high-level conclusions about the as-
sociation norms in bilinguals’ non-native language
are unclear – not only because of high variabil-
ity in bilingual populations (DeKeyser, 2013), but
also due to methodological factors (as explained by
Boulton, 2003; Krzemińska-Adamek, 2014). Of
specific concern for us is the lack of robust statisti-
cal analyses of the results. Many studies provide a
selective qualitative analysis of the responses, and
their findings can be inconsistent. In particular, it
is unclear whether there are significant differences
between native and non-native word associations
(as compared, for example, to the instability of
responses within a group of speakers over time).

We address this issue by providing a statistical
analysis of the differences in English word asso-
ciation responses of Dutch[L1]–English[L2] bilin-
guals (collected by van Hell and de Groot, 1998)
compared to English monolingual word association
norms. After demonstrating a quantifiable differ-
ence between them, we then present the first com-
putational model of bilingual word associations,
which we use to investigate how the structure and
processing of the bilingual lexicon could lead to
the observed differences.

2 Related work

2.1 Non-native word associations

In general, non-native speakers’ responses tend to
differ from those of native speakers (e.g., Wolter,
2001; Zareva, 2007; Antón-Méndez and Gollan,
2010; Hui, 2011). Non-native speakers often pro-
duce responses that are translation equivalents of
responses they would give in their native language
(Meara, 1978) – in other words, L1 mediates their
L2 responses (Nam, 2014). Such translations are
produced more frequently when the cue word and
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its translation are cognates2 (Taylor, 1976; van
Hell and de Groot, 1998). Also, collocational
responses (called ‘syntagmatic’; e.g., duty–free,
opportunity–take: Politzer, 1978; Riegel and Zi-
vian, 1972) and phonological responses (favor–
flavor: Meara, 1978; Namei, 2004) tend to be pro-
duced by non-native speakers more frequently than
by monolinguals. Multiple examples of all these
effects are well-documented, yet open questions
remain regarding how systematic these differences
are between bilinguals and monolinguals.

Van Hell and de Groot (1998, henceforth vHdG)
carry out a free association experiment with Dutch–
English bilinguals (i.e., native Dutch speakers who
have been learning English). For us, their study
is interesting in two respects. First, vHdG work
with two similar groups of bilinguals and test one
of the groups twice, which allows us to measure
the consistency of responses between two groups
of bilinguals, as well as within a single group. Sec-
ond, large-scale monolingual association norms are
available for both Dutch and English, which helps
us both with our statistical analyses and in building
a computational model. We use vHdG’s data (1) to
carry out a systematic comparison of monolingual
and bilingual responses, and (2) to train and test a
computational model that helps us predict whether
the effects described above are systematic or not.

2.2 Existing computational models

Graph-based models (or semantic networks) have
been widely used in research on semantic memory
(see an overview by Beckage and Colunga, 2016).
Despite their ‘localist’ approach in which a word
is simply represented by a node (rather than us-
ing distributed representations), such models are
a useful tool in the study of lexical access and
acquisition. In particular, they have successfully
replicated patterns of human verbal behavior in
free word association (Enguix et al., 2014; Grue-
nenfelder et al., 2015), semantic fluency tasks (Ab-
bott et al., 2015; Nematzadeh et al., 2016), lexical
growth/acquisition (Stella et al., 2017; Bilson et al.,
2015), assessment of semantic similarity (Jackson
and Bolger, 2014; De Deyne et al., 2016), etc.

Naturally, a graph is only a static representation
of the lexicon, although its structure presumably
reflects lexical processing (Beckage and Colunga,
2016). To simulate the actual processing dynam-

2In literature on bilingualism, cognates are commonly de-
fined as translations that have similar forms.

ics, various mechanisms have been proposed, such
as spreading activation, random walk, entangle-
ment, etc. (Galea et al., 2011; Zemla and Auster-
weil, 2017). In a spreading activation model, the
activation starts at a given node and spreads across
the graph over adjacent edges proportionally to
edge weights (Anderson, 1983; Roelofs, 1992). Re-
cently, De Deyne et al. (2016) used this approach
on a free association graph to predict human simi-
larity judgments for weakly-related concepts. We
use a similar approach to model bilingual free as-
sociations in our computational model.

3 Data analysis

While vHdG explored various aspects of bilin-
gual word associations, they did not compare the
bilingual responses they collected to independent
monolingual data. Here, we quantitatively com-
pare vHdG’s data against monolingual association
norms, to see whether the non-native responses
are indeed systematically different from those of
native speakers. As vHdG argue, there is a lot of
variability among bilinguals. Therefore, we need
to compare the between-group differences (mono-
linguals vs. bilinguals) against within-group differ-
ences (two sets of bilinguals), to ensure that any
between-group difference we find is due to more
than the variation in responses among bilinguals.

3.1 Distance measures

Our goal is to compare two sets of responses to a
particular cue word against each other. For this, we
use two measures. The first is based on average pre-
cision, widely used in information retrieval. This
measure treats one (unordered) set of responses
as a gold standard and compares this set against
another (ordered) set, considering only the top n
responses. Because we are interested in measur-
ing the distance between the two sets, we employ a
complementary measure ρ to assess the distance be-
tween an unordered (shorter) set X and an ordered
(longer) set Y :

ρn(X,Y ) = 1−
∑n

k=1 (Pk(X,Y )× 1k)

|X ∩ Y | (1)

where 1k is an indicator function taking the value
of 1 if Yk ∈ X and 0 otherwise, and Pk is the
precision at k:

Pk(X,Y ) =
|X ∩ Y1:k|

k
(2)
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where Y1:k is the subset consisting of the first k
responses in Y .

While average precision is frequently used in in-
formation retrieval, a shortcoming of this measure
is that the order of responses in X does not matter.
In practice, however, some of the responses can
be several times more frequent than others. To ac-
count for this fact, we use a second measure, total
variation distance υ, which considers two proba-
bility distributions X ′ and Y ′, associated with the
likelihoods of responses in X and Y , respectively:
e.g., X ′ ∼ {L(Xi), 1 ≤ i ≤ |X|}, where the like-
lihood is proportional to the response frequency in
the human data (and later, to the association score
in our model). The measure υ is then defined as:

υn(X,Y ) =
1

2

∑

ri∈{X∪Y1:n}

∣∣X ′(ri)− Y ′1:n(ri)
∣∣

(3)
Sometimes response ri does not appear in one of
the lists; if, e.g., ri is not in Y , we take Y ′(ri) = 0.

For both measures, we test two values of n: n =
3 to compare only the top three responses per cue
in the data, and n = |X| to compare the maximum
possible number of responses per cue. Note that in
the latter case, n varies per cue word, depending
on the number of responses in X . We denote the
respective measures as ρ3, υ3, and ρmax, υmax.

To focus on systematic differences between word
associations and eliminate the noise from occa-
sional responses and various word forms, in all the
reported analysis we remove hapax legomena (re-
sponses that are only given by one participant) and
lemmatize all the responses, using Frog (van den
Bosch et al., 2007) for Dutch and NLTK WordNet
lemmatizer (Bird et al., 2009) for English.

3.2 Same vs. different bilinguals

First, we test if our measures are sensitive enough
to find expected differences between sets of free
association responses. For this, we compare the
difference in responses from two different sets of
bilinguals to the difference in responses from a
single set of bilinguals at two different times –
i.e., we expect more variation in the two response
sets in the former case than in the latter, in line
with vHdG’s results. We use their data, in which
one group of bilinguals, B1, performed the free
association task twice (B1-1 and B1-2), while an-
other group performed it only once (B2). We

Figure 1: Distances (in terms of υ3) between the
responses given by different groups of participants.

then expect that ρ3(B1-1, B1-2) < ρ3(B1-1, B2),3

and the same for υ3, ρmax, and υmax. We com-
pute the ρ and υ values for responses given by
vHdG’s bilinguals to each of the 58 cue words.4

Figure 1 (left panel) shows the distances in terms
of υ3 only (the differences in distances on the three
other measures are more pronounced). We sta-
tistically compare the distances using Wilcoxon
signed-rank test on pairwise differences per cue
word. The results confirm our prediction on all
measures: mean ρ3(B1-1, B1-2) = 0.35 is less than
mean ρ3(B1-1, B2) = 0.47 (p = .002); for υ3, the
respective means are 0.40 and 0.49 (p = .003); for
ρmax, the means are 0.38 and 0.49 (p = .004); for
υmax, they are 0.35 and 0.46 (p = .002). The con-
sistency of the observed differences across the four
measures suggests that the same set of bilinguals
gives more consistent responses across sessions
than two different sets of bilinguals, and this effect
cannot be explained by random variation. Ideally,
we would carry out a similar analysis for monolin-
gual speakers, but individual-level data for mono-
lingual speakers is not available at the moment.

3.3 Bilinguals vs. English monolinguals

Given that our measures are sensitive to differ-
ences across response populations, we can now
turn to our main goal of verifying differences in the
responses of non-native speakers (that is, Dutch–
English bilinguals tested in English) compared to
native English speakers. We expect more consis-
tency in the responses given by the two groups of
bilinguals (B1-1 vs. B2), compared to bilinguals vs.

3Responses in the second session (B1-2) may be biased,
so we use B1-1 in comparisons to B2 here and to other sets
below.

4For consistency, two cues that did not appear in English
association norms were excluded from all analyses.
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monolinguals (B1-1 ∪ B2 vs. ME);5 see Figure 1
(left panel). (For English monolingual responses
ME , we use the University of South Florida asso-
ciation norms: Nelson et al., 2004.) The results
confirm our prediction: mean ρ3(B1-1, B2) = 0.47
is less than mean ρ3(B1-1 ∪ B2,ME) = 0.63
(p = .003); for υ3, the respective means are 0.49
and 0.60 (p = .014); for ρmax, the means are 0.49
and 0.65 (p = .002); for υmax, they are 0.46 and
0.60 (p = .002). In short, despite the high varia-
tion in bilinguals’ responses, there is still signifi-
cantly more consistency between groups of bilin-
guals than between monolinguals vs. bilinguals.

3.4 Bilinguals vs. Dutch monolinguals

Finally, we check whether the difference reported
in the previous section is only observed in bilin-
guals’ L2 (English), or is also found in their
L1 (Dutch). Intuitively, we expect little differ-
ence between the responses of Dutch monolin-
guals and Dutch–English bilinguals tested in Dutch.
In other words, there should be a similar degree
of consistency in the responses given by, on the
one hand, the two groups of bilinguals (B1-1 vs.
B2), and on the other hand, by bilinguals vs.
monolinguals (B1-1 ∪ B2 and MD); see Figure 1
(right panel). (For Dutch monolingual responses
MD, we use the Dutch association norms from
De Deyne et al., 2013, while the Dutch bilingual
data is available from vHdG’s experiment.) Sta-
tistical tests again confirm our predictions: mean
ρ3(B1-1, B2) = 0.47 is not different from mean
ρ3(B1-1 ∪ B2,M) = 0.51 (p = .601); for υ3, the
respective means are 0.52 and 0.49 (p = .148); for
ρmax, they are 0.50 and 0.56 (p = .243); for υmax,
they are 0.47 and 0.51 (p = .625).

To summarize our human data analyses, we have
shown quantitatively that Dutch–English bilinguals
give systematically different responses in English
(their L2) from English monolinguals. While such
a difference has long been observed, to our knowl-
edge we are the first to statistically analyze this
difference and show that it is greater than the incon-
sistency in responses across participants. Besides,
this difference is specific to bilinguals’ L2, as we
did not observe it in bilinguals’ L1 Dutch.

5We use B1-1 ∪ B2, as this combined data set provides
more responses for the comparison; using B1-1 or B2 instead
gives very similar results.

4 Computational model

We develop a computational model intended to in-
vestigate the difference found above between bilin-
guals and monolinguals in free association. Our hy-
pothesis is that bilingual associations in L2 are in-
fluenced by their L1 through connections between
the lexicons of their two languages. We create
a bilingual Dutch–English semantic network as a
weighted directed graph G with a set of nodes N ,
where N consists of cue and response words ob-
tained from (monolingual) word association norms
in the two languages: De Deyne et al. (2013) for
Dutch and Nelson et al. (2004) for English.6 We
next describe the various types of edges connecting
the nodes, and the spreading activation mechanism
used as a retrieval mechanism.

4.1 Edge types and weights
Dutch and English associative edges, which con-
nect nodes within the same language, effectively
create two monolingual sub-networks.

L1 associative edges (DA) start at a Dutch cue
word and end at all its Dutch responses, based on
the monolingual Dutch association norms. The
edge weights are proportional to conditional proba-
bilities p(response|cue) obtained from the norms.

L2 associative edges (EA) are created the same
way, using the English association norms. The two
resulting sub-networks are then connected to each
other with two following types of edges.

Translation equivalent edges (TE) connect
nodes that are translations of each other. Transla-
tions are obtained from two dictionaries: FreeDict7

and dict.cc.8 In many cases a node n has more
than one translation (e.g., a and b). To determine
which one is more frequent, we use OpenSubti-
tles,9 a bilingual corpus of Dutch–English subtitles
(Lison and Tiedemann, 2016). Word alignment was
performed on a random sample of 50 million sen-
tences using the method of Liang et al. (2006), and
conditional probabilities of each Dutch–English
and English–Dutch translation were extracted. If
a and b are translations of node n, edges Ena and
Enb are weighted proportionally to the conditional
probabilities p(a|n) and p(b|n).

Cognate edges (CG) are placed between trans-
lation equivalents that have similar orthographic

6All words were lemmatized, and hapax legomena and
multiword responses were removed.

7http://freedict.org
8http://www.dict.cc
9http://www.opensubtitles.org
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forms. Cognates are believed to enjoy a special
status in bilinguals (van Hell and de Groot, 1998;
Voga and Grainger, 2007). These edges are defined
using a similarity measure S, which is comple-
mentary to the normalized Levenshtein distance
(Ciobanu and Dinu, 2013). Given two words wi

and wj , S is computed as:

S(wi, wj) = 1− L(wi, wj)

max(|wi|, |wj |)
(4)

where L(wi, wj) is the Levenshtein distance be-
tween the words, and |w| is the number of charac-
ters in w. We consider wi and wj to be cognates
when they are translation equivalents in our dic-
tionary, and S(w1, w2) ≥ 0.5. This rather low
threshold was chosen to capture cognates that are
spelled differently due to morphological or etymo-
logical reasons, yet are similar in their pronuncia-
tion: swell–zwellen, photography–fotografie, etc.

Finally, we consider two extra types of edges,
which connect English nodes to each other. As
we mentioned earlier, there is some evidence that
bilinguals tend to produce more orthographic and
syntagmatic responses in their non-native language,
and the following types of edges are intended to
test whether this is a systematic effect.

Orthographic edges (OR) connect English
words with similar spelling; they are weighted us-
ing the measure S defined above. We chose a
higher threshold than for cognates, 0.75, to pre-
vent the English network from becoming too dense.
Here, for simplicity we assume that word spelling
captures not only orthographic, but also phonologi-
cal similarity between words, although in principle,
phonological edges could be added as an indepen-
dent type in the model.

Syntagmatic edges (SY) reflect collocations or
pairs of words that frequently co-occur. Some-
times participants produce syntagmatic responses
in the free association task, such as duty–free,
opportunity–take, or apple–red. While our DA and
EA edges capture such responses, there is some evi-
dence that bilinguals produce more of these in their
non-native language, so we add these SY edges.
Specifically, we consider the most frequent bigrams
and trigrams (one million each; from the Corpus of
Contemporary American English: Davies, 2008),
convert trigrams into skip-bigrams (take oppor-
tunity), and exclude stopwords (using the NLTK
list: Bird et al., 2009) and words that do not appear
in the English free association norms. For each

Figure 2: A part of the bilingual network.

pair of words, we compute their total number of
co-occurrences in both bigrams and skip-bigrams,
F (w1, w2), and their total individual frequency,
F (w1) and F (w2). Each weight for SY edge Eij is
set proportional to the respective conditional prob-
ability:

p(wj |wi) =
F (wi, wj)

F (wi)
(5)

Figure 2 shows a small part of the bilingual net-
work with various types of edges.

4.2 Normalization of edge weights
We further weight each type of edges differently,
to reflect their relative importance in the spreading
activation process. These relative weights are the
main parameters of our model. The model has
six edge weight coefficients κ: κDA, κEA, κTE, κCG,
κOR, and κSY, set as discussed in Section 5.2.

We normalize the edge weights of all outgoing
edges of each node n to sum to 1, so that n passes
on to its neighbors collectively the same amount
of activation that it received. To do so, we first
consider all outgoing edges of n a particular type
– e.g., DA. We normalize the weights of all DA

edges so that they sum to 1, and then multiply each
weight by the respective coefficient, κDA. The same
is done for all edge types. After that, we normalize
the weights of all outgoing edges of n to sum to 1.

4.3 Retrieval algorithm
Given graph G with nodes N and edges E, the
activation algorithm starts at a cue node ncue, and
activation spreads over edges to neighboring nodes,
proportionally to the edge weights. This process is
bounded in time by a parameter T , which is the up-
per limit of number of edges the activation can pass
through. At the end, the model returns a ranked
set of nodes (responses) M = {n1, n2, .., nk} and
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Figure 3: Spreading activation in the two models
over a small part of bilingual network.

the respective likelihood value of each response,
L(ni):

L(ni) =
∑

t={0..T}
At(ni) (6)

where At(ni) is the activation score of ni at time t:

At(ni) =
∑

nj∈{N\ni}
At−1(nj)w(Eji) (7)

where Eji is the edge connecting nj to ni, and
w(Eji) = 0 if the two are not connected. Initially,
A0(ncue) = 1; for all other nodes A0(ni) = 0.

5 Experimental setup

5.1 Task, models, and baselines

We test our model on the English free association
task given to bilinguals in vHdG – i.e., Dutch–
English speakers were given English cue words
and asked to respond in English.

We consider two versions of spreading activation
in the model, unconstrained and constrained (see
Figure 3). In both versions, we set T – the max-
imum path length of spreading activation – to be
3, following the intuition that bilinguals may trans-
late the English cue into Dutch (time t = 1), think
of Dutch word associations (t = 2), and translate
them back into English (t = 3).

In the unconstrained version (UCS) of the
model, activation crosses all types of edges at each
time step. Note that a T value of 3 enables ac-
tivation to spread from the English to the Dutch
subnetwork and back, but also allows activation to
spread beyond the direct English associates. The
next version of the model controls for this.

The constrained version (CS) simulates a bilin-
gual who accesses direct English associates of the
cue word, as well as English translations of direct
Dutch associates of Dutch translations of the cue

word. That is, they combine their direct English as-
sociations with direct Dutch associations. At t = 1,
activation passes from the cue node to its English
associates and to its Dutch translations, via EA and
TE/CG edges, respectively. At time t = 2, acti-
vation passes only from the just-activated Dutch
nodes via DA edges to their Dutch associates. Fi-
nally, at t = 3, activation passes only from the
newly activated Dutch nodes (the associates of cue
translations) via TE and CG edges back to English
nodes. Conceptually, this version implements a
speaker who relies on the word translation mecha-
nism.

Because we have shown that human bilingual
responses to the English free association task dif-
fer from those of monolinguals, we need to com-
pare our model’s performance to a monolingual
(English) baseline. The association norms base-
line (BASE-AN) corresponds to the English word
association data set itself: i.e., we use EA edges
only in the English subnetwork and set the max-
imum path length T = 1. An improvement over
BASE-AN ensures that our model is producing a
better match to bilingual data than simply out-
putting English monolingual associations. We also
use a second monolingual baseline with the same
subnetwork and edges; this spreading activation
baseline (BASE-SA) instead uses T = 3, as in our
model. This setting enables access to indirect En-
glish associations of the cue word (as in our model),
but only through English connections (unlike our
model). Comparing our model to BASE-SA indi-
cates any improvement we see in our model is due
to accessing the Dutch subnetwork (our theoreti-
cal claim) and not simply due to making indirect
associations in English.

5.2 Model evaluation

In the test task, the model receives a set of cue
words and generates multiple responses to each
cue. Only English nodes can serve as responses,
and their probabilities are normalized to sum to 1.
The model responses are compared to human data
using the measures defined in Section 3.1.

Our main goal is to test which types of edges
systematically contribute to predicting bilinguals’
(non-native) free word associations, and which do
not. We have six parameters of the model related
to edge weights (κ weights for the six types of
edges) and a relatively low number of test items
(58 cue words). To prevent overfitting, we perform
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Table 1: Distances between model and human re-
sponses (averaged per cue word and per iteration).
Best performance for each measure is in bold.

Avg. score
ρ3 υ3 ρmax υmax

BASE-AN 0.63 0.60 0.65 0.59
BASE-SA 0.63 0.61 0.66 0.61
UCS 0.63 0.60 0.63 0.58
CS 0.59 0.57 0.61 0.56

cross-validation on our data set, initially fitting only
some of the κ parameters. Specifically, we first
determine the best weights for the word association
edges (κDA and κEA, which are essential for the
task) and for the cross-language edges (κTE and
κCG, which ensure that activation can pass from
English to Dutch and back). We later test whether
adding other edge types (SY and OR) improves the
model.

For cross-validation, we use the Monte-Carlo
method with 10, 000 iterations: in each iteration,
the 58 cue words are randomly split into 48 training
items and 10 test items. For each training sub-
sample, we consider values {0, 1, 5, 10, 20, 25} for
each edge weight (κDA, κEA, κTE, κCG), run a grid
search to find the best combination, and choose
the four combinations (one per evaluation measure)
which minimize the distance between the human
and the model responses. These combinations are
then evaluated on the respective test sub-sample.

6 Results

6.1 Testing the basic model
Table 1 provides average cross-validation scores
for the two baselines and the two models. Recall
that our scores are distances from human data, so
lower values are better. We see that BASE-AN is a
stronger baseline than BASE-SA. The UCS model
shows little to no improvement over the baselines,
and we only consider the CS model henceforth. The
CS model shows a noticeable improvement over the
stronger BASE-AN baseline, of 0.03–0.04 in terms
of absolute distances, an improvement of 5%–6%.

Although the best combinations of edge weights
of the CS model differ per iteration, one of
them appears much more frequently than the oth-
ers, over 12, 000 times: (κDA, κEA, κTE, κCG) =
(10, 5, 20, 25). To determine whether this combi-
nation makes significantly better predictions than
the baselines, we test it on the full data set with

responses to 58 cue words and run a series of
Wilcoxon signed-rank tests (one per measure). The
results show that the model (average scores ρ3 =
0.57, υ3 = 0.56, ρmax = 0.60, υmax = 0.55) is
significantly better than both baselines on all mea-
sures, apart from υ3 when compared to BASE-AN.

The comparisons to the baselines show that the
CS model, but not the UCS model, predicts bilingual
responses better than simply using monolingual
responses, and it does so by using edges that link
translations across English and Dutch.

6.2 Testing the model with extra edges
Here we see if adding the further two types of edges
– OR and SY – improves the model predictions. We
use the CS model with the best parameter combina-
tion, (κDA, κEA, κTE, κCG) = (10, 5, 20, 25). Again,
we cross-validate the model, this time running a
grid search to find the best weights of the extra
edges only, κOR and κSY. We look for the most fre-
quent parameter combinations. The combination
of the best CS model without the extra edges – that
is, (κOR, κSY) = (0, 0) – is about as frequent as
a particular combination with syntagmatic edges
– (κOR, κSY) = (0, 1), and both of these perform
the same on the full data set. Thus, OR and SY do
not improve the model’s performance overall. We
return to this issue in the discussion.

Note that both for the UCS and CS models, we
start by first fitting the κ values for associative
edges and cross-language (translation and cognate)
edges, because the literature generally agrees that
L2 speakers use the translation mechanism at least
to some extent (e.g., Meara, 2009). The other
two mechanisms – collocations and form similar-
ity – are tested as additions to the model. Effec-
tively, this makes our basic CS model implement
the learner relying on word associations (DA and
EA edges) and translation equivalence (TE and CG

edges), but not on collocation patterns or ortho-
graphic similarity between L2 words. One could
also design a model without cross-language edges –
that is, relying on L2 word associations (EA edges)
together with collocations and/or orthography (OR

and/or SY edges), which we do not present in this
study for the lack of space.

6.3 Best model and error analysis
Here we look in detail at the best CS model and
provide an error analysis. (For simplicity, we con-
sider the model without SY edges.) This model
weights direct monolingual associations more in
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Figure 4: An illustration of the spreading activation
in the best CS model (CG edges are not shown).

Dutch than in English: κDA = 10 vs. κEA = 5.
Translation equivalents are also strongly connected
to each other (κTE = 20), and cognates even more
so (κCG = 25, which is in addition to the existing
TE edge between them). This pattern of weights
ensures that the translation operation is “cheap”,
and Dutch associates are readily activated; together
these effectively make the contributions of English
and Dutch associations similar in size. Figure 4
provides a toy example showing why this is the
case. At the first step, a small share of the acti-
vation passes from the English cue to the English
association, while the lion’s share goes to the Dutch
translation. At the second step, less than half of the
activation at the Dutch translation proceeds to its
associate; then in the third step, this activation is
passed to the Dutch associate’s translation.

This figure also shows why we cannot make
conclusions about the contribution of a particular
factor (e.g., translation equivalence, or the strength
of English and Dutch word associations) based on
the κ value of the corresponding edge type alone.
Even though κTE = 20, κDA = 10, and κEA = 5,
the contributions of native and non-native word
associations to the final set of responses given by
the model are similar, because English associations
(the top right rhombus) are connected directly to
the cue word, and the activation reaches them im-
mediately upon the presentation of the cue, while
Dutch associations (the top left rhombus) are fur-
ther away from the cue word, and activation gets
more dispersed as it passes through the network.

Table 2 shows the performance of the best model
(vs. BASE-AN) for the best and worst cue words.
For the majority of these cues the model is better
than the baseline. For eight of these (apple, block,
bottle, chance, memory, season, shame, shoulder),
the improvement is consistent across the four mea-
sures. While the baseline relies on English word
associations only, the model benefits from consid-
ering Dutch associations. This is because many

Table 2: Cue words for which the absolute differ-
ence between CS and BASE-AN is higher than 0.25
on at least one measure.

Improvement over BASE-AN

Cue ρ3 υ3 ρmax υmax

apple 0.56 0.41 0.30 0.32
block 0.11 0.21 0.33 0.24
bottle 0.56 0.40 0.23 0.15
chance 0.33 0.13 0.25 0.12
farm 0.00 0.06 0.60 0.27
flower 0.22 0.26 0.04 0.00
memory 0.17 0.34 0.03 0.16
season 0.83 0.55 0.63 0.52
shame 0.33 0.26 0.33 0.26
shoulder 0.67 0.34 0.29 0.20

attempt −0.33 −0.03 −0.13 0.00
daughter −0.33 −0.20 −0.33 −0.20
hospital −0.33 −0.15 0.08 0.09
winter 0.00 −0.18 −0.25 −0.22

bilinguals’ responses (e.g., chance→possibility,
shame→red, farm→farmer) are missing in the
monolingual data. In addition, some responses
appear in the English monolingual data too, but
are uncommon (e.g., apple→pear, green). In both
cases, it is the translation edges that are responsible
for the model’s better performance.

Cue words on which the model is consistently
worse than the baseline are attempt, daughter, and
winter. For hospital, the model is only worse in
predicting the top three responses. We find several
reasons that may explain the model’s errors.

Lack of data for some cues. The cue attempt
is translated as poging, which activates a Dutch
associate probeersel [‘trial’]. Because this word is
not a cue in the Dutch association norms, all its ac-
tivation is passed over its translation edges directly
to trial, which yields relatively less activation for
the more common response suicide.

Lack of word frequency information. For
some cues (e.g., hospital, winter), the top human
responses are words that are generally more fre-
quent in English than are their Dutch translations
(nurse vs. verpleegster, spring vs. lente).10 In these
cases, high frequency of English response words
may lead speakers to rely more on English than on
Dutch associations, which our model does not take

10As informed by relative word frequency information in
English and Dutch subtitles (van Heuven et al., 2014; Brys-
baert and New, 2009; Keuleers et al., 2010).

53



into account.
Language change. The data sets are not from

the same time period (Dutch: 2010s; English:
1970s; bilingual: 1990s), so some responses that
the model fails to reproduce may be attributed to
language change: e.g., the response duty→army
appears in the two older data sets, but not in the
monolingual Dutch data, perhaps because conscrip-
tion in the Netherlands was suspended in 1997.

7 Conclusion

We first showed that Dutch–English bilinguals in
their L2 English give responses different from those
of English monolinguals, but their L1 Dutch re-
sponses are not significantly different from those
of Dutch monolinguals. While related observations
have been reported in the literature (Wolter, 2001;
Zareva, 2007; Antón-Méndez and Gollan, 2010;
Hui, 2011, etc.), here we use a set of 58 cue words
to demonstrate that this difference is consistent and
is significantly larger than the difference between
responses given by two groups of bilinguals.

Next, we presented a computational model based
on a graph constructed from two monolingual word
association data sets that were connected with ad-
ditional cross-language edges. Our model predicts
bilingual responses better than the monolingual
baselines. The edge weights in the best model sug-
gest that the contribution of L1 and L2 word associ-
ations is approximately equal in a group of Dutch–
English bilinguals, and that translation equivalents
(and cognates even more so) are strongly connected
in the bilingual lexicon (in line with the findings
on bilingual lexical access: e.g., Kroll et al., 2006;
Dimitropoulou et al., 2011). Bilinguals may often
translate L2 cues into L1, generate L1 associations,
and translate them back into L1. In contrast, syn-
tagmatic and orthographic responses that have been
reported (e.g., Meara, 1978; Namei, 2004; Politzer,
1978) are not useful on the data set we used. Our
results also suggest that it is not the case that bilin-
guals simply activate a broader cluster of L2 words
and sample from those.

Van Hell and de Groot (1998) showed that bilin-
guals’ responses might depend on the type of
the cue word (e.g., noun–verb, abstract–concrete,
cognate–non-cognate). As we intended to test how
consistently various types of responses are pro-
duced across multiple cue words, we did not adjust
the weights depending on the word type (except
for cognates). Future research will consider en-

riching our network with such semantic and syn-
tactic properties, as well as word frequency infor-
mation. Another fruitful direction is to consider
how to learn the association weights themselves,
from textual and/or perceptual input (e.g., Grif-
fiths et al., 2007; Gruenenfelder et al., 2015; Ne-
matzadeh et al., 2016), rather than building them in
from human norms; this would enable us to more
realistically model the emergence of the bilingual
lexicon.
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Abstract

We evaluate 8 different word embedding
models on their usefulness for predicting
the neural activation patterns associated with
concrete nouns. The models we consider
include an experiential model, based on
crowd-sourced association data, several
popular neural and distributional models, and
a model that reflects the syntactic context
of words (based on dependency parses). Our
goal is to assess the cognitive plausibility
of these various embedding models, and
understand how we can further improve our
methods for interpreting brain imaging data.

We show that neural word embedding mod-
els exhibit superior performance on the tasks
we consider, beating experiential word repre-
sentation model. The syntactically informed
model gives the overall best performance
when predicting brain activation patterns from
word embeddings; whereas the GloVe distri-
butional method gives the overall best perfor-
mance when predicting in the reverse direc-
tion (words vectors from brain images). Inter-
estingly, however, the error patterns of these
different models are markedly different. This
may support the idea that the brain uses dif-
ferent systems for processing different kinds
of words. Moreover, we suggest that taking
the relative strengths of different embedding
models into account will lead to better models
of the brain activity associated with words.

1 Introduction

How are word meanings represented in the human
brain? Is there a single amodal semantic system or are
there multiple responsible for representing meanings
of different classes of words? Recently, a series of
studies have emerged showing that a combination

of methods from machine learning, computational
linguistics and cognitive neuroscience are useful for
addressing such questions.

(Mitchell et al., 2008) pioneered the use of corpus-
derived word representations to predict patterns of
neural activation’s when subjects are exposed to a
stimulus word. Using their framework, a series of
papers have evaluated various techniques of comput-
ing word representation models based on different
assumptions, as we review in section 2.

Since these early successes, a range of new
word embedding methods have been proposed
and successfully used in a variety of NLP tasks,
including methods based on deep learning with
neural networks. (Baroni et al., 2014) and (Pereira
et al., 2016) present systematic studies, showing
that also behavioural data from psycholinguistics
can be modelled effectively using neural word
embedding models such as GloVe(Pennington et al.,
2014) and word2vec(Mikolov et al., 2013). At
the same time, studies in the area of vision have
shown that deep learning models fit very well to the
neocortical data (Cadieu et al., 2014; Khaligh-Razavi
and Kriegeskorte, 2014) and they can help to better
understand the sensory cortical system (Yamins and
DiCarlo, 2016). To investigate how well the new word
embedding models, and in particular the deep learning
models, fare in helping to understand neural activation
patterns in the domain of language, we now present
a systematic evaluation of 8 word embedding models,
listed in section 3, against the neuroimaging data from
(Mitchell et al., 2008), following the experiments and
primary results in (Mijnheer, 2017; Ahmed, 2017).

To address this goal, we take word embedding mod-
els designed based on different assumptions of how
meanings of words can be represented and evaluate
their performance on either the task of predicting brain
data from word embeddings or the reverse, predicting
word embeddings from brain data. The basic assump-
tion here is that the better the performance of a model
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is the more probable it is that the way the word embed-
ding model is built reflects what happens in the human
brain to understand a meaning of a word. In our exper-
iments, we compare modern neural word embedding
models with traditional approaches that are based
on manually assigned linguistic word attributes, and
neuro-inspired techniques based on sensory-motor
features. Besides a large-scale evaluation of various
word embedding models, we conduct a detailed error
analysis to understand the differences between them.

The first research question we investigate is: How
well does each word embedding model allow us to
predict neural activation patterns in human brain?
To answer this we measure how well different word
embedding models can predict the brain imaging
data. Taking this one step further, we also train our
models in the reverse direction: to directly predict
word embeddings from brain data.

The second research question that we investigate
is: What is the best word embedding model for
predicting brain activation for different (classes
of) nouns? Maybe human brain uses different
processes to understand meanings of different kind
of words (Riddoch et al., 1988; Caramazza et al.,
1990; Warrington and Shallice, 1984; Caramazza
and Shelton, 1998). We do a qualitative analysis of
our results to see whether different word embedding
models are good in predicting the brain activation
for different categories of nouns. The third question
we address is Which are the most predictable voxels
in the brain for each word embedding model? By
answering this question we want to test the hypothesis
that different areas of the brain are responsible for
processing different aspect of the meaning of nouns.
If different models have different performance either
for different noun pairs or for different brain areas, the
next step would be to find a way to integrate different
models to build a model that better fits the brain data.

2 Related Work

The tradition of developing computational models
to predict neural activation patterns given a repre-
sentation of a stimulus such as a word was started
by (Mitchell et al., 2008), who presented a model
that quite successfully (with performance well above
chance) predicted neural activation patterns associated
with nouns, using a hand-designed set of 25 verbs
(reflecting sensory-motor features) and computing
representations for the nouns based on their co-
occurrences with these verbs in a trillion-token corpus.
Following this work, (Jelodar et al., 2010) proposed

using WordNet (Miller, 1995) instead of corpus
statistics to compute the values for the 25 features
introduced in (Mitchell et al., 2008), allowing them to
deal with some of the ambiguity related issues. They
find that a linear combination of their WordNet-based
25 features and the co-occurrence based 25 features
of (Mitchell et al., 2008) improves the fMRI neural
activity prediction accuracy. Devereux et al (Devereux
et al., 2010) applied the framework to evaluate four
different feature extraction methods, each based on
a different source of information available in corpora.
They show that general computational word represen-
tation models can be as good as sensory-motor based
word representations. Later Murphy et al have done
an extensive study comparing the performance of a
different kind of corpus-based models on this task. In
their experiments, a model that exploits dependency
information outperforms the others (Murphy et al.,
2012), in line with the results that we report below.
(Binder et al., 2016) argue that it makes more sense
to use experiment based word representations to
model the mental lexicon. In (Fernandino et al., 2015)
they use sensory-motor experience based attributes
as elements of the word vectors to predict neural
activation pattern for lexical concepts. The main
difference of this approach with (Mitchell et al., 2008)
is that rather than statistics from corpora they use
actual human ratings to compute the feature values.

More recently, the success of neural network based
approaches for learning word representations has
raised the question whether these models might be
able to partly simulate how our brain is processing
language. Hence, it is now the time to revisit the
challenge Tom Mitchell introduced and evaluate
these new models with human brain neural activation
patterns. In (Anderson et al., 2017) the performance
of word2vec as the word representation model for pre-
dicting brain activation patterns is already evaluated.
The goal of their experiment was to compare a text-
based word representation with image-based models;
our goal, instead, is to compare different neural word
embedding models that are all text-based. Further-
more, (Xu et al., 2016) they compare the performance
of various word embedding models, including neural
based models and non-distributional models for both
behavioural tasks and brain image datasets.

Taking the differences between all these different
models for word representation into account, one can
argue that they are not replaceable with each other.
In (Dove, 2009) it is argued that both perceptual and
non-perceptual features are important in decoding
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semantics. Moreover (Andrews et al., 2009) has
suggested combining experiential and distributional
models to learn word representations. In our experi-
ments, we want to investigate whether the information
encoded in different kind of word representations are
mutually exclusive and hence, integrating them would
result in a more powerful model.

There have also been some efforts to extend these
models to analyze and understand brain activation
patterns at sentence level (Wehbe et al., 2014) or
at least in the context of a sentence rather than an
isolated word (Anderson et al., 2016a). Moreover,
some other related work abstracts away from the
brain activation patterns and instead analyzes the
correlation between the pairwise similarity of word
representations in the brain and the computational
model under evaluation (Anderson et al., 2016b).

In this paper, we stay with the original setup,
using word representation models for predicting
fMRI neural activation patterns, but go beyond
existing work by presenting a systematic analysis and
comparison of the performance of different kind of
word representation models.

3 Experimental Setup

The main task in our experiments is to use a regression
model to map word representations to brain activation
patterns or vice versa. As the regression model, we
employ a single layer neural network with tanh
activation. To avoid over-fitting we use drop-connect
(Wan et al., 2013) with a keeping rate of 0.7 beside L2
regularization with λ=0.001. In all the experiments
we train the models for each subject separately. The
training and evaluation are done with the leave-2-out
method as suggested in (Mitchell et al., 2008). Where
we train the model on all except 2 pairs and then evalu-
ate the performance of the model on the left-out pairs.
We do this for all possible combinations of pairs.

Neuroimaging Data Our experiments are con-
ducted on the data from Mitchell et al. (2008) which is
publicly available1. This is a collection of fMRI data
that is gathered from 9 participants while exposed to
distinctive stimuli. The stimuli consisted of 60 nouns
and corresponding line drawings. Each stimulus was
displayed six times for 3 seconds in random order,
adding to a total of 360 fMRI images per participant.

Word Embedding Models In order to get insights
about how human mental lexicon is built, we use a

1http://www.cs.cmu.edu/afs/cs/project/
theo-73/www/science2008/data.html

wide variety of recently proposed word representation
models. The word embedding models that we are ex-
ploring in our experiments are in two (non-exclusive)
categories: experiential or distributional. In the
experiential model, the meanings of the words are
coded to reflect how the corresponding concept is
experienced by humans through their senses. In
the distributional models, the meaning of words is
represented based on their co-occurrence with other
words. These models can be either count-based
or predictive (Baroni et al., 2014). The word
representation models we will use are:

• Experiential word representations: Experiential
word representations are suggested based on the
fact that humans remember the meaning of things
as they experience them. In (Binder et al., 2016)
a set of 65 features are defined and crowdsourcing
is used to rate the relatedness of each feature for
each word. Thus, instead of computing the value of
features using statistical data from textual corpora
they use actual human ratings. We use the dataset
introduce in (Binder et al., 2016). Since it contains
only about 50% of the nouns in Tom Mitchell et
al dataset, some of the experiments we report are
with this limited noun set.

• Distributional word embedding models:

– Word2Vec: Word2vec basically is a shallow,
two layer, neural network that reconstructs the
context of a given word. In our experiments, we
use the skip gram word2vec model trained on
Wikipedia (Mikolov et al., 2013).

– Fasttext: Fasttext is a modification of word2vec
that takes morphological information into
account (Bojanowski et al., 2016).

– Dependency-based word2vec: The
dependency-based word2vec introduced
in (Levy and Goldberg, 2014) is a word2vec
model in which the context of the words is
computed based on the dependency relations.

– GloVe: GloVe is a count-based method. It does
a dimensionality reduction on the co-occurrence
matrix(Pennington et al., 2014).

– LexVec: LexVec is also a count based method.
It is a matrix factorization method that combines
ideas from different models. It minimizes the
reconstruction loss function that weights frequent
co-occurrences heavily while taking into account
negative co-occurrence (Salle et al., 2016b,a).

• 25 verb features: Similar to experiential word
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Figure 1: Results for the word to brain activation
prediction task. (Chance is .5)

representations, this model is based on the idea that
the neural representation of nouns is grounded in
sensory-motor features. They have manually picked
25 verbs and suggested to use the co-occurrence
counts of nouns with these 25 verbs to form the
word representations (Mitchell et al., 2008).

• non-distributional word vector representation:
(Faruqui and Dyer, 2015) have constructed a non-
distributional word representation model employing
linguistic resources such as WordNet(Miller, 1995),
FrameNet(Baker et al., 1998) etc. In this model,
words are presented as binary vectors where each
element of the vector indicates whether the repre-
sented word has or does not have a specific feature.
As a result, the vectors are highly sparse. The ad-
vantage of this model to distributional word repre-
sentations is the interpretability of its dimensions.

4 How well does each word embedding
model allow us to predict neural
activation patterns in human brain?

To address the first research question, we train a sep-
arate regression model for each word representation
model to compute the average brain activation corre-
sponding to each word for a particular subject. Figure
1 illustrates the results of evaluating these models on
the brain activation prediction task, using the leave-
2-out methodology we discussed in section 3. For the
sake of including the experiential word representations
from (Binder et al., 2016) in our evaluations, we also
conducted a set of experiments with only the nouns
that were included in the experiential word representa-
tion collection. The good news is that all the models
we are evaluating perform significantly above chance.
The fact that the ranking of the models differs per

subject makes it difficult to make general conclusions
about the best model. Overall, dependency-based
word2vec, GloVe and 25 features model are the
top-ranked models for at least one of the subjects.

Among neural word embedding models,
dependency-based word2vec is achieving the best
accuracy. This is in line with the results from (Murphy
et al., 2012), where they showed that the corpus-based
model considering the dependency relationships has
the highest performance among corpus-based models.
These authors report an accuracy of 83.1 (with 1000 di-
mensional word vectors). Somewhat higher still than
the best dependency based word2vec, and the highest
performance reported in the literature until now for
a corpus-based model. The fact that fasttext and de-
pendency based word2vec are performing better than
word2vec might reflect the importance of morpholog-
ical and dependency information. Comparing predic-
tive models with count-based models, although count-
based methods like GloVe and LexVec are beating sim-
ple word2vec, looking at the performances of fasttext
and dependency based word2vec, we can conclude
that the context prediction models can potentially
perform better. Moreover, comparing the performance
of the Experiential Model with 25 feature model, we
see that the Experiential Model is doing slightly better
on average while their ranking is different per subject.
Either the higher number of features or the way fea-
ture values are computed could have led to the slight
improvement in accuracy for the experiential model.

In both sets of experiments in Figure 1 the
non-distributional word representation model has the
lowest performance. The very high dimensionality of
the brain imaging data versus the sparseness of non-
distributional word vectors make training the regres-
sion model with these vectors much harder and this
might be the primary reason for its low performance.

Next, instead of predicting brain activation patterns,
we train the regression model to predict the word
representation given a brain activation. Thus, we want
to predict the stimulus word from the neural activation
pattern in the brain. Evaluation is still based on the
leave-2-out setup (so we still evaluate with 2 brain im-
ages and 2 word embeddings at each instance, making
quantitative results comparable across experiments).

The results are shown in Figure 3. We expected
the performance of the models on the reversed task,
predicting word features from brain activation, to be
somewhat similar to their performance on the main
task, predicting brain activation patterns from word
vectors. However, the results are surprising. For the
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Figure 2: Results of different word representation models for the word to brain activation prediction task for
the limited set of word, split per subject.
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Figure 3: Results of different word representation
models for the brain activation to word representation
prediction task.

25 features model, the accuracy on the reversed task
is much lower. This may be because of the way the
feature vector for nouns is distributed in the space
in this model. Or it could be that neural activation
patterns do not encode all the necessary information to
approximate these feature values. This could indicate
that while the 25 features model is pretty useful in
interpreting brain activation patterns it is not a plau-
sible model to simulate how nouns are represented in
the human brain. On the other hand, it seems that it is
very easy to construct GloVe word vectors from brain
activation patterns; this model achieves an accuracy
of 90 percent. In (Sudre et al., 2012) accuracy of
91.19 percent is reported on the similar task on MEG
data. GloVe is based on the distributional semantics
hypothesis, and it is achieved by learning to predict
the global co-occurrence statistics of words in a
corpus. Hence, obtaining a high accuracy in the word
prediction task using GloVe, supports the fact that the
context of the words have a major role in the way we
learn the meanings of the words. The important thing
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Figure 4: Mismatched word pairs for subject 1: 25
features model (red) vs experiential model (blue). In
purple, word pairs confused by both models.

to notice is that of course the more information we
encode in the word representation the more powerful
it becomes in predicting neural activation patterns
as far as that information are relevant to some extent.
However, this alone doesn’t imply that the exact
same information is encoded in the neural activation
patterns. As we can see in our results, compared to
GloVe, it’s not that easy to reconstruct the Fasttext
and dependency based word vectors from the brain
activation patterns. What we can conclude, for now, is
that while morphological and dependency information
is helpful in learning word representations that are to
some extent more similar to the neural representation
of nouns in our brain. This information is not
explicitly encoded in the brain activation patterns.

In the end, only comparing the accuracy of these
models does not reveal much about the differences
between them and does not mean that the model with
the highest accuracy can replace all the others.
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Figure 5: Mismatched pairs for subject 1: dependency
based word2vec (red) vs experiential model (blue)

ca
t

be
ar

do
g

ho
rs

e
co

w
ar

m
ha

nd le
g

ey
e

fo
ot

ig
lo

o
ho

us
e

ap
ar

tm
en

t
ba

rn
ch

ur
ch

wi
nd

ow ar
ch

do
or

clo
se

t
ch

im
ne

y
dr

es
s

sh
irt

pa
nt

s
co

at
sk

irt be
d

ch
ai

r
ta

bl
e

de
sk

dr
es

se
r fly be
e

bu
tte

rfl
y

be
et

le an
t

catbeardoghorsecowarmhandlegeyefootigloohouseapartmentbarnchurchwindowarchdoorclosetchimneydressshirtpantscoatskirtbedchairtabledeskdresserflybeebutterflybeetleant

Figure 6: Mismatched pairs for subject 1: dependency
based word2vec (red) vs word2vec (blue)

5 What is the best word
embedding model for predicting brain
activation for different (classes of) nouns?

In order to get more insights about the differences
between the models, we look into the errors they
make. It is informative to see whether each of these
models is good at predicting neural activation pattern
for a different group of noun pairs. We want to
test the hypothesis of whether human brain uses
different mechanisms for understanding meanings of
different categories of words (Riddoch et al., 1988;
Caramazza et al., 1990; Warrington and Shallice,
1984; Caramazza and Shelton, 1998). To investigate
this we look into the miss matched noun pairs for
each of the word representation models. We want to
see which are the most confusing noun pairs for each
model and measure the overlap between the errors
the models make. This will reveal if these models are
actually encoding different kinds of information.

Figures 4, 5 and 6 show the overlap between
mismatched pairs for different models for subject

1. In these plots, the red color corresponds to the
first model mentioned in the caption, the blue colour
corresponds to the second model and the purple
colour indicates the overlaps. While there is some
overlap between the mistakes of the 25 features model
and the experiential model, considerable number of
mismatched pairs are not in common between them.
One interesting fact about the 25 features model
is that for some specific nouns ie. “bear”, “foot”,
“chair”, and “dresser”, no matter what is its pair,
discrimination performance is poor. eg. “bear” is not
only confused with other animals, but also with some
body parts, places and etc. We do not notice similar
phenomena for the experiential model. This could
be a side effect of using co-occurrence statistics from
corpora to learn word representations and could show
that for some reason the representations learned for
these nouns are not distinguishable from other nouns.
Looking into the noun pair mismatches of the expe-
riential model and the dependency based word2vec
in Figure 5, again we see a considerable amount of
overlap. They both perform equally for discriminating
among animals. But the experiential model makes
more mistake about “body parts” and “insects”. Com-
paring the dependency based word2vec with simple
word2vec, in Figure 6 we observe similar patterns
to Figure 4. As illustrated in the plot, discriminating
some words eg. “chair” is difficult for word2vec
while it’s not the case for dependency based word2vec.
It seems like both experiential attributes of nouns and
the dependency information is helping in learning
more distinguishable representations for nouns.

5.1 25 features vs experiential
As shown in Figure1, the experiential model performs
better than the 25 features model in average. Con-
sidering the fact that these two models are reflecting
the same underlying theory, we might expect that if
one of them is more accurate, it can replace the other.
However, by looking into the difference between
their mismatched pair, Figure 7, we observe that the
mistakes these two models make are not completely
overlapping: the nouns ‘arm’ and ‘hand’ are difficult
to discriminate for both models, while ‘chair’ and
‘house’ are among the nouns with most mistakes
for the 25 features model, and ‘horse’ and ‘door’
for the experiential model. For both models, most
mismatches are in the category of body parts.

5.2 GloVe vs Dependency-based word2vec
We also compare the mismatch pairs for GloVe and
dependency based word2vec as the two neural models
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(a) Mismatched pairs for the 25 features
model

(b) Mismatched pairs for the experiential
model

(c) Difference between mismatched pairs

Figure 7: Comparing mismatched pairs for the 25 features model and the experiential model averaged over
all subjects. Axes are the same as in figure 4.

(a) Mismatched pairs for dependency
based word2vec

(b) Mismatched pairs for GloVe (c) Difference between mismatched pairs

Figure 8: Comparing mismatched pairs for dependency based word2vec and GloVe averaged over all subjects

Figure 9: Difference of mismatched pairs for
dependency based word2vec and experiential model

that achieve the highest accuracies in Figure 8. These
two models are different both in the richness of the
information they use to learn word representations,
and also the way they use this information. In glove,
the model is trained based on the global co-occurance
of words whereas in word2vec word representations
are learned based on the context of the words for each
example locally. For GloVe, similar to the 25 features
model and the experiential model, ‘arm’ is one of the
hardest to discriminate nouns. But the ‘body parts’
category is not as confusing as for the experience
based models. For the dependency-based word2vec,
the patterns of errors are somehow different and
the most difficult word seems to be ‘fly’. This is
because ‘fly’ can be either verb and noun, and since
it is more frequent as a verb, the dependency-based

model is learning the representation of its verb form.
For GloVe, this is not very problematic because it is
only based on co-occurrence counts, thus an average
representation is learned. In general, despite the
fact that these two models are based on different
assumptions their mismatches have more overlap than
for the two experiential models. This may be a side
effect of the fact that they both make fewer mistakes.

5.3 Experiential
vs Dependency-based word2vec

The mismatched pairs of the experiential model and
the dependency based word2vec and their difference
is illustrated in Figure 9. The experiential model
seems to have less prediction accuracy for noun pairs
in the same category.

6 Which are the most predictable voxels in
the brain for each word embedding model?

Each of the computational models of word representa-
tion we have employed to predict brain data is based
on modelling different aspects of words meanings.
Now we want to investigate if our brain is doing a
combination of all these mechanisms and different
groups of voxels in the brain are responsible for
processing each aspect? One way to test this is to look
into the predictability of different voxels with each
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Figure 10: Most predictable voxels for dependecy
based word2vec(red) and the experiential model(blue)

Figure 11: Most predictable voxels for dependecy
word2vec(red) and word2vec(blue). Green dots are
among the top 50 voxels of both models.

of these models. For this purpose, we have identified
the top 50 most predictable voxels for each model. In
Figure 10 you can see the 50 most predictable voxels
for dependency-based word2vec and the experiential
model. In Figure 11 you can see the 50 most
predictable voxels for dependency-based word2vec
and simple word2vec. The green colour indicates
the common top voxels between the two models.
From these figures, we can see that there is a lot more
overlap between the dependency based word2vec and
word2vec, compared to the experiential model.

A Mixed Model If each model is good at predicting
the neural activation pattern for a different group of
nouns/different groups of voxels, theoretically, it is
possible to build a better model using an integrated
model. In other words, we should be able to improve
the accuracy of predicting neural activation patterns
by employing a combined model. We conduct a
new experiment by integrating the dependency based
word2vec as a neural corpus-based word representa-
tion with the experience based models, ie the 25 verbs
model and the experiential model. We expect the
performance of the model to be a little bit higher than
the dependency based word2vec. Our results indicate

that combining the dependency based word2vec with
the experiential model linearly doesn’t lead to an
improvement in the accuracy over the limited set of
words available in the experiential model. However,
linearly combining the 25 feature model with the de-
pendency based word2vec leads to an accuracy of 82
percent over the 60 nouns, which is 2 percent higher
than the accuracy of the dependency-based model.

7 Discussion and Conclusion

Based on our systematic comparison, we can conclude
that the deep learning models for learning word repre-
sentations fit very well with brain imaging data. The
existing models, like dependency based word2vec, are
already beating the experiential word representation
models that are particularly designed for the brain
activation decoding tasks. Moreover, comparing the
results of learning the mappings from words to brain
activations and vice versa, convinces us that it is impor-
tant to study the performance of the models in both di-
rections to really understand what kind of information
is encoded in the neural activation patterns for words.

Looking into the details of the performance of
these models, it turned out that each of them makes
different kinds of mistakes. One of the main problems
of the corpus based distributional models that we have
applied is that they do not account for different senses
of the words. Hence, the representations they learn
for words with more than one sense can be noisy and
biased toward the most frequent sense. Taking the dif-
ferences between the models into account, we build a
model that combines the experience based word repre-
sentation model with the dependency based word2vec.
By linearly combining the 25 features model with
the dependency-based model we are able to achieve
a higher accuracy on the brain activation prediction
task. We think it is possible to build new models upon
the dependency based word2vec which also encode
experiential information. One possible approach to
achieve this goal is to train word embedding models
in a multi-task learning framework with the down-
stream tasks that reflect different types of real-life
experiences in addition to language modelling tasks.

In addition, in order to have a better understanding
of the differences between different word represen-
tation models, we need to do a further analysis to
answer the question Which are the most predictable
voxels in the brain for each word embedding model?
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Abstract
Behavioral data suggest that both children
and adults struggle to access the inverse
interpretation of scopally-ambiguous ut-
terances in certain contexts. To deter-
mine whether the causes of both child
and adult difficulty are similar, we extend
an existing computational model of chil-
dren’s scope ambiguity resolution in con-
text. We find that the same utterance-
disambiguation mechanism is active in
both children and adults, supporting the
theory of developmental continuity. More-
over, because adult behavior requires an
exact semantics for numerals, we also
provide empirical support for this theory
of linguistic representation.

Keywords: ambiguity resolution, devel-
opmental continuity, language acquisition,
numerals, pragmatics, processing, Ratio-
nal Speech Act model, scope, semantics

1 Introduction

Consider a scenario where two out of three horses
jump over a fence. Is the utterance in (1) a reason-
able description?

(1) Every horse didn’t jump over the fence.
a. ∀� ¬ (surface scope):

None of the horses jumped over the fence.
b. ¬� ∀ (inverse scope):

Not all of the horses jumped the fence.

Adults typically endorse the every-not utterance as
true, while children typically do not (Musolino,
1998; Lidz and Musolino, 2002; Musolino and
Lidz, 2006; Musolino, 2006; Viau et al., 2010).
This utterance is scopally ambiguous, involving
multiple quantifiers (i.e., every and n’t). Chil-
dren’s behavior is non-adult-like at five years old:

though the inverse interpretation in (1b) is true,
five-year-olds still do not endorse the utterance.

Now, consider a scenario with only two horses,
one of which successfully jumps. Is the two-not
utterance in (2) a reasonable description?

(2) Two horses didn’t jump.
a. ∃2�¬ (surface scope):

There are two horses that didn’t jump.
b. ¬� ∃2 (inverse scope):

It’s not the case that there are two horses
that jumped.

Most adults would not endorse the utterance, de-
spite the inverse interpretation in (2b) being true
(Musolino and Lidz, 2003)—that is, it is not the
case that two horses jumped (only one did).

This pair of findings underscores that not en-
dorsing a scopally-ambiguous utterance when
only the inverse interpretation is true occurs in
both children and adults in different contexts. We
might therefore wonder about continuity in the
development of scope ambiguity resolution: is
the cause of child utterance non-endorsement in
an every-not scenario qualitatively similar to the
cause of adult non-endorsement in the two-not
scenario? If so, this similarity supports develop-
mental continuity: children use the same mecha-
nism as adults when understanding ambiguous ut-
terances in context. The only difference would
be that adults are better-equipped to deploy this
mechanism, owing perhaps to increased domain-
general knowledge and/or cognitive capacities, or
to language-specific experience. In contrast, if
the underlying causes are different for child and
adult utterance non-endorsement, this would sug-
gest developmental discontinuity: children are en-
gaging in a fundamentally different process as they
understand ambiguous utterances. So, the devel-
opment of adult-like behavior would involve ac-
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quiring a new mechanism for resolving ambiguity.
To choose between these accounts, we must

understand utterance (non-)endorsement behav-
ior. To that end, Savinelli et al. (2017) articu-
lated a computational model of ambiguity resolu-
tion within the Rational Speech Act (RSA) frame-
work (Goodman and Frank, 2016). The model
demonstrated the central role of pragmatic fac-
tors over processing factors in explaining chil-
dren’s non-adult-like behavior in every-not con-
texts like (1). Here, we extend this same model
to capture two-not utterance endorsement behav-
ior in adults, identifying the factors that yield the
experimentally-observed patterns of behavior.

We begin by reviewing the scope ambiguity res-
olution findings from Savinelli et al. (2017), to-
gether with the experimental results that informed
the design of the computational model. Next, we
consider the experimental findings from Musolino
and Lidz (2003), where adults seem to behave
like children in specific contexts. We then extend
the model from Savinelli et al. (2017) to capture
these new data, and demonstrate support for de-
velopmental continuity, with the same utterance-
disambiguation mechanism active in both chil-
dren and adults. Importantly, the complete range
of experimentally-observed behavior can only be
captured if adults represent two with an exact in-
terpretation, an unexpected finding that informs
the debate on numeral semantics.

2 Previous work: Modeling every-not

In the basic truth-value judgment task (TVJT)
meant to assess children’s scope disambiguation
behavior, children first watch a scene acted out
and hear a puppet produce a scopally-ambiguous
utterance; then they are asked whether they would
endorse the utterance as a true description of the
scenario. Children typically do not endorse the
ambiguous every-not utterance in the critical con-
text where the surface interpretation is false but
the inverse interpretation is true (e.g., a NOT-ALL

scenario where two out of three horses jumped
over a fence). This behavior has been interpreted
as children failing to access the inverse scope in-
terpretation that would make the utterance true.

Interestingly, various alterations to the task
setup have yielded more adult-like behavior in
children, with higher rates of endorsement for the
every-not utterance. These experimental manip-
ulations highlight at least three core factors (two

pragmatic, one processing) that underlie children’s
behavior in the TVJT: (i) pragmatic: expectations
about the experimental world (e.g., how likely suc-
cessful outcomes are), (ii) pragmatic: expecta-
tions about the Question Under Discussion (QUD;
e.g., were all outcomes successful?), and (iii)
processing: the accessibility of the inverse scope
(i.e., the ease by which the logical form is either
derived or accessed in real time).

To capture and independently manipulate the
contributions of each of these factors, Savinelli
et al. (2017) modeled ambiguity resolution for
every-not utterances within the Bayesian RSA
framework (Goodman and Frank, 2016). They
found that when it comes to understanding non-
adult-like behavior in the TVJT, there is likely a
stronger role for the pragmatics of context man-
agement (as realized in prior beliefs about world
state and QUD) than for grammatical process-
ing (as realized in the prior on scope interpreta-
tions), although there may be a role for both. So,
children’s failure to endorse scopally-ambiguous
every-not utterances in NOT-ALL contexts likely
stems from their beliefs about the experimental
world (e.g., whether actors are a priori likely to
succeed) and about the topic of conversation (e.g.,
whether the conversational goal is to determine if
all the actors succeeded), rather than an inabil-
ity to grammatically derive or access the inverse
scope interpretation in real time.

Perhaps most interesting was the prediction
that the highest rates of utterance endorsement
(i.e., adult-like behavior) occur when resolving the
scope ambiguity is irrelevant for communicating
successfully about the NOT-ALL world. This oc-
curs when expectations about the world state favor
total success, or when the QUD asks if all? of the
actors succeeded. In either case, both scope inter-
pretations serve to inform a listener, either that the
a priori likely total-success world state does not
hold or that the answer to the all? QUD is no.

The explanation for utterance non-endorsement
(i.e., non-adult-like behavior) is similar: Savinelli
et al. (2017)’s model predicts the lowest rates
of utterance endorsement in NOT-ALL scenarios
when neither interpretation is useful for success-
ful communication, either because the interpreta-
tion is false (surface) or because beliefs about
the pragmatic context render the interpretation un-
informative (inverse). Thus, the TVJT utterance
non-endorsement data previously used to demon-
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strate children’s difficulty with inverse scope
calculation in fact require no disambiguation at
all if the goal is informative communication. In-
stead, children simply need the ability to manage
the pragmatic context so they can recognize the
potential informativity of these ambiguous utter-
ances. Notably, considerations of pragmatic con-
text have long played a role in the design and in-
terpretation of the TVJT (e.g., Crain et al., 1996).
Savinelli et al. (2017) take the extra step of for-
mally articulating specific pragmatic factors and
the role they play in children’s apparent difficulty
with ambiguous utterances in the TVJT.

3 Experimental two-not results

Musolino and Lidz (2003) (ML2003) demon-
strated that adults are sensitive to some of the same
experimentally-manipulated factors as children
when it comes to endorsing scopally-ambiguous
utterances. Like us, ML2003 were interested in
developmental continuity: are child and adult am-
biguity resolution behavior in context qualitatively
similar? To investigate this, they conducted three
TVJTs.

The goal of the first TVJT was to determine
which interpretation adults preferred when they
endorsed a scopally-ambiguous utterance in con-
text. For example, adults heard “Cookie Monster
didn’t eat two pizza slices” in a context where
both interpretations were true, such as Cookie
Monster eating one of three available pizza slices
(surface: it’s not the case he ate two = true;
inverse: there are two he didn’t eat = true). Im-
portantly, they were then asked to explain why
they endorsed the utterance so that their preferred
scope interpretation could be inferred. For exam-
ple, if their answer referred to Cookie Monster eat-
ing only one slice, then it was assumed that they
accessed the surface interpretation (surface:
he only ate one, so it’s not the case he ate
two). However, if their answer referred to the
two slices Cookie Monster did not eat, then it
was assumed that they accessed the inverse in-
terpretation (inverse: there are two he didn’t
eat). All participants endorsed the utterance, and
their explanations indicated a strong surface scope
bias (75% surface, 7.5% inverse, 17.5% un-
clear from explanation). ML2003 interpreted this
finding as evdence that adults prefer the surface
scope interpretation when both interpretations are
true in context. It could then be that children’s

non-endorsement behavior, if due to a preference
for the surface scope interpretation, is driven by
a stronger version of this same preference.

In the second TVJT, adults heard an utterance
like (2) (e.g., Two frogs didn’t jump over the rock)
in two different contexts. The first context in-
cluded two actors (e.g., frogs), with one actor suc-
cessfully completing the action (e.g., frog1 jump-
ing over the rock while frog2 does not). In this 1-
OF-2 context, the surface interpretation is false
(only frog2 did not jump, so it is false that two
frogs didn’t jump), but the inverse interpretation
is true (only frog1 did jump, so it is indeed not the
case that two frogs jumped). Yet, adults had low
endorsement (endorsement rate: 27.5%).

In the second context, there were four actors.
For example, four frogs attempted to jump over
a rock; two jumped (frog1, frog2) and two did not
(frog3, frog4). In this 2-OF-4 context, the surface
interpretation of the scopally-ambiguous utterance
is true because frog3 and frog4 did not jump. How-
ever, the inverse interpretation is false because
frog1 and frog2 did indeed jump. Here, adults had
an endorsement rate of 100%.

ML2003 interpreted this asymmetry of en-
dorsement between the two contexts as a strong
surface scope preference in adults. According
to this explanation, non-endorsement occurs in the
1-OF-2 context because only the inverse scope is
true; in contrast, endorsement occurs in the 2-OF-
4 context because only the surface scope is true.
That is, both these patterns would result because
adults favor the surface interpretation. While we
find this account compelling, we note that there
are other differences between the two contexts that
might lead to the observed asymmetry. For exam-
ple, it could be that the seemingly benign change
from two to four total actors affects the pragmatic
context. Another variable is the potential ambigu-
ity present in the numeral semantics, which only
occurs in the 2-OF-4 context.1 In either case,
exploring the effects of these factors in a formal
model of TVJT behavior can clarify the process
underlying utterance disambiguation.

Returning to the question of continuity, while
the observable behavior appears qualitatively
the same in children and adults (i.e., a non-
endorsement preference when only the inverse
scope is true), it remains unclear whether the un-
derlying cause of this behavior is the same. To

1A topic discussed in more detail in the following section.
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evaluate this, ML2003 conducted a third TVJT
with adults in 1-OF-2 contexts, involving an
experimental manipulation from Lidz and Mu-
solino (2002) that children are known to be sen-
sitive to. This manipulation is implemented as
an explicit linguistic contrast clause before the
scopally-ambiguous utterance, such as the bolded
material in (3).

(3) Two frogs jumped over the fence but
two frogs didn’t jump over the rock.

Adults responded the same way as the children
from Lidz and Musolino (2002), shifting to strong
endorsement in the 1-OF-2 context (endorsement
rate: 92.5%; cf. 27.5% endorsement without the
explicit contrast). Yet, as ML2003 note them-
selves, it is not obvious why the adult endorse-
ment rate increases when the linguistic contrast
is present. According to ML2003, the linguistic
contrast creates the positive expectation necessary
to make the negation in the later clause felicitous
(Wason, 1965; Musolino and Lidz, 2003). How-
ever, it remains unclear how exactly the context
creates the positive expectation. There are multi-
ple ways this information could impact the con-
text. For example, the positive expectation could
arise because of a change either in the pragmatic
factor of world knowledge or in the pragmatic fac-
tor of the QUD. Specifically, the affirmative state-
ment could alter the listener’s beliefs about how
successful frogs are known to be in the experimen-
tal world. This affirmative statement also poten-
tially changes the listener’s expectations about the
QUD: because both frogs were successful before,
the topic of conversation might now be focused on
whether both frogs were successful again. Both
these effects could generate a context that makes
the negated clause more informative.

Without knowing the factors responsible for en-
dorsement behavior, it is difficult to determine
whether the same factors are operating in both
children and adults, and whether the underly-
ing representation of two matters. Computational
modeling can help determine why these two be-
havioral patterns occur: (i) adult sensitivity to the
pragmatic contrast manipulation, and (ii) asymme-
try in endorsement behavior between 1-OF-2 and
2-OF-4 contexts in the absence of that pragmatic
contrast. In the next section, we extend Savinelli
et al. (2017)’s model of utterance disambiguation
to handle these empirical data.

4 Modeling two-not

Savinelli et al. (2017)’s model of ambiguity res-
olution is conceived within the Bayesian Ratio-
nal Speech Act (RSA) framework (Goodman and
Frank, 2016), which views language understand-
ing as a social reasoning process. A pragmatic
listener L1 interprets an utterance by reasoning
about a cooperative speaker S1 who is trying to
inform a literal listener L0 about the world. The
model is a “lifted-variable” extension in which
the ambiguous utterance’s literal semantics gets
parameterized by interpretation-fixing variables
(e.g., the relative scope of the quantificational el-
ements; Bergen et al., 2012; Lassiter and Good-
man, 2013; Scontras and Goodman, 2017). Hear-
ing an ambiguous utterance, the pragmatic listener
L1 reasons jointly about the true state of the world
(e.g., how many frogs successfully jumped), the
scope interpretation speaker S1 had in mind (i.e.,
surface, inverse), as well as the likely QUD
that the utterance addresses (e.g., did all frogs
succeed?). To generate testable predictions, par-
ticipant TVJT behavior is modeled as a pragmatic
speaker S2’s (relative) endorsement of an utter-
ance about an observed situation (cf. Degen and
Goodman, 2014; Tessler and Goodman, 2016).
That is, this model predicts whether a speaker S2
would endorse the scopally-ambiguous utterance
as a description of the observed state. S2 decides
this by reasoning about whether a pragmatic lis-
tener L1 (who is reasoning about a speaker S1 rea-
soning about a literal listener L0) would arrive at
the correct world state after hearing the utterance.

We take world states w ∈W to consist of a col-
lection of n individuals (e.g., frogs), each of which
either succeeds or fails at the relevant task (e.g.,
jumping over a rock). The world success baser-
ate bsuc determines the probability that an indi-
vidual will succeed. We assume a simple truth-
functional semantics where an utterance u de-
notes a mapping from world states to truth val-
ues (Bool = {true,false}). We parameterize
this truth function so that it depends on the scope
interpretation i ∈ I = {inverse,surface}, [[u]]i:
W → Bool. We consider two alternative utterances
u ∈U : the null utterance (i.e., saying nothing at
all, and so choosing not to endorse the utterance)
and the scopally-ambiguous utterance amb (e.g.,
“Two frogs didn’t jump over the rock”).

To fix the utterance semantics, we must con-
sider potential ambiguity introduced by the nu-
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meral in cases where the number of relevant in-
dividuals n exceeds the numeral’s value. For ex-
ample, consider the positive utterance “Two frogs
jumped over the rock.” If we assign an exact
(=) semantics to two, the sentence will be true
only when two frogs succeeded. If we assign an
at-least (≥) semantics, the sentence will be true
when two or more frogs succeeded. In worlds with
only two frogs, the = vs. ≥ distinction makes no
difference: the sentence will be true in the world
where both frogs succeed, and false in all other
worlds. However, in a world with four frogs,
the numeral semantics will define different truth-
functional mappings. With the = semantics, the
sentence is true in any world where two frogs—
but not more—succeed. With the≥ semantics, the
sentence is true in a larger set of worlds, where
two or more frogs succeed.

To evaluate the potential contribution of utter-
ance semantics to the 1-OF-2 vs. 2-OF-4 asymme-
try, we consider two different sets of utterance al-
ternatives, one with amb= and another with amb≥.
So, U= = {null, amb=} and U≥ = {null, amb≥}.
The utterance semantics in (4) shows that scope
parameterization i only impacts the truth condi-
tions for amb utterances.2

(4) Utterance semantics [[u]]i:
a. [[null]]i = true
b. [[amb=/≥]]i = if i = inverse

then [[inverse=/≥]]
else [[surface=/≥]]

where:
[[inverse=]] =

λw. ¬∃!x: |x|= 2 ∧ x ⊆ success(w)
[[surface=]] =

λw. ∃!x: |x|= 2 ∧ x 6⊆ success(w)
[[inverse≥]] =

λw. ¬∃x: |x|= 2 ∧ x ⊆ success(w)
[[surface≥]] =

λw. ∃x: |x|= 2 ∧ x 6⊆ success(w)

We consider five potential QUDs q ∈ Q,
three from the original Savinelli et al. (2017)
model: (i) “What happened with the frogs?”
(what-happened?), (ii) “Did all the frogs suc-
ceed?” (all?), and (iii) “Did none of the frogs
succeed?” (none?). We also consider two addi-
tional QUDs specific to the two-not utterance: (iv)
“Did exactly two frogs succeed?” (two=?), and

2The success() function in (4) returns the set of success-
ful outcomes in a world w.

(v) “Did at least two frogs succeed?” (two≥?).
The QUDs serve as projections from the inferred
world state to the relevant dimension of meaning,
so that q : W → X (Kao et al., 2014a,b). In prac-
tice, the QUDs establish partitions on the possible
world states, as shown in (5). For example, the
all? QUD partitions the world space in two: the
unique world in which all frogs succeeded (true)
and all other possible worlds (false).

(5) QUD semantics [[q]]:
a. [[what-happened?]] = λw. w
b. [[all?]] = λw. success(w) = w
c. [[none?]] = λw. success(w) = Ø
d. [[two=?]] = λw. |success(w)| = 2
e. [[two≥?]] = λw. |success(w)| ≥ 2

Literal listener L0 has prior uncertainty about the
true state, P(w). L0 updates beliefs about w con-
ditioned on the the literal semantics, and restricts
prior beliefs to those worlds that [[u]]i maps to
true. The function δ[[u]]i(w) maps the Boolean truth
value to a probability, 1 or 0.

PL0(w|u, i) ∝ δ[[u]]i(w) ·P(w)
To capture the notion that communication pro-
ceeds relative to a specific QUD q, L0 must infer
not only the true world state w, but also the value
of the QUD applied to that world state, [[q]](w)= x.

PL0(x|u, i,q) ∝ ∑
w

δx=[[q]](w) ·PL0(w|u, i)

Speaker S1 chooses an utterance u in proportion
to its utility in communicating about the true world
state w with respect to the QUD q, [[q]](w) = x.
Thus, the speaker maximizes the probability that
L0 arrives at the intended x from u. This selection
is implemented via a softmax function (exp) and
free parameter α, which controls how rational the
speaker is in utterance selection.

PS1(u|w, i,q) ∝ exp(α · log(L0(x|u, i,q)))
Utterance interpretation happens at the level of

the pragmatic listener L1, who interprets an utter-
ance u to jointly infer the world state w, the inter-
pretation i, and the QUD q. We model ambiguity
resolution as pragmatic inference over an under-
specified utterance semantics (i.e., the interpreta-
tion variable i). To do this, L1 inverts S1’s model,
and so the joint probability of w, i, and q is propor-
tional to the likelihood of S1 producing utterance
u given world state w, interpretation i, and QUD q,
as well as the priors on w, i, and q.

PL1(w, i,q|u) ∝ PS1(u|w, i,q) ·P(w) ·P(i) ·P(q)
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To model the utterance endorsement implicit in
TVJT, we need an additional level of inference.
Pragmatic speaker S2 observes the true world state
w and selects u by inverting the L1 model, thus
maximizing the probability that a pragmatic lis-
tener would arrive at w from u by summing over
possible interpretations i and QUDs q for world w.

PS2(u|w) ∝ exp(log∑
i,q

PL1(w, i,q|u))

To generate model predictions for adult sensi-
tivity to the pragmatic contrast manipulation and
the 1-OF-2 vs. 2-OF-4 asymmetry, we fix various
model parameters. For 1-OF-2 data, we set the
number of individuals n to 2; for 2-OF-4 data, we
set n to 4. The S1 speaker rationality parameter
α> 0 is set to 2.5 (i.e., the same value in the every-
not simulations in Savinelli et al., 2017). The pri-
ors P(w) and P(q) correspond to expectations for
the discourse context (i.e., likely world states or
QUDs). In the default case, we set these priors
to be uniform over their possible values, with the
individual success baserate bsuc set to 0.5 and the
relevant QUDs having equal probability. The in-
terpretation prior P(i) corresponds to how easy
it is to access the inverse scope interpretation.
In the default case, P(inverse) = P(surface) =
0.5. Importantly, to better understand utterance
endorsement behavior with scopally-ambiguous
utterances, we can independently manipulate the
values of the priors on W , Q, and I, and observe
their impact on utterance endorsement.

5 Results

Recall the empirical phenomena we are trying to
capture: (i) the dramatic increase in endorsement
rates in the 1-OF-2 context when an explicit con-
trast is present, and (ii) the stark asymmetry in ut-
terance endorsement rates between 1-OF-2 and 2-
OF-4 contexts in the absence of that explicit con-
trast. We report results for each in turn.

5.1 The explicit contrast effect for 1-OF-2

Following Savinelli et al. (2017), we attempt to
capture the increase in ambiguous utterance en-
dorsement rates by systematically manipulating
the pragmatic and processing factors, as imple-
mented in the relevant priors.

For the world state prior (Figure 1, left), we ma-
nipulate baserate bsuc, which determines an actor’s
chance of success. Holding the QUD and scope
priors at their default values, we see a marked in-

crease in endorsement of the ambiguous utterance
in the 1-OF-2 context as prior beliefs about frog
success increase. Utterance endorsement is at its
lowest (33%) when prior knowledge suggests that
frogs are particularly unlikely to succeed; endorse-
ment is at its highest (86%) when frogs are very
likely to succeed.

For the QUD prior (Figure 1, center), we
selectively favor specific QUDs by assigning a
0.9 probability to the favored QUD and dividing
the remaining probability equally among the oth-
ers. Since the two? QUDs are equivalent to the
all? QUD in the 1-OF-2 context, we omitted
the two? QUDs in the 1-OF-2 context. Holding
the other priors at their default values, endorse-
ment rates increase from favoring the none? QUD
(35%) to favoring the what-happened? QUD
(46%) to favoring the all? QUD (64%).

For the scope prior (Figure 1, right), we manip-
ulate the prior probability of the inverse inter-
pretation while holding the other factors at their
default values. We see an increase in utterance
endorsement as the probability of inverse in-
creases, from a low of 40% to a high of 57%.

Each manipulation qualitatively captures the re-
sponse pattern from ML2003, and replicates the
results of Savinelli et al. for every-not. How-
ever, as observed by Savinelli et al., the pragmatic
factors controlling world and QUD beliefs have a
much more pronounced effect than the processing
factor controlling scope access; the model’s world
prior baserate manipulation comes closest to cap-
turing the experimentally-observed effect of ex-
plicit contrast manipulation (i.e., 27.5% base en-
dorsement vs. 92.5% endorsement with the ex-
plicit contrast). We can amplify the effect of the
world baserate manipulation by allowing it to in-
teract with the other factors.

As discussed in Section 3, the early success ex-
plicit contrast manipulation possibly affects two
aspects of the disambiguation calculus: it could
increase expectations for success and shift the
topic of conversation to whether total success was
achieved again. Figure 2 plots the interaction of
the world and QUD priors, together with the effect
of scope. The low-endorsement baseline (27.5%)
most likely results from low expectations for suc-
cess (bsuc = 0.1) and QUD uncertainty (QUD:
uniform), together with a moderate to low proba-
bility of accessing the inverse scope (P(inv) =
0.1 or 0.5). From this baseline, we implement
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Figure 1: Model predictions for ambiguous two-not utterance endorsement (e.g., Two frogs didn’t jump
over the rock) in a 1-OF-2 context. Dotted lines represent experimentally-observed endorsement behav-
ior in the absence (lower) and presence (upper) of an explicit contrast.

Figure 2: Model predictions for ambiguous two-
not utterance endorsement in a 1-OF-2 context
when multiple factors interact. Dotted lines repre-
sent experimentally-observed endorsement behav-
ior in the absence (lower) and presence (upper) of
an explicit contrast.

the effect of the explicit contrast manipulation by
increasing success expectations (bsuc = 0.9) and
shifting the topic of conversation to whether total
success occurred (QUD: all?). This manipulation
results in a dramatic increase in utterance endorse-
ment, irrespective of scope.

To summarize, if the explicit contrast clause im-
pacts a listener’s beliefs about the frogs’ chance
of success (increasing bsuc) or the QUD (favoring
all?), then the model predicts the endorsement
rate should increase. Notably, both of these ma-
nipulations make the two-not scopally-ambiguous
utterance more informative for a listener. In the
case of the the world state manipulation, two-
not—under either scope interpretation—informs
the listener that her prior beliefs about total frog
success do not hold. Similarly with the QUD ma-
nipulation favoring all?, both scope interpreta-
tions answer this question in the negative (i.e., it
is not the case that all (two) frogs succeeded).

5.2 The 1-OF-2 vs. 2-OF-4 asymmetry

If the factors identified for capturing the
experimentally-observed effect of the ex-

Figure 3: Model predictions for ambiguous two-
not endorsement in a 2-OF-4 context.

plicit contrast are indeed active in utterance
disambiguation (i.e., to validate their explanatory
power), we would expect the very same factors
and values to additionally capture the ceiling-level
endorsement rate in the 2-OF-4 context without
the explicit contrast.

Recall the baseline 1-OF-2 values from Figure
2: low expectations for success (bsuc = 0.1) and
QUD uncertainty (QUD: uniform). To model the
2-OF-4 context, we change the number of actors
n to 4 and additionally manipulate whether the
exact (=) or at-least (≥) semantics applies, as
they diverge when there are more than two actors
in the context (see section 4). This decision im-
pacts both the utterance semantics and the relevant
set of QUDs (e.g., if ≥ semantics gets used, then
the two≥? QUD is included in the set of poten-
tial QUDs). As shown in Figure 3, we do indeed
predict high endorsement with the same parame-
ter value baseline, but only with exact utterance
semantics and a low probability of accessing the
inverse scope (P(inv) = 0.1). In this case, we find
an endorsement rate of 92%.

6 Discussion

Our model of ambiguity resolution in context cap-
tures the effect of the explicit contrast manipula-
tion observed in adults in ML2003, and notably
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also captured the same effect in children (Savinelli
et al., 2017). This parallelism—sensitivity to
the pragmatic context in both children and adults
across different contexts—suggests that the same
disambiguation mechanism is active in both chil-
dren and adults. Adults seem better able to char-
itably interpret less supportive pragmatic contexts
(i.e., the original every-not scenarios); yet, there
remain scenarios (i.e., certain two-not contexts)
where even adult abilities are exceeded. We inter-
pret the common underlying mechanism as sup-
port for developmental continuity in scope ambi-
guity resolution, with no qualitative shift required.

In addition to supporting the developmental
continuity hypothesis, this model also suggests
why manipulations like the explicit contrast clause
work. The pragmatic variables capture the explicit
contrast manipulation because they create a situ-
ation where the ambiguous two-not utterance is
still informative despite the ambiguity. When the
utterance provides the listener with information
that diverges from her prior beliefs, the ambigu-
ous two-not utterance becomes more informative,
more useful, and therefore more endorsable.

The model also seamlessly captures ML2003’s
results from the 2-OF-4 context: with the very
same parameter values that yield low endorsement
rates for 1-OF-2 contexts, the model predicts the
high endorsement observed for 2-OF-4 contexts.
The only change is increasing the number of rele-
vant individuals from two to four. This exploration
of the 1-OF-2 vs. 2-OF-4 contexts allows us to re-
fine our understanding of the potential sources of
child and adult behavior. Savinelli et al. (2017)’s
findings suggested that pragmatic factors alone are
capable of capturing the non-adult-like behavior
in children and the extension in the current model
captures the explicit contrast effect in adults; how-
ever, the processing factor of scope (in particu-
lar, disfavoring the inverse scope) is needed to ac-
count for ML2003’s 2-OF-4 results. This find-
ing supports ML2003’s conclusion, namely that
adults have a strong preference for surface inter-
pretations of two-not utterances. Combined with
the appropriate pragmatic context, that preference
has the potential to drive the endorsement asym-
metry between the 1-OF-2 and 2-OF-4 contexts.
Whether this surface interpretation preference in
two-not contexts is also something children share
remains an open empirical question; experimen-
tal results for every-not do not answer this ques-

tion definitively (Viau et al., 2010; Savinelli et al.,
2017).

Importantly, the present model requires one
more ingredient to account for the 1-OF-2 vs. 2-
OF-4 difference in adult behavior: an exact nu-
meral semantics (in contrast to an at-least se-
mantics; cf. Geurts, 2006; Breheny, 2008; Spec-
tor, 2013; Kennedy, 2015). While the underlying
utterance semantics is not something easy to ma-
nipulate in an experiment, it is exactly the kind of
variable we can systematically explore in a com-
putational model. By doing so here, we are able
to show the necessity of an exact semantics in
generating observable adult behavior. This pro-
vides empirical support, coming from computa-
tional modeling, for theories about the semantics
of numerals. In particular, the only way to ac-
count for the observed adult behavior is if adults
interpret two utterances as meaning exactly two.

To sum up, these findings underscore the com-
plexity of information involved in interpreting
scopally-ambiguous utterances, including the lit-
eral semantics of the utterances involved, process-
ing factors that affect interpretation accessibility,
pragmatic factors that affect the potential informa-
tivity of the utterance, and the recursive social rea-
soning between speakers and listeners. Here, we
find evidence for the impact of both pragmatic and
processing factors, and in particular how a specific
confluence of values for these factors yields the
observed adult utterance endorsement behavior in
multiple contexts. The fact that pragmatic factors
can have such a pronounced effect on their own ac-
cords with previous computational findings about
the cause of children’s utterance endorsement be-
havior in context, thereby highlighting the devel-
opmental continuity in pragmatic reasoning from
childhood to adulthood. Moreover, the fact that
the processing factor of scope access is crucial for
explaining adult behavior in certain contexts mo-
tivates experimental work with children to see if
their behavior is likewise affected by this process-
ing factor in similar contexts. The fact that only
the exact utterance semantics is capable of yield-
ing the observed behavior provides empirical sup-
port in favor of this theory of representation for
numerals. More broadly, we have demonstrated
how computational modeling can help us refine
our theories about different aspects of language,
including theories of language understanding, lan-
guage development, and language representation.
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