
DDDSM 2017

The First International Workshop
on Digital Disease Detection using Social Media

Proceedings of the Workshop

November 27, 2017
Taipei, Taiwan



Gold Sponsor

Australian National Health and Medical Research Council’s (NHMRC) Centre for Research Excellence
in Integrated System for Epidemic Surveillance (ISER)

Silver Sponsor

World Health Organization(WHO) Collaborating Centre for eHealth (AUS-92)

Bronze Sponsor

iq-t.com

c©2017 Asian Federation of Natural Language Processing

ISBN 978-1-948087-07-0

ii



Introduction

Welcome to the first international Workshop on Digital Disease Detection using Social Media
2017 (DDDSM-2017) http://www.dddsm.org/, co-located with the The 8th International Joint
Conference on Natural Language Processing (IJCNLP 2017).

Historically, disease outbreaks such as Ebola and Zika outbreaks were detected based on trends observed
in the official reports collected at various geographic levels, as part of the pre-established disease
surveillance programs. The major drawback of this approach is producing outbreak alerts in timely
fashion. Advances in technology and rapid adoption of information sharing platforms such as social
media platforms provide new data sources and unique opportunities for researchers to investigate disease
outbreaks. Digital disease detection involves monitoring various digital information sources for early
warning, detection, rapid response, and management phases of surveillance. Unlike manual systems,
which relies on traditional disease surveillance program reports to monitor and predict early outbreaks,
the current automated digital disease surveillance systems exploit mainly publicly available information
on internet such as social media, news and search engine data.

The DDDSM workshop emphasizes the application of the latest advances in natural language processing
on social media data to detect early outbreak signals. In addition, the goals of this workshop are i) to
disseminate the scientific knowledge in the area of outbreak detection using social media data; ii) make
the NLP community aware of the disease outbreak detection aspects and iii) exchange ideas, challenges
and experiences in using social media data for disease surveillance purposes.

The workshop has received submissions covering topics: vaccination sentiment , syndromic surveillance
for mental health, Gastroenteritis and flu and identification of pregnant women on social media, and
digital disease detection competitions. Each submission has been peer-reviewed by 3 members from
the program committee with at least one member with background and training in public health. The
accepted papers are into two sessions as oral presentations. It is our pleasure to bring together researchers
from Public Health, Natural Language Processing and Data science disciplines under one-roof for this
one-day workshop.

We would like to acknowledge the program committee for their meticulous work, without whom this
workshop might not have been possible. We also would like to thank the authors for considering to
submit their work to DDDSM 2017 workshop. We personally would like to thank the IJCNLP 2017
organisers to host the DDDSM workshop.

Funding for this workshop is provided by School of Public Health and Community Medicine, UNSW
Sydney. https://sphcm.med.unsw.edu.au/. We also would like to thank the ISER, WHO
Collaborating centre for eHealth and IQ-Technology for their generous sponsorship.

We sincerely hope that the participants of this workshop take home some interesting research ideas,
projects and , most importantly new friendships and collaborations. We wish you all a productive
workshop and safe journey, back home.

- Jitendra Jonnagaddala, Hong-Jie Dai and Yung-Chun Chang
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Abstract

A classifier for automatic detection of
stance towards vaccination in online fo-
rums was trained and evaluated. Debate
posts from six discussion threads on the
British parental website Mumsnet were
manually annotated for stance against or
for vaccination, or as undecided. A sup-
port vector machine, trained to detect the
three classes, achieved a macro F-score
of 0.44, while a macro F-score of 0.62
was obtained by the same type of classifier
on the binary classification task of distin-
guishing stance against vaccination from
stance for vaccination. These results show
that vaccine stance detection in online fo-
rums is a difficult task, at least for the type
of model investigated and for the relatively
small training corpus that was used. Fu-
ture work will therefore include an expan-
sion of the training data and an evaluation
of other types of classifiers and features.

1 Introduction

There have been outbreaks of vaccine-preventable
diseases that were caused by decreased vaccina-
tion rates, which in turn were due to negative at-
titudes towards vaccination. Two examples are
an outbreak of polio in 2003-2004, which started
in northern Nigeria and spread to 15 other coun-
tries (Larson and Ghinai, 2011), and an outbreak
of measles in Minnesota in 2017 (Modarressy-
Tehrani, 2017).

Information on vaccination can be gathered
from many different types of sources. A sur-
vey among British parents showed that 34% con-
sulted web-based resources for vaccination infor-
mation (Campbell et al., 2017). The survey also
showed that 31% of the parents that had consulted

chat rooms or discussion forums had seen infor-
mation that “would make them doubt having their
child(ren) immunised or persuade them not to im-
munise”, compared to 23% for parents consulting
Twitter and 8% among all parents included in the
survey.

Discussion forums thus form an important out-
let for vaccine hesitancy, and this genre might
therefore be relevant to automatically monitor for
an increase in posts that express a negative stance
towards vaccination. Most previous work on train-
ing and evaluation of classifiers for automatic de-
tection of vaccination stance has, however, been
carried out on tweets. In this study, we therefore
take on the task of automatic vaccine stance detec-
tion of debate posts in online discussion forums.

2 Background

Mohammad et al. (2017) define stance detection
as “[...] the task of automatically determining from
text whether the author of the text is in favor of,
against, or neutral toward a proposition or target”.
They distinguish stance detection from the bet-
ter known task of sentiment analysis by that “in
stance detection, systems are to determine favor-
ability toward a given (pre-chosen) target of in-
terest”, whereas sentiment analysis is the task of
“determining whether a piece of text is positive,
negative, or neutral, or determining from text the
speakers opinion and the target of the opinion”.
For instance, the utterance “The diseases that vac-
cination can protect you from are horrible” ex-
presses a stance for the pre-chosen target “vacci-
nation”, while expressing a negative sentiment to-
wards the sentiment-target “diseases”.

This definition of stance is used in several
stance detection studies. For instance, in studies
performed on the text genres web debate forums
(Somasundaran and Wiebe, 2010; Anand et al.,
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2011; Walker et al., 2012; Hasan and Ng, 2013),
news paper text (Ferreira and Vlachos, 2016; Fake
News Challenge, 2017) and tweets (Augenstein
et al., 2016; Mohammad et al., 2017).

Stance detection is generally considered more
difficult than sentiment analysis and thereby a
task for which currently available methods achieve
lower results. This was, for instance, shown by a
recent shared task on three-category stance classi-
fication of tweets, where an F-score of 0.59 was
achieved by a classifier that outperformed sub-
missions from 19 shared task teams (Mohammad
et al., 2017). For the task of stance classification of
posts of two-sided discussion threads, an F-score
of 0.70 is the best result we have been able to find
in previous research (Hasan and Ng, 2013)1.

Previous studies on attitudes towards vaccina-
tion do not make use of the term stance, but dis-
cuss negative/positive sentiment towards vaccina-
tion. There are a number of such sentiment detec-
tion studies conducted on tweets, while studies on
online forums, to the best of our knowledge, are
limited to the task of topic modelling (Tangherlini
et al., 2016).

Most vaccination sentiment studies have been
conducted on tweets that contain keywords re-
lated to HPV (human papillomavirus) vaccination.
In one of these, 1,470 HPV-related tweets were
manually categorised according to sentiment to-
wards the HPV vaccine (positive, negative, neu-
tral, or no mention). A decision tree was thereafter
trained to perform the sentiment classification, and
a leave-one-out evaluation resulted in an AUC
score of 0.92 (Massey et al., 2016). Another HPV
study applied a three-level hierarchical classifica-
tion scheme and 6,000 tweets were manually cate-
gorised as (i) related or unrelated to HPV vaccina-
tion, (ii) positive, negative or neutral towards vac-
cination and (iii) whether they concerned safety,
efficacy, emotional resistance, cost and others (Du
et al., 2017). A hierarchical classification scheme
corresponding to the hierarchy of the categories
was applied in the form of support vector machine
classifiers, which resulted in a micro-average F-
score of 0.74 and a macro-average F-score of 0.59.

1For these two studies, F-score refers to macro F-score
calculated over five and four different stance targets, respec-
tively. This figure was not reported in the paper by Hasan
and Ng (2013), but was calculated here from the best results
reported for each target. From experiments by Hasan and
Ng (2013) that included non-textual features and information
from other posts from the same debater, better results than
these have been reported.

In a third HPV study, tweets were annotated into
the binary category of whether they expressed an
anti-vaccine opinion or not (1,050 tweets as train-
ing data and 1,100 as test data). A support vector
machine trained on bigrams achieved an F-score
of 0.82 for detecting negative tweets.

Tweets on the A(H1N1) influenza vaccine
have also been automatically classified (Salathé
and Khandelwal, 2011). 47,143 tweets that
contained keywords related to vaccination were
manually classified into four categories; posi-
tive/negative/neutral sentiment towards vaccina-
tion, or not concerning the A(H1N1) vaccine. The
630 tweets that had been classified by at least 44
annotators, and for which more than 50% of these
annotators had selected the same category were
used as evaluation data. The rest of the anno-
tated data was used for training a machine learning
model in the form of an ensemble classifier built
on a Naive Bayes and a Maximum Entropy classi-
fier. This resulted in a classifier accuracy of 0.84.

There are also a number of studies in which
purely manual analyses of opinions on vaccina-
tion have been carried out. For instance, analyses
of blog posts (Brien et al., 2013), online forums
(Skea et al., 2008), and of reports on vaccination
in many different types of online materials (Lar-
son et al., 2013). Data from the latter analysis has
been incorporated into a disease surveillance tool
and used for comparing sentiment towards vacci-
nation in different parts of North America (Powell
et al., 2016b). However, as pointed out by Pow-
ell et al. (2016a), to be able to use this kind of
surveillance tool for vaccine-preventable diseases
on a larger scale, manual analyses are not enough.
Instead, the functionality that we investigate here
is required, that is to be able to automatically de-
tect stance towards vaccination. While previous
studies on detection of stance/sentiment towards
specific types of vaccines in tweets have have been
carried out, we here aim to investigate the possi-
bility of automatic vaccine stance detection in the
important genre of online discussion forums.

3 Method

A corpus was first compiled and pre-processed,
and thereafter annotated for stance towards vac-
cination. The annotated corpus was then used to
train models to detect the stance categories.2

2The code used for the experiments, as well as the annota-
tion and post meta-data (Mumsnet ID, debater, debate thread)
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3.1 Corpus selection

The experiment was carried out on discussion
threads from the British parental website Mums-
net, which is a site that hosts online forums where
users discuss and share information on parenting
and other topics.3 We based the choice of forum
on the reasoning provided by Skea et al. (2008).
They chose Mumsnet for manual analysis of vac-
cine stance, as the site contains discussion threads
on many different topics and therefore is likely to
attract a more diverse set of debaters than e.g., an
anti-vaccination site. In addition, the discussion
threads are publicly available without a login and
the debaters are asked to anonymise their postings,
e.g., by using a chat nickname. This makes it less
likely that the posts include content that debaters
would like to keep private.

Mumsnet lists a large number of main discus-
sion topics, of which vaccination is one. The de-
baters can either choose a main topic and start a
new discussion thread on a more specific topic,
e.g., “Refusing to vaccinate your child”, or submit
a post to an existing thread. We extracted posts
from the six discussion threads, which, given their
name, we assessed as most likely to spur a debate
against/for vaccination. The topics of all threads
with more than 80 posts and for which the latest
post was written between the years 2011 and 2017
were considered (68 threads). Only thread names
that encouraged discussions on child vaccination
in general were included, while debates on more
specific aspects on vaccination or vaccination for
specific diseases were excluded. Examples of top-
ics excluded for these reasons were “Vaccinations
and nursery schools”, “Staggering Vaccinations?”
or “HPV gardasil4”. Other types of threads ex-
cluded were those with a yes/no question as thread
name, as answers to these might be more diffi-
cult to understand without context, and threads
asking for explanations for an opposite view —
e.g., “Please explain, succinctly, the anti vac argu-
ment.” — as such threads might prompt debaters
to list opinions of opponents rather than to express
their own arguments.

3.2 Corpus pre-processing and filtering

The text and meta-data of the discussion posts
could be extracted from the html-pages based on

is available at: github.com/mariask2/vaccination_stance
3
www.mumsnet.com/Talk

4The name of a vaccine.

their div class. Html tags in the text were removed
and the text was segmented into paragraphs using
jusText (Pomikálek, 2011).

Texts previously written by other debaters are
sometimes copied into new posts in order to indi-
cate that a comment to this previous post is made
(the posts are all posted on the same level, and
there is no functionality for posting an answer to
a specific previous post). Although the debaters
do not use a uniform approach to indicate that text
has been copied from another debater, we devised
a simple method for removing as many instances
as possible of copied text. Paragraphs that were
exclusively constructed of sentences that had oc-
curred in previous posts were removed, using the
standard sentence segmentation included in NLTK
(Natural Language Toolkit) for sentence matching
(Bird, 2002). In addition, text chunks longer than
three words that were marked in bold or by dou-
ble quotation were removed, in order to exclude
citations in general, from other debaters as well as
from external sources. Also names of opponents
are sometimes mentioned in the posts, as a means
to indicate that the content of the post is addressed
to a specific opponent debater. These names were
also automatically removed.

Similar to previous vaccination studies on
tweets, we considered the content of each debate
post without the context of surrounding posts. To
increase the likelihood that the debater’s stance to-
wards vaccination would be interpretable without
context, only posts containing at least one of the
following character combinations were included
in the experiment: vacc / vax / jab / immunis / im-
muniz. The removal of posts that did not contain
these character combinations resulted in that the
original set of 2,225 debate posts included in the
six extracted threads was reduced to a set of 1,190
posts. These 1,190 posts (written by 136 different
authors) were manually annotated and used in the
machine learning experiment.

3.3 Annotation

The 1,190 posts to include in the experiment were
presented for manual classification in a random
order, without revealing who the debater was or
which thread the post belonged to. The annotation
was performed by one of the authors of the paper.

Following the principle of the guidelines by
Mohammad et al. (2017), we classified the posts
as taking a stance against or for vaccination, or
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to be undecided. The third category was applied
to posts in which the debater explicitly declared
to be undecided, as well as to posts for which the
debater’s stance towards vaccination could not be
determined. The post did not have to explicitly
support or oppose vaccination to be classified ac-
cording to the categories against or for, but it was
enough if an opposition or support could be in-
ferred from the post. The stance taken could, for
instance, be conveyed without actually mentioning
vaccination, as in “You are very lucky to live in the
west, and you are free to make that decision be-
cause the majority are giving you herd immunity.”
It could also be conveyed through an agreement or
disagreement with a known proponent/opponent
of vaccination, as the statement “Andrew Wake-
field is a proven liar and a profiteer — therefore
his “research” is irrelevant to any sane, rational
discussion [...]” Web links to external resources
were, however, not included in the classification
decision, even when a stance towards vaccination
could be inferred from the name of the URL.

Mohammad et al. (2017) did not specify in de-
tail how to distinguish between stance against and
for the targets included in the study. However,
several of the posts in our data did not express a
clear positive or clear negative stance towards vac-
cination in general, and we therefore needed more
detailed guidelines for how to draw the line be-
tween against and for. We adopted the basic rule
of classifying the post as against vaccination when
the debater expressed a stance that opposed an
official vaccination policy, e.g., as recommended
in the health care system. This included, for in-
stance, posts that expressed criticism against some
of the recommended vaccines but an acceptance of
others, or an acceptance of vaccination in general
but not of the officially recommended vaccination
scheme. The post “I challenge my DD vaccine
schedule all the time. Last time I refused to al-
low her have MMR with yet another vaccine just
because a government quango says so [...]” was
thereby classified as against vaccination, although
the debater is not negative towards all forms of
vaccination. Posts that contained a concern over
waning immunity from vaccination were classified
as undecided, except when this concern was used
as an argument against vaccination. Posts that ex-
pressed a stance against compulsory vaccination,
without revealing a stance on vaccination in gen-
eral, were also classified as undecided.

3.4 Machine learning experiments

A standard text classification approach, in the
form of a linear support vector machine model,
was applied to the task of automatically classify-
ing the debate posts. This follows the approach of
Mohammad et al. (2017), as well as of many of
the previously performed vaccine sentiment stud-
ies. The model was trained on all tokens in the
training data, as well as on 2-, 3- and 4-grams that
occurred at least twice in the data. The standard
NLTK stop word list for English was used for re-
moving non-content words when constructing one
set of n-grams. An additional set of n-grams was
generated with a reduced version of this stop word
list, which mainly consisted of articles, forms of
copula, and forms of “it”, “have” and “do”. The
reason for using a reduced list was that negations,
pronouns etc. that were included in the standard
NLTK stop word list can be important cues for
classifying argumentative text.

Two types of classifiers were trained: one to
perform the task of classifying posts into all three
categories annotated, and the other one to per-
form the task of distinguishing posts annotated as
against vaccination from those annotated as for
vaccination. The classifiers were implemented us-
ing scikit-learn’s LinearSVC class with the default
settings. For training/evaluation, we applied cross-
validation on the 1,190 annotated posts. Due to the
relatively small data size, we used 30 folds, instead
of the more standard approach of 10 folds.

4 Results

Average F-scores for the classifiers and the con-
fusion matrix was calculated using the standard
functionality in scikit-learn5. Macro average F-
scores of 0.44 and 0.62 were achieved for the
three-class classifier and for the binary classifier,
respectively (Table 1). The confusion matrix and
the precision/recall scores for the three-class clas-
sifier show that there were frequent misclassifica-
tions between all three categories (Table 2). It can
also be derived from this table that there was an
even distribution between posts annotated as tak-
ing a stance against vaccination (41%) and those
taking a stance for vaccination (38%).

5sklearn.metrics.f1 score
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Classifier Micro Macro
against / for / undecided 0.48 0.44
against / for 0.62 0.62

Table 1: Macro and micro F-score for the two ex-
periments, i.e., (i) a classifier that classifies posts
as taking a stance against and for vaccination or
being undecided and (ii) a binary classifier that
classifies posts as against or for vaccination.

5 Discussion

Similar to what as been shown in previous stance
detection studies, the detection of stance towards
vaccination was proven to be a difficult task, at
least for the type of model investigated and for
the relatively small training corpus used. Results
cannot be directly compared to previous studies,
as there are a number factors that vary between
the studies. For instance, the number of train-
ing samples used, evaluation measures applied, as
well as criteria in some previous studies for ex-
cluding samples from the data set that were diffi-
cult to classify. There is, however, a large differ-
ence between the results achieved here, and some
of the previous studies on detection of sentiment
towards vaccination, which probably cannot be ac-
counted for by these variations. Instead, it is likely
that these differences are due to that the previous
studies i) were conducted on tweets, and ii) used a
more precise stance target. As tweets are short,
they are likely to be more to the point than the
more elaborate and longer discussions of the de-
bate forums that we used, and therefore easier for
stance detection. The more precise stance target is
likely to result in that a more limited set of topics
are discussed, which are easier to learn compared
to the more wide stance target of vaccination in
general that we applied. In future work, the train-
ing corpus will be expanded in order to explore if
this can improve results. In addition, an evaluation
of a wider range of machine learning methods and
features will be conducted.

For constructing the corpus used here, a num-
ber of decisions had to be made. In the following
sections we reflect on these decisions and make a
number of suggestions for future studies.

5.1 Annotation decisions
The decision to treat each debate post as one in-
dependent unit without taking its context into ac-
count is not self-evident, as a post is more mean-
ingful to interpret in the context of its discussion

Classified as:
against for undec. total

Anno- against 275 148 70 493
tated for 137 240 73 450
as: undec. 101 89 57 247

against for undec.
Precision 0.54 0.53 0.29
Recall 0.56 0.50 0.23

Table 2: Confusion matrix and precision/recall-
scores for the three-class classifier. The table
also shows the total number of posts annotated as
against, for or undecided.

thread. Taking the context into account for de-
termining the stance would, however, also entail
a more complex classification task. At least in a
first step in future work, we will therefore concen-
trate on the types of debate posts that can be in-
terpreted without context. Research on online fo-
rums by Anand et al. (2011) has shown that the in-
corporation of features from the previous post can
improve the performance of a stance classifier for
posts that express rebuttals. This work, however,
used meta-data of the debaters’ stance for train-
ing the classifiers and did not provide the option to
classify a post as undecided when its stance could
not be determined without its debate context.

Another possible approach to take would be to
classify debaters according to the stance they take,
instead of classifying each individual post into a
stance. The set of debate posts written by one de-
bater would then be treated as one unit of text, and
the assumption that debaters do not change their
stance within a discussion thread would have to
be made. Previous research has shown that stance
classification of posts in online forums can be im-
proved by also taking classifier output from other
posts by the same author into account (Hasan and
Ng, 2013).

On the same assumption that debaters do not
change their stance, it might also be possible to
give some kind of measure of the validity of the
stance annotations. If the annotations are to be
considered valid, posts from the same debater
should ideally always take the same stance, or at
least only exceptionally take the opposite stance.
Such a measure could be used as a complement
to annotator agreement that measures reliability
rather than validity (Artstein and Poesio, 2008).
Annotator agreement should, however, also be
measured.

Previous studies on stance do not reason to a
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large extent on where to draw the line between
the categories against and for the target. In the
case of previous vaccination stance studies, this
might be explained by that these studies have fo-
cused on attitudes towards one specific type of
vaccine; whereas stance towards vaccination in
general is a larger issue with a wider range of
possible nuances among debaters’ opinions. Mo-
hammad et al. (2017), on the other hand, used
broader targets, e.g., “Feminist movement” and
“Atheism”, but left the task of drawing the line
between against and for to the annotators. Eight
annotators classified each tweet, and only the sub-
set of tweets for which at least 60% of the anno-
tators agreed on the classification were retained in
the data set.

Other studies have circumvented the problem of
giving an exact definition of stance towards a tar-
get by using data sets from debate portals, where
meta-data on the debaters’ stance is provided. Our
decision, to classify debate posts as against vacci-
nation when they opposed an official vaccination
policy, was based on that debaters often implic-
itly argue against such a policy. In addition, a sys-
tem for surveilling increases in vaccine hesitancy
is likely to take an official policy as its point of
departure.

The eight annotators that classified each tweet
in the study by Mohammad et al. (2017) were em-
ployed through a crowdsourcing platform, which
was made possible by that the stance targets were
chosen with the criterion that they should be com-
monly known in the United States. For anno-
tating stance on vaccination, however, annotators
with some amount of prior knowledge of vaccine
debate topics and vaccine controversies might be
preferred. Crowdsourcing might therefore not be
a viable option for this annotation task.

40 randomly selected posts that did not ful-
fil the criterion of containing any of the selected
vaccine-related filter terms, and which therefore
had been excluded from the study, were also an-
notated. Although this set is too small to make
any definite conclusions, the relatively large pro-
portion of posts in the set that expressed a stance
against or for vaccination (25%) indicates that the
filtering criterion used was too crude and led to the
exclusion of relevant posts. Future studies should
therefore either apply a better filtering criterion, or
include all discussion thread posts in an annotation
and machine learning study.

5.2 Machine learning decisions

The choice of machine learning model was pri-
marily based on that a linear support vector ma-
chine was successful on data from the previ-
ously mentioned shared task of stance detection
of tweets (Mohammad et al., 2017). This model
outperformed submissions from teams that used
methods which might intuitively be better adapted
to the task, i.e., an LSTM classifier (Augenstein
et al., 2016). Support vector machines have also
been used in many of the previous vaccine senti-
ment studies. In addition, a linear support vector
machine classifier is also a standard method that is
often used for different types of text classification
tasks (Manning et al., 2008, pp. 335-337). The
model is for these reasons suitable to use as a base-
line against which to compare future experiments
on the vaccine stance classification task.

Despite being the most successful method for
stance detection of tweets, it is likely that a sup-
port vector machine, trained on word and charac-
ter n-grams in the entire text is not the optimal
method for stance detection of discussion posts.
First of all, discussion thread posts are typically
longer than a tweet and consist of several sen-
tences, which often each of them form an own ar-
gument with a relatively independent content. A
classifier that operates on the level of a sentence,
or other shorter parts of the text, and combines the
stance classification of each of these segments into
a post-level classification might be better suited
to the task. For instance, Hasan and Ng (2013)
improved their stance classification results by ex-
panding their feature set to also include an unsu-
pervised estimation of the stance of each sentence
in the debate post.

In addition, it is likely that even if applied on a
sentence-level, the use of n-grams would not cap-
ture the full complexity of the argumentative text
genre. Instead, the structure of the words in the
sentences might need to be incorporated in the fea-
ture set. A classifier trained on a token-level and
where neighbouring tokens in a large context win-
dow are incorporated as features could be one such
approach. Another possibility would be the previ-
ously mentioned approach of stance detection us-
ing an LSTM classifier (Augenstein et al., 2016).

Previous studies have also been able to improve
results, at least for some targets, by incorporating
other features than n-grams. For instance, features
constructed using an arguing lexicon (Somasun-
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daran and Wiebe, 2010), or word embeddings con-
structed in an unsupervised fashion using a large
corpus from the same text genre as the text to clas-
sify (Mohammad et al., 2017).

Apart from making a decision on what type
of classifier and features to use, it must also be
decided on how to gather more training data.
Strategies for reducing the manual labelling ef-
fort should be investigated, in particular since the
annotation task, as discussed above, might not
be suitable for crowdsourcing. One possible ap-
proach would be to use weakly supervised data.
Posts from vaccine-related discussion threads con-
trasted with posts from other discussion threads
might be used as weakly supervised data for clas-
sifying posts as either taking a stance on vaccina-
tion or being undecided. Weakly supervised data
for classifying into stance against or for vaccina-
tion could be gathered by using the assumption
that debaters do not change their stance within a
thread. A few posts from each of the debaters
would then be manually annotated and the rest of
the posts from this debater would automatically be
assigned the same stance category. Hasan and Ng
(2013) improved results by incorporating weakly
labelled data that was gathered through harvesting
text adjacent to phrases that, with a large confi-
dence, are indicators of stance against or for the
target in question.

It can be noted that the number of contributors
to each discussion thread seems to be rather small,
as the posts annotated for the experiment had been
written by only 136 debaters. Future experiments
on this data set and its extensions should therefore
evaluate to what extent a classifier trained on the
Mumsnet data is able to detect vaccination stance
in discussion threads in general. That is, to make
sure the models have avoided overfitting on the
language typical to a small set of authors and to
arguments typical to Mumsnet. This could be car-
ried out by evaluating the classifier on vaccine-
related debate posts from other forums. The ex-
perimental design would then consist of using the
Mumsnet data for the parameter setting and for
training the models, and posts from other debate
forums for evaluation.

6 Conclusion

A macro F-score of 0.62 was achieved for a bi-
nary classifier that distinguished debate posts tak-
ing a stance against vaccination from those tak-

ing a stance for vaccination. When also includ-
ing the category undecided, an F-score of 0.44
was achieved for the three-class classifier. The
detection of stance towards vaccination in online
forums was proven to be a difficult task, at least
for the support vector machine model trained on
n-grams that was used as classifier and for the rel-
atively small training corpus used. Future work
will therefore include the expansion of the train-
ing data set, as well as an evaluation of other types
of machine learning models and feature sets.
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Abstract

We develop a computational model to dis-
cover the potential causes of depression by
analysing the topics from user-generated
contents. We show the most prominent
causes, and how these causes evolve over
time. Also, we highlight the differences
in causes between students with low and
high neuroticism. Our studies demon-
strate that the topics reveal valuable clues
about the causes contributing to depressed
mood. Identifying causes can have a sig-
nificant impact on improving the quality of
depression care; thereby providing greater
insights into a patient’s state for pertinent
treatment recommendations. Hence, this
study significantly expands the ability to
discover the potential factors that trigger
depression, making it possible to increase
the efficiency of depression treatment.

1 Introduction

Depression is one of the most common mental dis-
orders that can affect people of all ages. It is the
leading cause of disability and requires significant
health care cost to treat effectively (Smith et al.,
2013). Early detection and treatment has a pro-
found impact to encourage remission, and prevent
relapse (Halfin, 2007). However, it is rather com-
mon that the stigma associated with mental illness
makes patients reluctant to seek help, or makes
them tend to answer questions in a manner that
will be viewed favourable by the clinician (Chan-
dra and Minkovitz, 2006). In addition, clinical di-
agnosis depends on the hypothetical or retrospec-
tive self-reports of behaviour, requiring patients
to reflect on what they were doing and thinking
sometime in the past, which may have become ob-
scured over time. Hence, it is difficult for physi-

cians to capture first-hand the patients’ own expe-
riences, an important factor for diagnosis and pro-
viding the most appropriate treatment at the point
of care (Kosinski et al., 2015).

Social media sites provide great venues for peo-
ple to share their experiences, vent emotion and
stress, and seek social support. Therefore, mental
health studies based on social media present sev-
eral advantages (Inkster et al., 2016). For instance,
these digital footprints contain vast amounts of
implicit knowledge, which are useful for medical
practitioners to understand patients’ experiences
outside the controlled clinical environment. In ad-
dition, information captured during clinical con-
sultation generally reflects only the situation of the
patient at the time of care. In contrast, data col-
lected from social media is dynamic, thereby pro-
viding opportunities for observing and recognis-
ing critical changes in patients’ behaviour and per-
mitting certain interventions in real time (Inkster
et al., 2016).

Due to the advantages identified above, social
media and natural language processing techniques
are increasingly used in a wide range of men-
tal health related studies. This includes works
that can detect (Coppersmith et al., 2014; Resnik
et al., 2015) and measure the degree of depres-
sion (Schwartz et al., 2014), identify depressive
symptoms (Mowery et al., 2016), and detect the
behavioural changes associated with onset of de-
pression (De Choudhury et al., 2013b). There are
also works focus on predicting personality traits
such as neuroticism (Resnik et al., 2013), which is
known to be highly associated with depression.

However, the above mentioned works mainly
focus on recognising depression, with the poten-
tial causes of depression being ignored. Dis-
covering the potential causes of depression is a
worthwhile aspect of psychiatric diagnosis in or-
der to offer the individual patient with solution-

9



specific, interpersonal or psychodynamic therapy
for the best treatment outcome (Nathan and Gor-
man, 2015). For example, interpersonal psy-
chotherapy can benefit patients who have recog-
nised interpersonal problems as the cause of their
depression. Furthermore, identifying causes can
improve the efficiency of the treatment plan, as it
is normally involved in a patient’s diagnostic eval-
uation and can help recognise possible barriers to
treatment support (Gilman et al., 2013).

In this paper, we tackle the research challenge
of discovering potential causes of depression by
analysing the topics from user-generated contents.
We approach the problem by developing a com-
putational model which extends the dynamic topic
model (He et al., 2012). In order to extract co-
herent sentiment-bearing topics that are indicative
for identifying the causes of depression, we de-
velop the major categories of depression cause
based on two well-known resources i.e., DSM-
IV (Gilman et al., 2013) and Crisis Text Line
(www.crisistextline.org). We also pro-
pose a mechanism to incorporate domain knowl-
edge of depression causes into our model for guid-
ing the model inference procedure, which helps us
to extract depression related and meaningful top-
ics. Experimental results show that our approach
can extract topics revealing valuable clues and risk
factors about the causes contributing to depression
based on informal user-generated data; thereby
providing deep insights into a patient’s state for
pertinent treatment recommendations.

2 Related Work

A wide range of risk factors are associated with the
development and persistence of depression (e.g.,
biological, psychological or cognitive), however,
psychosocial are among the strongest (Slavich and
Irwin, 2014). To examine depressive disorder, one
effective means is via language analysis, as the use
of language can be linked to important informa-
tion about people’s behaviours and psychological
insights (Pennebaker et al., 2003).

De Choudhury et al. (2013a) showed that Sup-
port Vector Machines (SVM) with Radial Basis
Function (RBF) kernel could predict depression
signs from Twitter posts. A similar approach
was applied to Japanese Twitter posts for inves-
tigating the correlations between users’ activities
and depression (Tsugawa et al., 2015). Copper-
smith et al. (2014) used language models and Lin-

guistic Inquiry Word Count (LIWC) (Pennebaker
et al., 2007), a psychometrically validated analysis
tool, to explore the language differences of Post-
Traumatic Stress Disorder users. Schwartz et al.
(2014) built a regression model to predict the de-
gree of depression across seasons based on lan-
guage features on Facebook.

In contrast to the works above which analyse
static data, there has also been research in examin-
ing changes in behavioural patterns relating to on-
set of depression. For instance, De Choudhury and
Counts (2013) analysed the behavioural changes
of new mothers who are at risk of postpartum de-
pression following childbirth. In the subsequent
work, De Choudhury et al. (2013b) further pre-
dicted whether one is likely to have depression in
the future by examining the patterns of one’s Twit-
ter postings in a one-year time frame. Both stud-
ies showed that significant changes in social media
activities could be the potential measures for pre-
dicting depression.

Another stream of works employ the Big Five
personality traits (John and Srivastava, 1999) in
depressive illness related studies. The Big Five
personality traits define five different personal-
ity characteristics i.e., extroversion, agreeable-
ness, conscientiousness, neuroticism, and open-
ness. Among these personal traits, neuroticism
is known to have a substantial correlation to
the prior development of common depressive ill-
ness and psychological distress (Fanous et al.,
2007). Schwartz et al. (2013) explored an open-
vocabulary approach to gain psychological in-
sights based on the demographics and personal-
ity traits framework. The works of Resnik et al.
(2013, 2015) are most closely related to ours,
as they explored topic modelling to automati-
cally identify depressive-related language. They
showed that using topic models provides better
predictive performance than solely relying on pre-
defined lexical features. They also highlighted that
the topics extracted by Latent Dirichlet Allocation
(LDA) (Blei et al., 2003) are meaningful and psy-
chologically relevant. Specifically, Resnik et al.
(2013) combined lexical features with features ex-
tracted by topic models, which improves the pre-
diction of neuroticism and depression on student
essay data. In the more recent work, Resnik et al.
(2015) further explored using Supervised LDA
(Mcauliffe and Blei, 2008) and Supervised Anchor
model (Arora et al., 2013) to analyse the linguistic
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signal for detecting depression.
To the best of our knowledge, no studies have

explored the research problem of automatically
identifying the causes of depression using natu-
ral language processing techniques. We envisage
that by addressing this problem, our work would
be useful for both individual and population-level
mental health monitoring and prevention.

3 Methodology

In this section, we first describe how we acquire
the categories of causes of depression, and then
describe the computational framework for auto-
matically extracting coherent topics that are in-
dicative for identifying the causes of depression.

3.1 Development of Cause Categories for
Depression

For extracting potential causes of depression from
text, we first develop the major categories of
depression cause based on two well-known re-
sources.

First, we construct the primary list based on the
risk factors outlined in the description of Axis IV
in DSM-IV (Gilman et al., 2013). DSM-IV is a
standard diagnostic manual of mental disorders,
which defines nine broad categories that increase
the risk of developing depression. The broad cat-
egories include problems related to primary sup-
port group, social environment, occupational, eco-
nomic, educational, housing, accessing to health-
care services, and legal/crime. However, some of
the categories are too broad or do not state pre-
cisely enough for the causes, such as “primary
support group” and “social environment”. There-
fore, in order to obtain a more comprehensive list
of depression causes, we further make use of the
resources available from Crisis Text Line1.

Basically, Crisis Text Line is one of the largest
crisis counselling services which supports a wide
range of issues from relationship concerns to de-
pression to suicidal thoughts. We utilise the trends
list of 17 issues prevalent to depression: anxi-
ety, bereavement, bullying, eating disorders, fam-
ily issues, friend issues, health concerns, isola-
tions, LGBT issues, physical abuse, relationships,
school problems, self-harm, sexual abuse, stress,
substance abuse, and suicidal thoughts.

To ensure the quality of the cause categories
developed based on the above resources, we also

1www.crisistrends.org

consulted a physician who had an extensive expe-
riences dealing with depression cases. We worked
together to refine the list, taking into considera-
tion the leading factors contributing to depression.
We discarded the ones which are not quite related
to the causes of depression, i.e., suicidal thoughts
and self-harm. We also added to the list two other
common issues that reinforce negative thoughts or
emotions. For instance, body image (e.g. body-
hatred, overweight, underweight) and homesick-
ness have been considered associated with psy-
chological disturbance, especially among young
adults.

We present the categories of depression causes
in Table 1. While this is by no means an explicit
list of causes of depression. Indeed, there can be
as many different causes of depression as possible.
Our argument that this is an initial development
and we account for their relative significance. The
list can be extended in our future research.

Bullying Family issues
Housing Health concerns
Body image Substance abuse
Bereavement Occupation
Homesickness Academic
Relationships Economic
Discrimination Sexual abuse
Physical abuse

Table 1: Depression cause categories.

3.2 The dynamic Joint Sentiment-Topic
model

We employ the dynamic Joint Sentiment-Topic
(dJST) model (He et al., 2012) to extract coher-
ent sentiment-bearing topics that are indicative for
identifying the causes of depression. In addition,
the model is also capable to track how the topics
evolve over time, permitting investigation of the
prominence of depression causes.

The dJST model, as shown in Figure 1, as-
sumes that the current sentiment-topic words dis-
tributions are generated by the word distributions
at the previous epochs. Each document d at
epoch t is represented as a vector of word to-
kens, wt

d = (wt
d1
, wt

d2
, · · · , wt

dNd
). By assum-

ing that the documents at current epoch are influ-
enced by documents at past, the current sentiment-
topic specific word distributions ϕt

l,z at epoch
t are generated according to the word distribu-
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Figure 1: dJST model.

tions at previous epochs. In particular, an evo-
lutionary matrix of topic z and sentiment label
l, Et

l,z where each column in the matrix is the
word distribution of topic z and sentiment la-
bel l, σt

l,z,s, generated for document streams re-
ceived within the time slice specified by s, where
s ∈ {t− S, t− S + 1, · · · , t− 1}, the current
sentiment-topic-word distributions are dependent
on the previous sentiment-topic specific word dis-
tributions in the last S epochs.

We then attach a vector of S weights µt
l,z =

[µt
l,z,0, µ

t
l,z,1, · · · , µt

l,z,S ]T, each of which deter-
mines the contribution of time slice s in computing
the priors of ϕt

l,z . Hence, the Dirichlet prior for
sentiment-topic-word distributions at epoch t is
βt

l,z = Et−1
l,z µ

t
l,z . Assuming we have already cal-

culated the evolutionary parameters {Et−1
l,z ,µt

l,z}
for the current epoch t, the generative story of
dJST as shown in Figure 1 at epoch t is given as
follows:

• For each sentiment label l = 1, · · · , L
– For each topic z = 1, · · · , T
∗ Draw αt

l,z|αt−1
l,z ∼ Γ(ναt−1

l,z , ν)
∗ Compute βt

l,z = µt
l,zE

t
l,z

∗ Draw ϕt
l,z ∼ Dir(βt

l,z).

• For each document d = 1, · · · , Dt

– Choose a distribution πt
d ∼ Dir(γ).

– For each sentiment label l under doc-
ument d, choose a distribution θt

d,l ∼
Dir(σt).

– For each word n = 1, · · · , Nd in docu-
ment d
∗ Choose a sentiment label ln ∼

Mult(πt
d),

∗ Choose a topic zn ∼ Mult(θt
d,ln),

∗ Choose a word wn ∼ Mult(ϕt
ln,zn).

3.2.1 Incorporating Domain Knowledge
In order to extract depression cause relevant and
semantically meaningful topics, we incorporate
two types of domain knowledge into our model for
guiding the model inference procedure.

The first type of domain knowledge is a gen-
eral sentiment lexicon consists of the Multi-
perspective Question Answering (MPQA) subjec-
tivity lexicon2 and the appraisal lexicon (Bloom
et al., 2007). In total, there are 1,511 positive
and 2,542 negative words, respectively. The sec-
ond type of domain knowledge is seed words re-
lating to depression cause categories described in
Section 3.1. To acquire the seed words, we make
use of OneLook Dictionary3, a search engine for
words and phrases. Precisely, for each of the de-
pression category, we query OneLook by search-
ing for words related to the depression cause cat-
egory label. For instance, for category “bullying”,
we obtain 539 words related to bullying e.g., in-
timidation, harrasment, brutal, etc. We filter and
retain the top 50 most relevant words to the search
query. We use those words to be the seed words as
prior knowledge for the model training. The total
number of seed words contains 750 words.

At epoch 1, the Dirichlet priors β of size L ×
T × V are first initialized as symmetric priors of
0.01 (Steyvers and Griffiths, 2007), and then mod-
ified by a transformation matrix λ of size L × V .
We encode the word prior knowledge in the way
that elements of β corresponding to positive senti-
ment words, e.g., good, will have small values for
topics associated with negative sentiment labels,
and vice versa for the negative sentiment words.
For subsequent epochs, if any new words encoun-
tered, the prior knowledge will be incorporated
in a similar way. But for existing words, their

2http://www.cs.pitt.edu/mpqa/
3https://www.onelook.com
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Dirichlet priors for sentiment-topic-word distribu-
tions are obtained using βt

l,z = Et−1
l,z µ

t
l,z .

3.2.2 Online Inference
We employ a stochastic EM algorithm (He et al.,
2012) to sequentially update model parameters at
each epoch. At each EM iteration, we infer latent
sentiment labels and topics using the collapsed
Gibbs sampling and estimate the hyperparameters
using maximum likelihood.

We set the symmetric prior γ = (0.05 ×
average document length)/L, where L is the to-
tal number of sentiment labels and the value of
0.05 on average allocates 5% of probability mass
for mixing. Moreover, there are two sets of evo-
lutionary parameters to be estimated, the weight
parameters µ and the evolutionary matrix E. We
set µ using an exponential decay function µt =
exp(−κt), so that more recent documents would
have a relatively stronger influence on the model
parameters in the current epoch compared to ear-
lier documents. We set κ = 0.5 in the experi-
ments. The derivation of the evolutionary matrix
E requires the estimation of each of its elements,
σl,z,w,s, i.e., the word distribution of word w in
topic z and sentiment label l at time slice s, which

is defined as σt
l,z,w,s =

Ct
l,z,w,s∑

w Ct
l,z,w,s

. Here Cl,z,w,s

is the expected number of times word w was as-
signed to sentiment label l and topic z at time slice
s. Each time slice s is equivalent to an epoch t,
thus Cl,z,w,s can be obtained directly from Nl,z,w,t

by setting s = t.

4 Experimental Setup

Dataset. We conducted experiments on a real-
world dataset, namely, the student essay dataset.
This dataset is publicly available and has been
used in a number of mental health studies (Resnik
et al., 2013). It contains 6,459 stream-of-
consciousness essays collected between 1997 and
2008, and each essay is labelled with Big-5 per-
sonality traits scores. As discussed earlier, neu-
roticism (negative affectivity) is a factor that
strongly associates with high risk of depressive
disorders. We divided the dataset into two cate-
gories based on the neuroticism scores, i.e, essays
with positive scores are classified as high neuroti-
cism, and negative score as low neuroticism. Any
essays missing personality traits scores were elim-
inated from the dataset. The final dataset contains
a total number of 4,954 essays with 2,566 asso-
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Figure 2: Number of stream-of-consciousness es-
says over 11 years (1997-2008).

ciated with high neuroticism and 2,388 associated
with low neuroticism, as shown in Figure 2.
General Settings. Each dataset underwent pre-
processing including conversion to lowercase, re-
moval of non-alphanumeric characters, and re-
moval of stop words. We empirically set the num-
ber of topics to 20 for the 2 sentiment labels (i.e.,
positive and negative), which is equivalent to a to-
tal of 40 sentiment-topic clusters. The number of
time-slices set to 4.

5 Experimental Results

In this section, we present our results on the ex-
perimental datasets. In particular, we aim to in-
vestigate the following two research questions: (i)
what are the most prominent causes for neuroti-
cism among college students and how do these
causes evolve over time; and (ii) what are the dif-
ferences of the topics extracted from essays writ-
ten by of students from low and high neuroticism
groups.

5.1 Analysing the Depressing-related Issues
from the High Neurotisism Group

In this section, we present the results on extracting
topics for depression-related causes analysis. Fig-
ure 3 illustrates the example topics from high neu-
roticism (negative sentiment) and low neuroticism
(positive sentiment). The topics extracted are in
agreement with those reported in the risk factors
that contribute to stress experienced by students
(Robotham and Julian, 2006). We discuss some of
the topics in details below.
Academic. Unsurprisingly, one of the prominent
causes among the students with high-neuroticism
score is related to academic studies, consistent
with the report of primary causes of stress among
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Figure 4: Frequency distribution of top 5 sentiment topics across years (a) High neuroticism; (b) Low
neuroticism.

students4. Academic topic words in Figure 3
(e.g., “study, test, bad, grades, worried”) show
that students express a very stressful experiences
in study. For example, “I am scared that my grades

4https://yougov.co.uk/news/2016/08/09/quarter-britains-
students-are-afflicted-mental-hea/

won’t be able to cut it though”, “I am pretty much
worried about my classes and what grades I will
get in them”.

Relationship and homesickness. Our analy-
sis found that relationship problems and home-
sickness are also widely common among stu-
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dents, as shown in the Relationship and
Homesickness topics. Indeed, intimate rela-
tionships with a partner can be a great source of
love, support and excitement. However, relation-
ships can also be a source of grief and anguish
if they go wrong. University students are in a
period of personal change, which can then make
them feel less sure or what they want or how to
cope with relationship problems. For examples,
“I feel insecure about our relationship myself and
in some way feel like I am not worthy of some-
one liking me”. Research by the National Union
of Students5 shows that 50-70% of new students
suffer from homesickness to some extent within
in their first two or three weeks. Although most
students find their symptoms begin to fade after a
few weeks, the symptoms tend to stay longer for
students with high neuroticism.
Housing. Another interesting finding is that bad
accommodation seems to have strong negative im-
pact on the socio-emotional development and psy-
chological distress of students. For instance, there
are lot of complaint about the condition of the
university accommodation, e.g., “Someone in this
room needs to buy a mop because our floor is
getting really gross”, “Our shower is very small
in the first place and combined with being dirty,
well that’s just plain bad”. There is a strong link
of mental health problems with insecure, and the
chaotic way of living (Tight, 2011).
Body image and health concerns. Individuals
with high level of neuroticism seem less satisfied
with their body image and health as implied in
topics Body Image and Health concerns.
For instance, messages similar to “I am so ner-
vous about gaining weight. I always watch what i
eat” appear quite often in the dataset. This shows
that physiological factors do promote to dissatis-
faction in students’ life, which lead to low self-
esteem (correlated with high neuroticism).

5.2 Comparing the High and the Low
Neuroticism Groups.

We estimate the probability of top 5 topics across
years using the relative frequency technique. We
calculate the ‘relative observed frequencies’ of a
topic, and divide the number of occurrences of the
topic by the number of documents for that partic-
ular year. Figure 4 shows the distribution of top
5 topics of high and low neuroticism. We found

5https://www.nus.org.uk/

that the topic Relationship is very common
among students from both groups. The trend re-
flects the fact that students are prone to stress in
student life, often caused by the poor relationship
issues, which also lead to struggles in academic,
social adjustment, and individual self-esteem.

Another interesting key difference to highlight
is on the social engagement level. Students with
low neuroticism are much more active and show
more interest in various social activities (e.g., mu-
sic and sports). Similar findings are consistent
with research (Afshar et al., 2015), in that the in-
dividuals with low-neuroticism are more likely to
utilise relaxation (music, meditation, yoga, etc.)
and physical recreation (regular exercise, sports,
running, etc.) as coping mechanisms.
Sentiment analysis. We discuss the sentiment
differences on the same topic between two groups,
as shown in Figure 3. The topics about academic
and relationship are both prominent among these
groups, however, there are differences in percep-
tions and emotional reactivity towards these top-
ics. Specifically, students with high-neuroticism
respond poorly to environmental stress and inter-
pret ordinary situations as threatening and experi-
ence minor frustrations as hopelessly overwhelm-
ing. For example, they seem to have difficulty in
coping the issues and challenges from academic
studies. Below are some examples,

• “I hate myself for not doing well in some other class. Its
a vicious cycle that I can’t seem to get out of. I do bad
in one class because I focus on all the wrong things
and then it carries over to ever other class, which in
turn makes my academics suffer”.

• “I’m worried about studying for psychology. It’s my
first collegiate test. I’ll probably do terrible. or at least
far less than my expectations”.

Whereas, students with low neuroticism seem
to have higher stress tolerance when dealing with
academic pressures. They are more resilient to
challenges, embrace and overcome obstacles in a
positive way. Take for examples the following,

• “I am eager for the future and ecstatic for what is yet
to come. I hope I am joining the right organizations
that appeal to me. I also hope I will stay academically
strong as I was in high school”.

• “Its going to be my first official test in college. I just
can’t imagine me taking a test. I just need to relax,
study the best I can, and be optimistic about my aca-
demics”.
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6 Conclusion

The causes of depression can vary greatly from
person to person. It is a great challenge for clin-
ical practice in the recognition and treatment of
depression, particularly when there are barriers
in getting the appropriate support, e.g., time con-
straints in primary care, a strong social stigma at-
tached to mental illness and discrimination. Our
approach on topic modelling for classification cer-
tainly bridges the gap and significantly expands
the access in identifying the possible factors that
trigger depression in individuals. Identifying the
causes of depression increases the accuracy of se-
lecting the most appropriate treatment and im-
proves the quality of depression care. Therefore,
further research should be undertaken to optimise
topic models for drawing out potential causes of
depression from social media data. Furthermore, a
dataset with ground truth that covers wider causes
of depression such as financial and occupation
should be explored in the future, to cater for differ-
ent groups of people e.g., employee, housewives,
etc.
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Abstract

To date, various Twitter-based event detec-
tion systems have been proposed. Most
of their targets, however, share common
characteristics. They are seasonal or
global events such as earthquakes and flu
pandemics. In contrast, this study tar-
gets unseasonal and local disease events.
Our system investigates the frequencies
of disease-related words such as “nau-
sea,” “chill,” and “diarrhea” and estimates
the number of patients using regression of
these word frequencies. Experiments con-
ducted using Japanese 47 areas from Jan-
uary 2017 to April 2017 revealed that the
detection of small and unseasonal event is
extremely difficult (r = 0.13). However,
we found that the event scale and the de-
tection performance show high correlation
in the specified cases (in the phase of pa-
tient increasing or decreasing). The results
also suggest that when 150 and more pa-
tients appear in a high population area, we
can expect that our social sensors detect
this outbreak. Based on these results, we
can infer that social sensors can reliably
detect unseasonal and local disease events
under certain conditions, just as they can
for seasonal or global events.

1 Introduction

Nowadays, the concept of social sensors (Sakaki
et al., 2010) has been shown to have great potential
feasibility for various practical applications. Par-
ticularly, disease detection is a core target of so-
cial sensor based studies. To date, detection has
been demonstrated for influenza (Aramaki et al.,
2011; Paul et al., 2014; Lampos et al., 2015; Iso
et al., 2016; Wakamiya et al., 2016; Zhang et al.,

Figure 1: Seasonal global event (a) vs. Unseasonal local

event (b). The X-axis shows the timeline (weekly based). The

Y-axis shows the incidence rate (IR), corresponding to the pa-

tient number per area during the latest two years. Thin line

with red square markers show the incidence rates of 2016.

The line with blue triangle markers show the incidence rates

of 2017. (a) Seasonal global event (Influenza in Japan). The

influenza portrays a single big peak. (b) Unseasonal local

event Gastroenteritis in the same area as (a). The Gastroen-

teritis shows numerous small peaks. It is difficult to detect

Peak periods.

2017; Lampos et al., 2017), E.Coli (Diaz-Aviles
and Stewart, 2012), and H1N1-type flu (Culotta,
2013; Lampos and Cristianini, 2010).

In this field, infectious diseases have drawn
much attention mainly for the following two rea-
sons. First, from a practical perspective, infectious
disease prevention is a crucially important mis-
sion for a nation because infectious diseases, es-
pecially influenza, cause many deaths and spread
rapidly. Next, from the perspective of informat-
ics, epidemics of these diseases are suitable targets
because some epidemics have the following char-
acteristics that make them easy to ascertain from
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social media:

1. Seasonal Event: some epidemics are sea-
sonal diseases that have basically one big
peak during one year (e.g. influenza).

2. Large Scale Event: some epidemics infect
thousands of people. Accordingly, the scale
of information related to the disease in twitter
also becomes large (e.g. more than 100,000
flu-related Japanese tweets per day).

Compared with previous works, this study tack-
les a more challenging task: detection of outbreaks
of infectious gastroenteritis (In the rest of the pa-
per, we simply call it gastroenteritis). Outbreaks
of gastroenteritis are often caused by viruses such
as Norovirus and Campylobacter. Symptoms in-
clude some combinations of various hard com-
plaints, diarrhea, vomiting, and abdominal pain,
fever, and dehydration, which typically last less
than two weeks. These features of gastroenteri-
tis make the task more difficult: unlike the flu,
the name of a particular disease agent is rarely
tweeted. The increased number of patients must
be estimated with tweets related to several symp-
toms.

Although gastroenteritis is sometimes called
stomach flu, the gastroenteritis characteristics in
social respects show quite a contrast to the flu.

1. Unseasonal Event: An outbreak of gastroen-
teritis is not seasonal. It can burst at any time
of a year. Moreover, there can be many peaks
during a single year.

2. Local Event: The scale of the gastroenteritis
varies, starting from a smaller event involving
a couple of patients to a larger event involv-
ing thousands of patients.

A comparison of influenza and gastroenteritis is
presented in Figure 1. These characteristics also
make it difficult to apply a method intended for
influenza detection to gastroenteritis detection.

This study investigates the estimation perfor-
mance for smaller events rather than previous tar-
gets. The results reveal that the event size is
a core factor affecting the social sensor perfor-
mance. From experimentally obtained results,
small events (related to about 150 people) were de-
tected with high accuracy (the correlation ratio be-
tween social sensor estimation and the actual value
is 0.8).

This result contributes to social sensor reliabil-
ity. This paper is the first reporting the overall re-
lation between social sensor performance and its
factors. Although detection of small and unsea-
sonal events is difficult, the sensor can be applied
in specified situations.

2 Related Work

Detection of infectious diseases is an important
part of national health control. Detection tasks are
classifiable into two types: (1) Seasonal infection
for diseases such as influenza, and (2) Unseasonal
infection such as food poisoning (infectious gas-
troenteritis) and bio-terror attacks.

For the earliest possible detection, most coun-
tries have infection prevention centers: The U.S.
has the Centers for Disease Control and Preven-
tion (CDC). The E.U. has its European Influenza
Surveillance Scheme (EISS). Japan has its Infec-
tion Disease Surveillance Center (IDSC). For each
of them, surveillance systems rely on virology
and clinical data. For instance, the IDSC gath-
ers influenza patient data from 5,000 clinics and
releases summary reports. Such manual systems
typically have a 1–2 week reporting lag, which is
sometimes pointed out as a major flaw.

In an attempt to provide earlier infectious detec-
tion, various new approaches have been proposed
to date, such as telephone triage based estimation
(Espino et al., 2003) and over the counter drug
sales based estimation (Magruder, 2003).

The first web-based infectious disease surveil-
lance was Google Flu Trends (GFT), which uses
the Google query log dataset to predict the number
of flu patients (Ginsberg et al., 2009). Although
GFT has illustrated the effectiveness of web-based
surveillance, the Google query log is not a public
dataset.

Recent advances of the Web-based infectious
disease surveillance depend mainly on open
datasets such as those of Twitter (Zhang et al.,
2017; Lampos et al., 2017; Iso et al., 2016;
Wakamiya et al., 2016; Paul et al., 2014).

Zhang et al. (2017) use several indicator in-
formation resources and report the prediction
performance obtained for the U.S., Italy, and
Spain. Lampos et al. (2017) use word embedding
(Mikolov et al., 2013) for enriching the feature se-
lection of the flu model and thereby increase the
inference performance. In Japan, the first success-
ful system is that of Aramaki et al. (2011). They
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classify whether a user is infected by the flu or
not for each tweet that includes a flu-related word.
Wakamiya et al. (2016) examines the popularity
difference between urban and rural cities for finer-
grained infectious disease surveillance.

A state-of-the-art system for use with a
Japanese infectious disease model by Iso et al.
(2016) uses a time lag for improving nowcasting
and for extending the forecasting model. However,
they merely examine the prevalence rate through-
out Japan; they do not consider the scale of user
popularity.

This paper presents an examination of Twitter
data through various scales of events, from infec-
tion of a few people to an epidemic affecting thou-
sands of people, to detect Twitter-based detection
performance.

3 Method

3.1 Extracting Tweets by Patients

To detect outbreaks of gastroenteritis with tweets,
we estimate the number of patients.

First, the system collects Japanese tweets via
Twitter API1. Then we select keyword sets of the
following three typical patient complaints: “nau-
sea”, “chill”, and “diarrhea”. This keyword sets
are selected in preliminary experiments that use
11 major complaints (Chester et al., 2011). Us-
ing the tweet corpus collected in the previous step,
we built a classifier that judges whether a given
tweet is sent by a patient (positive) or not (neg-
ative). This task is a sentence binary classifica-
tion. We used a SVM-based classifier under the
bag-of-words (BOW) representation (Cortes and
Vapnik, 1995; Joachims, 1998). Then we split a
Japanese sentence into a sequence of words us-
ing a Japanese morphological analyzer, MeCab2

(ver.0.98) with IPADic (ver.2.7.0) (Kudo et al.,
2004). The polynomial kernel (d=2) is used as the
kernel function. To build the training set, a human
annotator assigned either a positive or negative la-
bel. For the labeling process, we followed condi-
tions used in our previous study (Aramaki et al.,
2011). Table 1 presents samples of tweets with la-
bels.

Finally, we classified tweets into areas for area-
based disease surveillance. The area is resolved
based on metadata attached to a tweet as follows:

1https://dev.twitter.com/overview/api
2http://taku910.github.io/mecab/

Table 1: Samples of labeled tweets

Tweet keyword P/N

When I got out of the bath I felt chilly.
chill PSo I am wearing long sleeves and long pants, but now it’s hot (’-‘).

I changed clothes (’-‘) It might be a cold ...

I feel nauseous... I thought it resulted from coccyx pain, but I wonder.
nausea Pif I caught a cold.

I have diarrhea. I am going to a public restroom. diarrhea P

I really hate mantis. I hate them more than pigeons.
chill NI feel chilly when I think about it.

whole-body exposure: 1 Gy nausea, Death year exposure is 10 Gy 1 ms nausea N

Meanwhile, Chiba prefecture announced on January 1 that 39 people

diarrhea Nthat 39 people in Ichikawa City, Ibaraki prefecture, had group
food poisoning complaining of symptoms such as diarrhea.

The tweet on the table are Japanese translations of English.

GPS Information: A tweet includes GPS data
if a user allows the use of the location func-
tion. However, most users turn off this func-
tion for privacy reasons. Currently, the ratio
of tweets with GPS information is only 0.46%
(=35,635/7,666,201) in our dataset.

Profile Information: Several users include an
address in a profile. We regard the user as near the
profile address. The ratio of tweets with profile
location is 26.2% (=2,010,605/7,666,201). To dis-
ambiguate the location names, we use a Geocod-
ing service provided by Google Maps3.

We removed the tweets without inferred geo-
location for the study.

3.2 Linear Regression Analysis of Patient
Numbers

Next we investigate the relation between the num-
ber of infected people and the number estimated
using positive tweets. We use the number of in-
fected people reported from the National Institute
of Infectious Diseases (NIID) 4. The number of in-
fected people in each area is reported per sentinel
weekly. To remove the population bias in areas,
we calculate the Incidence Rate (IR) of people in
an area during a week as follows.

IRrepo(a, t) =
pata,t

popa
× 10k (1)

In that equation, pata,t is the total number of all
patients reported in the specified area a within the
week index t, popa is the area’s population, and k
is a constant for correcting the value. In the exper-
iment, k is set to 5.

3https://developers.google.com/maps/
documentation/\geocoding/start

4https://www.niid.go.jp/niid/en/
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Then, we estimate the linear association be-
tween the IRrepo and the estimated one, IRest, by
application of multivariate linear regression as

IRest = bs1
a xs1

a + bs2
a xs2

a + bs3
a xs3

a + bp, (2)

where xs
a represents the number of positive tweets

containing the specific word s. In addition, bs
a and

bp are variables to be estimated.

4 Experiment

4.1 Setting

For this experiment, we estimated the Incidence
Rate from positive tweets with the exploratory
variables derived in Section 3.2. The experimental
data consist of a training set and a test set. The
data are shown in Table 2. For training, we used
1,720,325 tweets for 52 weeks from March 19,
2016 through December 31, 2016 for each area (47
areas in Japan).

Table 2: Dataset statistics

keyword training test

nausea 560,620 (53%) 594,443 (50%)
chill 378,652 (37%) 498,748 (35%)

diarrhea 781,053 (74%) 493,693 (69%)

Total 1,720,325 (34%) 1,586,884 (51%)

In brackets represents proportion of positive tweet

For clinical research, we estimated IRest from
the test set for 16 weeks from January 1, 2017
through April 19, 2017.

4.2 Results

The overall result is shown in Figure 2. Figure 3a
and Figure 3b present details of results from two
areas. Figure 3a presents a moderate example in
Nagano area, where tweet-based estimation highly
correlates with the reported values. In contrast,
Figure 3b corresponding to Tokyo area reveals the
weakness of our approach: the estimated value dif-
fers greatly from the reported value.

The difference between the two areas reflects
the scale of the event. In Figure 3a, the reported
values have one large peak (starting from 20 peo-
ple to 30 people). In contrast, Figure 3b shows
a slight increase in the reported values (from 13
to 15 during 15 weeks). From these results, the
estimation of small events is difficult, causing nu-
merous false-positive results.

5 Discussion

5.1 Event scale and Estimation Performance
Results reveal that Twitter-based estimation is of-
ten adversely affected by small events, yielding
poor performance overall. However, in the case of
large-scale events, the social sensor usually works
well. For that reason, we investigated the rela-
tion between the (Sensor) Estimation Performance
(EP) and the Event Scale (ES). For this work, we
define these indicators as explained below.

Estimation Performance (EP): It is necessary to
ascertain how accurately social sensors can
estimate an event. We define this indicator as
the correlation between IRrepo and IRest.

Event Scale (ES): Fundamentally, the higher EP
should be obtained when the epidemic scale
(ES) is larger. We therefore assessed the cor-
relation between the ES and the EP. We sim-
ply define ES based on the difference of IR in
a time window as

ES = max
t∈T

IR(t)−min
t∈T

IR(t), (3)

where T stands for a time window in the tar-
get timeline. IR(t) is a function indicating
IR at the week index t.

As for a time window, we divided the test set ev-
ery 4 weeks (one window) and calculated IR. Cor-
relation between EP and ES is shown in Figure 4.
From Figure 4, correlation between EP and ES re-
vealed poor performance (only 0.13). This result
suggests that no overall correlation exists between
EP and ES.

5.2 Discussion based on Epidemic Pattern
Not only the Event Scale (ES) but also event pat-
tern would affect EP. We considered that event pat-
tern classified by epidemic phase, such as the be-
ginning and the end:

Increasing ↗ is the phase of the beginning of
the epidemic during which the IR increases during
the target time window.

Decreasing ↘ is the phase of the end of the
epidemic during which the IR decreases during the
target time window.

Peak ∧ is the phase of the epidemic peak during
which the maximum of the IR is observed.

Between ∨ is intermediate of two epidemic
peaks.
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Figure 2: Result for each area. The X-axis indicates the time line (week). The Y-axis indicates the
Incidence Rate (IR). T indicates the time window (4 weeks).
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(a) Example: Nagano (b) Example: Tokyo

Figure 3: Representative results in two areas: (a) Nagano and (b) Tokyo. The red line shows IRrepo.
The blue one shows IRest.

Figure 4: Relation between EP (X-axis) and ES (Y-axis).
This revealed poor performance (r = 0.13).

The detailed definition is presented in Table 3.
The table presents a window for which IRb −
IRi > 0 and IRb − IRe > 0 (represented as
IRb − IRi > 0 and IRb − IRe > 0) is regarded
as the increasing Pattern.

The results are presented in Table 4, indicating
correlation between the EP and ES for each Pat-
tern. As the table shows, the performance showed
divergence in each Pattern. For instance, the de-
creasing Pattern showed high correlation (r =
0.305). In contrast, the between Pattern shows
quite poor performance (less than 0 correlation).

5.3 Discussion based on Area Population

The number of tweets is related to the population
Therefore, we inferred that the EP is affected by
the population of each area. We classified each
window by four types based on population. We
defined the four types as explained below.

Super High population area (SHP) is area with
population of 2.5 million or more

High population area (HP) is area with popula-
tion of 1.5 million to 2.5 million

Low population area (LP) is area with popula-
tion of 1 million to 1.5 million

Super Low population area (SLP) is area with
population of 1 million or less

Table 5 shows the correlation between the EP
and ES in each population area. From Table 5, in
high population area (1.5 million to 2.5 million),
weak correlation was found (r = 0.214). Further-
more, correlation between EP and ES is related to
population.

5.4 Combination of Factors
As described above, we introduced three factors
that affected the estimation performance (EP): (1)
event scale (ES), (2) event pattern, and (3) area
population. In this section, we combined the
above findings, and investigated the correlation
coefficient between the performance and the (1)
ES in each factor, (2) event pattern (four types)
and (3) area population (four types). The 16 ob-
tained combinations are shown in Table 6.

From Table 6, when the epidemic decreases
greatly in areas with low population, the perfor-
mance tends to be high. Especially, this trend is
significant for decreasing pattern in low and su-
per low population areas. In contrast, peak and
between pattern show poor correlation.

From practical viewpoints, the increasing pat-
tern is important because catching the increase or
decrease of patients contributes to prevention. Fig-
ure 5 presents the relation between the EP and ES
in increasing pattern in the high population area,
which shows moderate correlation (r = 0.378). In
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Table 3: Patterns of Epidemic Phase. Each pattern is classified by three phase: IRb, IRi and IRe. The IRb is the IR at
the beginning of the target window. The IRi is the average IR of all weeks, except for the beginning and the end. In the
experiments, the window size is 4 weeks. Consequently, the IRi is the average IR of the second and third weeks. The IRe is
the IR at the end of the target window.

Pattern IRb − IRi IRb − IRe of samples

Increasing↗ + + 55
Decreasing↘ − − 45

Peak ∧ + − 56
Between ∨ − + 32

Table 4: Correlation between EP and ES in each
pattern

Pattern correlation

Increasing↗ 0.098
Decreasing↘ 0.305

Peak ∧ -0.024
Between ∨ 0.058

Table 5: Correlation between EP and ES in each
area population

Population correlation

SHP area 0.125
HP area 0.214
LP area 0.185

SLP area 0.059

the figure, moderate performance (r > 0.8 in the
X-axis) is obtained when the ES is greater than 7
in the Y-axis. It corresponds to a greater than 150
patient increase in a month.

From this result, we can estimate the borderline
of the reliable warning that is 150 patient increas-
ing or decreasing in the high population area.

Figure 5: Relation between EP (X-axis) and ES (Y-axis) in
the Increasing Pattern in the High Population area (plot with
blue triangle) and the Decreasing Pattern in the Low Pop-
ulation area (plot with red cross). This situation for which
performance depends on the scale.

Table 6: Correlation between EP and ES in the
combination of event pattern and population areas

SHP HP LP SLP
area area area area

Increasing↗ 0.255 0.378 0.01 -0.112
Decreasing↘ -0.678 0.164 0.550** 0.538*

Peak ∧ 0.144 0.063 -0.394 0.411
Between ∨ 0.494 0.411 -0.409 0.179

Bold font indicates significant correlation (** is p < 0.05, *
is p < 0.10).

5.5 Practical Contribution and Future
Direction

To date, social sensors have demonstrated their
potential feasibility for various event detec-
tions. However, the practical application is rarely
launched. One reason is the lack of reliability of
social sensors. In other words, we can never fully
trust social sensor-based information.

Results of this study demonstrated that the event
scale and the estimation performance of social
sensor are related. We think this finding is prac-
tically important because this characteristic pro-
vides important information for the following two
use cases:

1. In cases where a really big epidemic occurs,
we can believe that the system must detect the
clue of the epidemic.

2. In contrast, in cases where the system esti-
mation is normal, we can at least infer that
the current situation is not crisis.

From a practical viewpoint, these features that
can engage such safety are important. Based on
these results, we are developing a surveillance ser-
vice supported by Infectious Disease Surveillance
Center (IDSC). In the near future, we would like
to report a case of a system-running experience.

This report describes our attempt at the de-
tection of small and unseasonal disease events.
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The method employs the regression of disease-
related word frequencies. Results of the experi-
ment, based on Japanese 47 areas from January
2017 to April 2017, suggests that the detection
of small events is difficult (r = 0.13). Although
the overall performance is poor, the event scale
(change in the number of patients) and the detec-
tion performance size show correlation (the phase
of epidemic in high population area shows a cor-
relation ratio of r = 0.38). We think this finding
is practically important because it enables realiza-
tion of a practical system that is useful in the fol-
lowing two use cases. (1) If a truly large epidemic
occurs, we can infer that the system must detect it,
(2) In other words, the system estimation is low,
we can at least infer that the current situation is
not so severe. These characteristics are fundamen-
tally important for use in protecting public safety.

In future work, we plan to apply other classi-
fication algorithms and compare the performance.
Furthermore, we will examine the indicator to rep-
resent the ES more effectively.
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 Incorporating Dependency Trees Improve Identification of Pregnant 
Women on Social Media Platforms

Abstract 

The increasing popularity of social media 
lead users to share enormous information 
on the internet. This information has vari-
ous application like, it can be used to de-
velop models to understand or predict user 
behavior on social media platforms. For 
example, few online retailers have studied 
the shopping patterns to predict shopper’s 
pregnancy stage. Another interesting ap-
plication is to use the social media plat-
forms to analyze users’ health-related in-
formation. In this study, we developed a 
tree kernel-based model to classify tweets 
conveying pregnancy related information 
using this corpus. The developed preg-
nancy classification model achieved an 
accuracy of 0.847 and an F-score of 0.565. 
A new corpus from popular social media 
platform Twitter was developed for the 
purpose of this study.  In future, we would 
like to improve this corpus by reducing 
noise such as retweets. 

1 Introduction  

The web has become a powerful medium for dis-
seminating information about diverse topics, peo-
ple can share information anytime and anywhere. 
Real-time user generated information on the web, 
epitomized by social media and in particular mi-
croblogs, are becoming an important data source 

                                                
  * Corresponding author 
 

to complement existing resources for disease sur-
veillance (Brownstein, Freifeld, & Madoff, 2009), 
behavioral medicine (Ayers, Althouse, & Dredze, 
2014), and public health (Dredze, 2012). Studies 
have shown that 26% of online adults discuss 
health information using social media(GE-
Healthcare, 2012), with approximately 90% 
women using online media for health-care infor-
mation, and 60% using pregnancy related apps for 
support. These statistics suggest that social media 
sources may contain key information regarding 
specific cohorts, such as pregnant women, and 
their drug usage habits. Twitter—a micro-blog-
ging site which is actively used by over 328 mil-
lion users1—is a very popular social network cur-
rently being extensively used for public health 
monitoring tasks (Chandrashekar, Magge, Sarker, 
& Gonzalez, 2017; Jonnagaddala, Jue, & Dai). It 
is also an attractive resource for biosurveillance 
related shared tasks and competitions because it 
carries health-related knowledge expressed by 
various cohorts(Adam, Jonnagaddala, Chughtai, 
& Macintyre, 2017). However, the noisy nature of 
data on Twitter demands sophisticated models 
and techniques for mining the knowledge encap-
sulated. 

The primary aim of this study is to detect 
whether a tweet convey pregnancy or not. This in-
formation further downstream can be used to 
study the safety of drugs in pregnancy are of par-
amount importance. Typically, pregnant woman in 
social media are detected using simple regular ex-
pressions and rules such as – matching the phrase 

1 https://about.twitter.com/company  
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“i am twenty weeks pregnant” (Chandrashekar et 
al., 2017; Wang, Paul, & Dredze, 2014). However, 
employing rule based detection can lead to many 
false positives since it doesn’t consider context or 
sentiment embedded in the tweet. Often, the 
tweets recognised by rule based methods seem to 
be sarcastic. For example, consider the tweet “I 
look like I’m 6 months pregnant”. This tweet is a 
sarcastic tweet and the user actually is not preg-
nant. Thus, in order to overcome this issue, we 
propose to use a tree kernel-based approach to de-
tect pregnant woman more effectively. Tree ker-
nel-based approaches have been applied to many 
different researches, such as relation extraction 
(Culotta and Sorensen, 2004), question classifica-
tion (Zhang and Lee, 2003) and protein interaction 
detection (Miwa et al., 2010). In recent years, tree 
kernel-based models were used to analyze Twitter 
data, but most of those studies were focused on 
opinion mining and sentiment classification 
(Agarwal et al., 2011; Alicante et al., 2016). In this 
study, we investigate the effectiveness of applying 
the approach on the task of determining whether a 
tweet is posted by a pregnant woman or not. 

2 Related Work 

Most of the studies in mining Twitter are focused 
on drug safety domain, e.g. drug abuse and adverse 
drug reaction (Dai, Touray, Wang, Jonnagaddala, & 
Syed-Abdul, 2016; Sarker et al., 2016). However, 
this information can also be used for health surveil-
lance of pregnant women. The study most related 
to ours is presented by  (Chandrashekar et al., 2017) 
in which they annotated 1,200 tweets with preg-
nancy announcements to allow the identification of 
pregnancy trimesters. Klein et. al, constructed an 
annotated corpus from Twitter focusing on per-
sonal medication intake (Klein, Sarker, 
Rouhizadeh, O’Connor, & Gonzalez, 2017). In an 
another related study an integrated corpus compos-
ing of 2,000 sentences from Twitter and PubMed 
called TwiMed was presented (Alvaro, Miyao, & 
Collier, 2017).  The corpus contains the annotations 
of diseases, symptoms and drugs, and their rela-
tions. 

Tree kernel-based approaches have been widely 
applied to text classification tasks. Zhang and Lee 
(2003) utilized tree kernel to question classification 
and demonstrated that syntactic structures is useful 
for questions classification. However, the space of 
tree fragments is too large to compute their inner 
products. In order to recursively and efficiently 
compute the common substructures similarity be-

tween two trees, Moschitti (2006) proposed convo-
lution tree kernel and developed a toolkit for public. 
Wang et al. (2009) adopted convolution tree kernel 
to find out similar questions from Yahoo Answers 
dataset. They observed that the convolution tree 
kernel function can effectively utilize the syntactic 
structure of a sentence. On the other hand, Agarwal 
(2011) applied partial tree kernel (PTK) to classify 
sentiment polarity of twitter data and achieved re-
markable performance. The kernel provides the 
ability to analyze additional semantic information 
by considering the contribution of shared subse-
quences containing all children of nodes. PTK 
compares words by the order of alphabets to deter-
mine word similarity for ameliorating the weak 
point of convolution tree kernel. Later on Croce et 
al. (2011) proposed smoothing partial tree kernel 
(SPTK) and improved the calculation method of 
word similarity by using singular value decompo-
sition (SVD) to transform all words into vectors for 
determining the cosine similarity between them. 

In this paper, we built models based on SPTK 
and three kinds of tree structures. Besides part-of-
speech (POS) tags, the new tree structures incorpo-
rate dependency tree and grammatical relations for 
extracting more useful features. Furthermore, we 
used word embedding to substitute the vectors gen-
erated by SVD. Many studies have demonstrated 
that word embedding is really useful in many natu-
ral language processing tasks. With this in mind we 
also investigated the effectiveness of combining 
word embedding with SPTK and different tree 
structures on the task of identifying pregnancy 
women on Twitter. 

 

 
Figure 1: System architecture 
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3 Methods 

The Figure 1 shows the architecture of the pro-
posed pregnancy detection method. The architec-
ture comprises three key components: prepro-
cessing, tree representations, and smoothing par-
tial tree kernel classification. Firstly, the prepro-
cessing component processes a set of tweets that 
may convey pregnancy (called candidate tweets 
hereafter) through heuristic rules. Then, each can-
didate tweet is represented by three kinds of tree 
structures for capturing the information of syntac-
tic, content, and semantic of the tweet. Finally, the 
smoothing partial tree-kernel classification com-
ponent measures the similarity between tweet in 
terms of their tree structures, and the tree kernel is 
incorporated into support vector machine (SVM) 
for learning a classifier. We elaborate each com-
ponent in the following sub-sections. 

3.1 Preprocessing 
Given a tweet, we first apply the Stanford parser2 
to generate the output of parse tree and PoS tag-
ging. We further remove stop words and URLs 
from tweets. In addition, we observe that retweet 
is impossible to convey pregnancy since Twitter's 
retweet feature is to help users quickly share that 
tweet with all of users’ followers. Therefore, we 
filter out tweets if the text start with “RT” (i.e. re-
tweet). By filtering out retweets, the rest are the 
candidate tweets which may convey pregnancy. 
 

 
Figure 2: Constituency tree (CT) 

                                                
2 http://nlp.stanford.edu/software/lex-parser.shtml  

3.2 Tree Representations 
Different tree representations in tree kernel-based 
approach may lead to modeling more effective syn-
tactic or semantic feature spaces. In this paper, 
three kinds tree structure are used to represent 
tweet, they are constituency tree (CT), lexical cen-
tered tree (LCT), and grammatical relation cen-
tered tree (GRCT). To facilitate comprehension of 
the different tree representations, we take a preg-
nant woman’s Tweet “I'm so damn tired of being 
pregnant” as an example. 

Figure 2 is CT, which is the basic tree represen-
tation generated by Stanford Parser. The parser 
works out the grammatical structure of sentences 
by grouping words together as phrases that could 
represent the subject or object of a verb. However, 
CT only contain information of the grammatical 
structure. Croce et al. (2011) proposed GRCT and 
LCT to complement CT. GRCT and LCT involve 
grammatical relations (GR), PoS tags and depend-
encies. GRCT adds tags of grammatical relations 
and lexical information as new nodes in CT to em-
phasize grammatical relationship information 
while LCT enhance the lexical information by add-
ing grammatical relations and PoS-tags as the 
rightmost children. Figure 3 and Figure 4 show the 
same example sentence for GRCT and LCT. 

 

 
Figure 3: Grammatical relation centered tree 

(GRCT) 
 

 
 

Figure 4: Lexical centered tree (LCT) 

3.3 Smoothing Partial Tree Kernel Clas-
sification 

In SVMs, a kernel function is employed to cleverly 
compute the similarity between two instances 
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without requiring the identification of the entire 
feature space. In the case of tree kernel, it repre-
sents tree in terms of their substructures and evalu-
ates the number of common tree fragments be-
tween two trees 1T   and 2T   through the following 
equation: 
 

∑ ∑∈ ∈
Δ=

11 22
),(),( 2121

T TNn Nn
nnTTK  (1) 

 
where 

1T
N   and 

2T
N   denote the sets of nodes in 

T1 and T2, respectively. The function ∆(n1, n2) is 
equal to the number of common fragments rooted 
in the 1n  and 2n  nodes. Since the number of dif-
ferent sub-trees is exponential with the parse tree 
size, it is computationally infeasible to directly 
use the feature vector.  

In recent years, multiple tree kernels have been 
proposed for resolving this computation issue, 
such as syntactic tree kernel (Collins and Duffy, 
2002), partial tree kernel (Moschitti, 2006), and 
lexical semantic kernel (Basili et al., 2005). How-
ever, the lexical in these tree kernels must belong 
to the leaf nodes of exactly the same structures 
limits its applications. Trivially, it cannot work on 
dependency trees. Croce et al. (2011) proposed a 
much more general smoothed tree kernel (i.e. 
smoothing partial tree kernel, SPTK) that can be 
applied to any tree and exploit any combination of 
lexical similarities, respecting the syntax enforced 
by the tree. Therefore, we adopt SPTK to capture 
the syntactic similarity between the above high di-
mensional vectors implicitly, as well as partial 
lexical similarity of trees. The ∆ SPTK (n1, n2) can 
be defined as follows: 
 
(1) If nodes n1 and n2 are leaves, then ∆ SPTK 

(n1, n2) = µλσ(n1, n2) 
(2)  Otherwise, calculate ∆ SPTK (n1, n2) recur-

sively as: 
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where σ is any similarity between nodes, µ, 
λ∈[0,1] are two decay factors, 1I

!
 and 2I

!
 are  two 

                                                
3 https://github.com/linvi/tweetinvi 

sequence of indices, which index subsequences of 
children u, ),...,( 1 uiiI =

!
 , in sequences of chil-

dren s, sii u ≤<<≤ ...1 1  , i.e., such that 

uii ssu ...1=  , and 1)( 1 +−= iiId u

!
  is the dis-

tance between the first and last child. c  is one of 
the children of the node n , also in indexed by I

!
. 

This provides an advantage that tree fragments 
can be matched by applying word embedding 
similarity σ. Even those tree fragments are not 
identical but are semantically related. 

3.4 Dataset 
To the best of our knowledge, there is no openly 
available corpus for pregnant woman detection. 
Therefore, we compiled a dataset for the perfor-
mance evaluation. We employed Tweetinvi3  to 
collect tweets mentioning pregnancy written in 
English from May 1, 2017 to May 29, 2017. To 
retrieve the tweets, we used a list of pregnancy-
related query terms to search tweets online. For all 
14,824 collected raw tweets, we pre-processed 
them by removing emoticons, line feeds, extra 
spaces and dots based on regular expression. The 
collected tweets contain duplications owing to the 
same tweets retrieved by different queries and the 
retweets shared by different users. We removed 
duplicated tweets or tweets contain similar de-
scriptions by calculating Levenshtein distance 
among the collected tweets. If the similarity score 
of two tweets is larger than 70%, we discard the 
shorter one and reserve the longer one. Finally, we 
obtained 7,984 tweet sentences. 

We randomly selected 3,000 tweets from the 
collected dataset to build an initial corpus. Five 
annotators were recruited to annotate the corpus 
by using MAE (Multi-document Annotation En-
vironment) (Rim, 2016). They determined 
whether the tweet authors are pregnant or not 
based on the context information and gave “Yes” 
or “No” annotations indicating positive or nega-
tive cases. A preliminary consistency test was 
conducted on 500 tweets by having the first two 
of the annotators annotate the data, while the last 
one checked their annotations for consistency. 
The Fleiss' kappa coefficient value for the initial 
consistency test is 0.42 (moderate agreements). Af-
ter examining the consistency, all annotators ad-
justed their annotations and re-annotated the en-
tire data set. After finishing the annotation process, 
a voting method was employed to determine the 
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final annotation for each tweet resulting in a cor-
pus containing 642 positive and 2,358 negative 
annotations. 

3.5 Experimental Setting 

We use the KeLP package (Simone Filice, 2015) 
to implement SPTK classification component, 
and develop three kinds tree representations. To 
derive credible evaluation results, we utilize the 
10-folds cross validation method (Manning and 
Schütze, 1999). The evaluation metrics used to 
determine relative effectiveness of the compared 
methods include the precision, recall, F1-score, 
and accuracy (Manning and Schütze, 1999).  

For computing lexical similarity, we collected 
approximating 15.8M tweets from Internet Ar-
chive4 instead of using existing pre-trained word 
embeddings. In the collected dataset, we removed 
non-English tweets and transformed each word to 
its lemma for learning word embeddings (300-di-
mension) through continuous bag of words with 
default settings of the word2vec5 toolkit (Mikolov 
et al., 2013). 

4. Results and Discussion 

The performance comparison of our methods with 
other methods is provided in the Table 1. In order 
to show complexity of pregnancy detection, the 
convolution tree kernel with constituency tree 
(TKCT) was used as the baseline method. We also 
compared the performance with other two tree 
structures that included grammatical functions and 
dependency (TKGRCT and TKLCT) respectively. 
Moreover, smoothing partial tree kernel with both 
dependency tree structures were also compared 
(SPTKGRCT and SPTKLCT). 
 

Method P. R. F1 Acc. 
TKCT 74.61 37.60 50.00 83.90 
TKGRCT 63.90 40.81 49.81 82.40 
TKLCT 70.82 44.24 54.46 84.17 
SPTKGRCT 65.50 40.81 50.29 82.73 
SPTKLCT 71.88 46.57 56.52 84.67 

Table 1: The pregnant woman recognition results 
of compared methods. 
 

As shown in Table 1, the TKCT with the basic 
tree kernel method can only achieve a mediocre 
performance. On the contrary, since GRCT and 
LCT encode the dependency information and 
                                                
4 A non-profit library of millions of free books, movies, so-
ftware, music, websites.  

grammatical relation in the tree structures, using 
both dependency tree can benefit the performance 
of pregnancy detection. It is worth mentioning that 
TKLCT outperforms TKGRCT, this indicates utilizing 
lexical features as central node is effective in rep-
resenting pregnancy information in a tweet. Finally, 
the SPTK considers lexical similarities on the tree 
structure to extract features of pregnant woman 
posts. Therefore, SPTKLCT achieves the best detec-
tion performance with an F1-score of 56.52%. 
 
Figure 5 illustrates a word cloud consisting of the 
top 100 words frequently occurring in the positive 
and negative tweets of the corpus. The pink words 
refer to the positive ones and the blue refer to the 
negative ones. We excluded mention tags (e.g. 
@John), numeric numbers, punctuations, and 
words listed in the stop word list6 . We observed 
that among the top 100 words, 55% of them ap-
peared in both positive and negative cases. We 
also checked the words that are only included in 
the positive and negative word frequency, and we 
did not find anything special except the positive 
words “father” and “husband” and negative word 
“abortion”. It seems that the use of words between 
positive and negative corpus are highly consistent. 
The reasons caused this condition we thought that 
we used the simple and similar queries to search 
twitter and the negative corpus is larger than the 
positive corpus. 

 

 
Figure 5: Word cloud of the compiled corpus. Colors 
and their corresponding category: Pink – Positive and 

Blue - Negative. 

5 Conclusion 

We presented a tree kernel-based model to identify 
tweets posted by pregnant women. Unlike tradi-
tional approaches which detect using regular ex-
pression patterns or rules, we employ different tree 

5 https://code.google.com/archive/p/word2vec/ 
6 http://www.webconfs.com/stop-words.php  
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structures together with two tree kernels that incor-
porate the dependency and grammatical relation in-
formation represented in the form of tree structures. 
We evaluated our models on manually annotated 
Twitter corpus specifically developed for the pur-
pose of this study. The results demonstrate that em-
ploying dependency tree can improve the perfor-
mance of pregnancy detection. We also observe 
that lexical features as central node is effective in 
representing pregnancy information in a tweet. The 
best performed model had an F-score of 0.5652 on 
our corpus.  The SPTK model considers lexical 
similarities on the tree structure. 

In future, we would like to explore different 
ways to integrate deeper semantics into tree struc-
ture for pregnancy detection on social media plat-
forms. Moreover, we also would like to improve 
the corpus by ignoring retweets, avoid possible 
noise and obtain more meta data such as timestamp 
details. In addition, the pregnancy related tweets 
may reveal the other health behaviour related infor-
mation of the of the pregnant authors like drug us-
age, food intake, any disease symptoms, and emo-
tion. We would like to use this information in future 
to conduct syndromic surveillance on pregnant 
women using social media. 
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Abstract 

Traditional disease surveillance systems depend 

on outpatient reporting and virological test results 

released by hospitals. These data have valid and 

accurate information about emerging outbreaks 

but it’s often not timely. In recent years the expo-

nential growth of users getting connected to social 

media provides immense knowledge about epi-

demics by sharing related information. Social me-

dia can now flag more immediate concerns related 

to outbreaks in real time. In this paper we apply 

the long short-term memory recurrent neural net-

work (RNN) architecture to classify tweets con-

veyed influenza-related information and compare 

its performance with baseline algorithms includ-

ing support vector machine (SVM), decision tree, 

naive Bayes, simple logistics, and naive Bayes 

multinomial. The developed RNN model 

achieved an F-score of 0.845 on the MedWeb task 

test set, which outperforms the F-score of SVM 

without applying the synthetic minority over-

sampling technique by 0.08. The F-score of the 

RNN model is within 1% of the highest score 

achieved by SVM with oversampling technique. 

                                                      
* Corresponding author 

1 Introduction 

With the popularity of WWW, the use of data min-

ing techniques to analyze the big data generated by 

users provides a feasible way for identification and 

exploration of health-related information. For ex-

ample, Ginsberg et al. (2009) utilized search query 

logs of Google to develop models for influenza 

surveillance. With the recent increased use of so-

cial media platforms, users can communicate each 

other by updating their status led to wide sharing 

of personal information timely. The information 

spreads over these platforms is now a valuable in-

formation resource for building social sensors to 

develop real time event detection systems for de-

tecting events like earthquakes (Sakaki, Okazaki, 

& Matsuo, 2010) and abuse of medications (Sarker, 

O’Connor, et al., 2016). 

A review conducted by Charles-Smith et al. 

(2015) demonstrated evidence that the use of social 

media data can provide real-time surveillance of 

health issues, speed up outbreak management, 

identify target populations necessary to support and 

even improve public health and intervention out-

comes. Facebook, microblogs, blogs, and discus-

sion forums are examples of such media. Among 

them, Twitter, the leading micro-blogging platform, 

has become the primary data sources for digital dis-

ease surveillance and outbreak management. The 
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platform has been used for creating first hand re-

ports of adverse drug events (Bian, Topaloglu, & 

Yu, 2012). Shared tasks (Aramaki, Wakamiya, 

Morita, Kano, & Ohkuma, 2017; SARKER, 

NIKFARJAM, & GONZALEZ, 2016) and hacka-

thon style competitions (Adam, Jonnagaddala, 

Chughtai, & Macintyre, 2017) for digital disease 

detection or biosurveillance are also emerging. The 

rationale behind social media-based surveillance 

systems is based on the assumption that target 

events occur in the real world will immediately re-

flect on social media. Therefore, systems that ag-

gregate and determine the degree of related infor-

mation from social media can monitor or even fore-

cast the current or future outbreak events. 

Iso, Wakamiya, and Aramaki (2016) have 

demonstrated words such as “fever” present clues 

for upcoming influenza outbreaks. They concluded 

that an approximately 16-day time lag exists be-

tween the frequency of the word “fever” mentioned 

in tweets and the number of influenza patients an-

nounced by the infectious disease surveillance cen-

ter in Japan. Although their results are promising, 

the use of word-level information was noisy and 

impedes precise influenza surveillance. Take the 

following two tweets described in the work of 

Aramaki, Maskawa, and Morita (2011) as an exam-

ple.  

“Headache? You might have flu.” 

“The World Health Organization reports the 

avian influenza, or bird flu, epidemic has spread 

to nine Asian countries in the past few weeks.” 

Although the above two tweets include mentions 

of “flu”, apparently they do not indicate any influ-

enza patient has presented nearby. Therefore it is 

required to develop classifiers to categorize dis-

eases/symptoms related to influenza in order to 

have an accurate influenza forecasting model. With 

this in mind, we consider to develop classifiers for 

diseases/symptoms related to influenza. We formu-

late the task as a classification problem and employ 

several baseline algorithms and recurrent neural 

networks (RNNs) to develop our models. The per-

formance of the developed models are evaluated on 

a corpus annotated with eight disease/symptoms 

including influenza, cold, hay fever, diarrhea, head-

ache, cough, fever and runny nose. 

                                                      
2https://nlp.stanford.edu/projects/glove/ 

2 Method 

2.1 Preprocessing 

In the preprocessing step, we normalize all web 

links and usernames into “@URL” and “@REF” 

respectively. The part-of-speech tagger developed 

by Gimpel et al. (2011) is then used to tokenize 

tweets followed by removing the hashtag symbol 

“#” from its attached keywords or topics. Finally, 

we followed the numeric normalization procedure 

proposed by (Dai, Touray, Wang, Jonnagaddala, & 

Syed-Abdul, 2016) to normalize all numeral parts 

in each token into “1”. 

2.2 Network Architecture 

The network architecture used in this study is a re-

current model consisting of an embedding layer, a 

bi-directional RNN layer followed by a dense layer 

to compute the posterior probabilities for each dis-

ease or symptom. Figure 1 illustrates the architec-

ture. 

2.3 Embedding Layer 

The pre-trained word vectors for Twitter generated 

by GloVe (Pennington, Socher, & Manning, 2014) 

was used to initialize the embedding layer. The 

pre-trained 200-dimensional vectors were trained 

on two billion tweets which can be downloaded 

from the project website2 . For word cannot be 

found in the pre-trained vectors, we initialized it 

with values closed to zero. 

2.4 Recurrent Neural Network and Dense 

Layer 

RNNs have proven to be a very powerful model in 

many natural language tasks (Mesnil, He, Deng, & 

Bengio, 2013; Tomá, Martin, Luká, Jan, & Sanjeev, 

2010). This work used the long short term memory 

(LSTM), which is a special kind of RNN capable 

of learning long-term dependencies, to implement 

the RNN layer. As traditional RNNs, LSTM net-

works have the form of a chain of repeating cells of 

its neural network. LSTM uses gates to control the 

information flow inside its network. In Figure 1, 

assume that the first cell in the forward-LSTM is 

the tth token. The cell uses Equation 1 to output a 

value by considering the value ht−1 generated by the 

previous cell and the current input xt. 

 𝑓𝑡 = 𝜎(𝑊𝑓 ∙ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓) (1) 
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The cell then produces its two outputs Ct and ht by 

using equation 4 and equation 6 respectively. 

 𝑖𝑡 = 𝜎(𝑊𝑖 ∙ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖) (2) 

 𝐶�̃� = tanh(𝑊𝐶 ∙ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝐶) (3) 

 𝐶𝑡 = 𝑓𝑡 ∗ 𝐶𝑡−1 + 𝑖𝑡 ∗ 𝐶�̃� (4) 

 𝑜𝑡 = 𝜎(𝑊𝑜 ∙ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑜) (5) 

 ℎ𝑡 = 𝑜𝑡 ∗ tanh(𝐶𝑡) (6) 

In our network architecture, we duplicate the 

first recurrent layer to create a second recurrent 

layer so that there are now two layers side-by-side. 

The second layer is denoted as the Backward 

LSTM in Figure 1. For the backward layer, the in-

put sequence is provided as a reversed copy of the 

input sequence.  

Finally, we concatenate the last frame from the 

forward recursion, and the first frame from the 

backward recursion to build the thought vector 

(Gibson). The vector is then be the input of the 

dense layer with a dimension of 150 for soft max 

classification. 

For the task studied in this work, we created one 

RNN model for each disease/symptom. Therefore, 

in total of eight RNN models were constructed for 

the eight types of diseases/symptoms. 

2.5 Baseline Systems 

Owing to the evaluation of the MedWeb task is 

ongoing, for the purpose of performance compar-

ison, we implemented several baseline algorithms 

with Weka (Holmes, Donkin, & Witten, 1994) in-

cluding C4.5 decision tree, simple logistic, sup-

port vector machine(SVM) trained with sequen-

tial minimal optimization, and Naïve Bayes Mul-

tinomial. The features used by the baseline were 

n-gram features with TF-IDF as the weighing 

function. Based on the tokens generated by the 

preprocessing step, we generate lowercased uni-

grams, bigrams and trigrams and filtered out stop 

words by using the list developed by McCallum 

(1996) along with a custom stop word list created 

by analyzing the training set. Finally, the Snow-

ball stemmer (Porter, 2001) is used to perform 

stemming.  
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Figure 1: Network architecture developed in this work. 
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3 Results 

3.1 Dataset 

The dataset released by NTCIR13-MedWeb task 

was used in this study (Kato, Kishida, Kando, Saka, 

& Sanderson, 2017). The dataset contains annota-

tions indicating whether a Twitter user or someone 

around the user has symptoms or diseases like in-

fluenza, cold, hay fever, diarrhea, headache, cough, 

fever or runny nose at that point in time. Each tweet 

in the dataset was assigned with one of the follow-

ing two labels. The label “p” (positive) is given if a 

tweet is determined as having symptom while the 

label “n” (negative) if it is not determined as a 

symptom/disease.  

The training set consists of 1,920 tweets. Table 

1 shows the statistics of the training set. As one can 

see that the dataset suffered the class imbalance 

problem.  

3.2 Evaluation Metrics 

We used the standard precision, recall and F-

measure to evaluate the developed methods. We 

considered both the micro- and macro-averaged 

F-measure (Sokolova & Lapalme, 2009). A mi-

cro-F-score is generated by pooling all true posi-

tives, false positives and false negatives and cal-

culate the F-score from that. A macro-average, on 

the other hand, is obtained by calculating the F-

score for each class, and then averaging those F-

scores to get a single number.  

3.3 Results of the Baseline System on the 

Training Set 

Table 2 and 3 show the two fold cross validation re-

sults on the English corpus of the MedWeb task. The 

baseline classifier with the best overall F-measure is 

SVM, which achieves the highest F-scores in the cat-

egories of “Cold” and “Influenza”. The detail per-

category performance of SVM is shown in Table 4.  

Consider the imbalance observed in the training 

set, we try to increase the weight of examples when 

the classifiers makes errors on false positives. 

However the F-scores of all baseline classifiers 

didn’t be improved. We also applied the synthetic 

minority oversampling technique (SMOTE) 

(Chawla, Bowyer, Hall, & Kegelmeyer, 2002) to 

create new instances for training SVM. The result 

is indicated by SVM-SMOTE in Table 2 and 3. We 

can observe that the precision and the recall is im-

proved in micro-average and macro-average re-

spectively. The overall F-score is also slightly im-

proved.  

Symptom/Disease Positive Negative 

Influenza 112 1808 

Diarrhea 189 1731 

Hay fever 201 1719 

Cough 237 1683 

Headache 254 1666 

Cold 284 1636 

Fever 355 1565 

Runny nose 417 1503 

Total 2049 13311 

Table 1: Statistics of the training set. 

 

 

 P R F 

SVM 0.869 0.880 0.875 

C4.5 0.849 0.861 0.855 

Naïve Bayes (NB) 0.262 0.966 0.413 

Simple Logistic 0.822 0.924 0.870 

NB Multinomial 0.666 0.874 0.756 

SVM-SMOTE 0.867 0.882 0.875 

Table 2: Baseline algorithm performance on 

the training set (micro-averaged). 

 

 

 P R F 

SVM 0.865 0.874 0.869 

C4.5 0.841 0.851 0.845 

Naïve Bayes (NB) 0.265 0.967 0.406 

Simple Logistic 0.817 0.915 0.863 

NB Multinomial 0.662 0.874 0.751 

SVM-SMOTE 0.861 0.876 0.869 

Table 3: Baseline algorithm performance on 

the training set (macro-averaged). 

 

 

 P R F 

Influenza 0.746 0.759 0.752 

Diarrhea 0.849 0.894 0.871 

Hay fever 0.848 0.915 0.880 

Cough 0.982 0.911 0.945 

Headache 0.887 0.929 0.908 

Cold 0.982 0.911 0.945 

Fever 0.837 0.865 0.850 

Runny nose 0.864 0.882 0.873 

Table 4: Performance of the best performed 

baseline model on the training set. 
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3.4 Results on the Test Set 

Table 5 and 6 show the performance of the two best 

performed baselines and the proposed RNN model 

on the test set of the MedWeb task. The developed 

RNN model can achieve an F-score of 0.845, 

which outperforms the F-score of the SVM model 

by 0.0754 and is closed to that of the best per-

formed baseline SVM-SMOTE. Comparing SVM-

SMOTE with the proposed RNN model, RNN has 

better precision while lower recall. We can also ob-

serve that the precision and recall of the developed 

RNN model has similar scores while SVM-based 

models have better recall.  

3.5 Discussion 

Because the organizers of the MedWeb task have 

not released the gold annotations for the test set, we 

cannot conduct in-depth error analysis on the test 

set. Herein, we list some important key terms for 

each symptoms/diseases based on the results of the 

training set in Table 7. The list is generated by us-

ing the tree structures of C4.5 to prioritize the im-

portant terms for each symptoms/diseases. In addi-

tion to the terms directly related to the correspond-

ing symptoms/diseases, we can see some interest-

ing terms like “dog” for runny nose and “Nepali” 

for diarrhea.  

4 Conclusion 

In this paper, we presented a neural network ar-

chitecture based on a bi-directional RNNs that can 

classify tweets conveying influenza-related infor-

mation. We study the performance of this archi-

tecture and compare it to the best performing 

baseline algorithm on the test set of the MedWeb 

task. Using th e micro-F1 measure, the developed 

RNN model outperforms SVM by 0.087 and is 

within 1% of the highest score achieved by SVM 

with oversampling technique. In the future, we 

will continue to improve the performance of our 

model and conduct in depth error analysis regard-

ing to the different symptoms/diseases.  
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Abstract 

Effective response to infectious dis-
eases outbreaks relies on the rapid and 
early detection of those outbreaks. In-
validated, yet timely and openly availa-
ble digital information can be used for 
the early detection of outbreaks. Public 
health surveillance authorities can ex-
ploit these early warnings to plan and 
co-ordinate rapid surveillance and 
emergency response programs. In 
2016, a digital disease detection com-
petition named ZikaHack was 
launched. The objective of the compe-
tition was for multidisciplinary teams 
to design, develop and demonstrate in-
novative digital disease detection solu-
tions to retrospectively detect the 2015- 
16 Brazilian Zika virus outbreak earlier 
than traditional surveillance methods.  
In this paper, an overview of the Zik-
aHack competition is provided. The 
challenges and lessons learned in or-
ganizing this competition are also dis-
cussed for use by other researchers in-
terested in organizing similar competi-
tions. 

1 Introduction 

Rapid detection of disease outbreaks through dis-
ease surveillance is critical for early and effective 

prevention and control of potential epidemics. Tra-
ditional communicable disease surveillance typi-
cally includes elements of case detection, valida-
tion, and dissemination, to accurately detect out-
breaks and inform subsequent control measures 
where necessary. These methods however, while 
highly specific, rely on clinical diagnoses and/or 
laboratory confirmation, and involve a chain of 
processing from health providers to government 
health authorities.  This can be a time-consuming 
process, which while suitable for accurate surveil-
lance of long term trends, is not timely enough for 
rapid outbreak detection. More timely methods of 
detecting outbreaks could reduce the delay of dis-
ease control measures, particularly important dur-
ing the early hours and days of an outbreak.  
 

The extraordinary increase in public domain 
data driven by the accessibility of the internet, 
smart phones and social media, mean that a wealth 
of information about our individual and collective 
lives is more readily available than ever before. 
Utilizing these data for disease surveillance is re-
ferred to as digital disease detection. It has shown 
increasing promise in the early detection and iden-
tification of outbreaks, despite concerns regarding 
the validity and accuracy of disease predictions 
(Bernardo et al., 2013; Chunara et al., 2012). De-
spite these limitations, unofficial public data 
sources, such as online search engines and social 
media can provide timely information for the early 
detection of disease outbreaks and can be used to 
support the early initiation of traditional surveil-
lance activities (Bernardo et al., 2013; Ginsberg et 
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al., 2009; Salathe et al., 2013). The World Health 
Organization (WHO) reports that more than 60% 
of their initial outbreak reports come from unoffi-
cial sources (Christaki, 2015; World Health 
Organization, 2016).  
 

1.1 Zika & the 2015 Brazilian outbreak 
Zika virus (ZIKV) was first identified in monkeys 
in 1947, and then in humans in 1952 in Uganda 
(Kirya, 1977). Only occasionally reported in equa-
torial regions of Africa and Asia (Ioos et al., 2014), 
the virus was not considered a pathogen of signifi-
cant public health concern until the 2015 epidemic 
in Brazil, concurrent with reports of associations 
with birth defects such as microcephaly. The first 
signs of a potential ZIKV outbreak occurred in 
May 2015, as the Pan American Health Organiza-
tion (PAHO) released an alert for possible ZIKV 
infection in Brazil following a cluster of non-spe-
cific rash in February 2015. The first cluster of mi-
crocephaly cases was reported in August 2015 but 
the association with ZIKV infection wasn’t noted 
until November (Schuler-Faccini et al., 2016). By 
February 2016, the World Health Organization 
(WHO) declared the ZIKV epidemic to be a Public 
Health Emergency of International Concern 
(World Health Organization (WHO), 2016). It is 
estimated that anywhere between 10–80% of the 
Brazilian population (207 million) may have been 
exposed to ZIKV during the outbreak (Jaenisch et 
al., 2016; Johansson et al., 2016; Nishiura et al., 
2016). If symptoms do appear, they are mostly 
mild and non-specific such as such as fever, rash, 
and joint pain typical of many other arboviral dis-
eases such as dengue and chikungunya (Duffy et 
al., 2009; Grard et al., 2014; Olson et al., 1981). As 
such, many women were not aware they had be-
come infected until their baby was born with birth 
defects nine months later. The risk of microcephaly 
due to ZIKV is estimated to be low, ranging from 
0-5%, but may be as high as 30% (Jaenisch et al., 
2016; Johansson et al., 2016; Nishiura et al., 2016; 
Oliveira Melo et al., 2016; Ventura et al., 2016). 

2 ZikaHack 2016  

Hackathons are typically short-term competitions 
which bring together multidisciplinary teams to de-
velop innovative solutions to a defined problem. 

                                                        
1 https://sphcm.med.unsw.edu.au/centres-units/centre-re-
search-excellence-epidemic-response 

Hackathon style competitions have proven effec-
tive in enhancing student-centred learning and fos-
tering inter professional development (Kienzler & 
Fontanesi, 2017; Youm & Wiechmann, 2015).  In-
spired by this, a digital disease detection competi-
tion called ‘ZikaHack 2016’ was organised and 
sponsored by The National Health and Medical Re-
search Council’s (NHMRC) Centre for Research 
Excellence in Integrated Systems for Epidemic Re-
sponse (ISER)1.  Based at University of New South 
Wales (UNSW) Sydney, ISER conducts applied 
systems research to enhance collaboration and 
build capacity in health systems for epidemic re-
sponse and control. Open to university students 
world-wide, the competition challenged multidis-
ciplinary student teams to design and develop dig-
ital disease detection solutions to detect early sig-
nals for the ZIKV outbreak in Brazil earlier than 
traditionally surveillance methods did, using only 
publicly available data sources. One of the main 
task for the teams was to identify the Brazilian 
ZIKV outbreak and formulate the scope for poten-
tial early signals.  
 

3 Competition structure 

3.1  Overview 

The competition was split into two phases: a 
shortlisting phase, and a development phase. Phase 
one of the competition was launched in August 
2016. Eligible teams of three to six students were 
tasked to submit an application including a pro-
posal of no more than 3,000 words describing their 
solution to detect an early ZIKV surveillance sig-
nal. A key requirement for entry was the cross-dis-
ciplinary background and mixed study level of the 
student teams: team composition had to include 
both undergraduate and postgraduate students with 
at least one student from science, technology, engi-
neering or math (STEM), and another from a 
health-related program. Students had to be enrolled 
at a recognised university within their country at 
the time of application. Only applications in Eng-
lish were accepted. For exact eligibility criteria 
used, please refer to Appendix A. 
 

Details of the competition such as conditions of 
entry and proposal requirements were posted on the 
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ISER website. The competition was widely publi-
cized on the university website and emails were 
sent to colleagues working at other universities in 
Australia and overseas for promotion. A local com-
pany, thinkable.org, was also contracted to pro-
mote and field applicants for the competition.  
 

3.1 Phase One  
Phase one of the competition was launched in Au-
gust 2016. Students were given approximately five 
months to form teams and submit a proposal before 
the closing date of 30 November 2016. Applica-
tions were reviewed for eligibility and ranked in a 
blinded process by a panel of four judges inde-
pendently. Criteria for the ranking was general: a 
demonstrated understanding of the ZIKV problem 
in Brazil, the contest brief and originality of the 
proposed solution. A median-rank score for each 
submission was calculated blindly and submissions 
re-ranked. Judges deliberated over the top perform-
ing submissions and selected two finalists to move 
forward into phase two. Teams were notified on 19 
December 2016. A summary of phase one pro-
posals is presented in Table 1.  

 

3.2 Phase Two 
Teams shortlisted for phase two were tasked to 
begin development and implementation of their 
proposed digital disease detection solutions. The 
primary criteria for evaluation was the ability of the 
solution to identify the ZIKV outbreak early com-
pared to the official ZKV epidemic alert by the 
WHO in February 2016. Complete solution docu-
mentation and source code were also required to be 
compiled for evaluation. A joint teleconference 
with the finalists and the competition organizers 
was held to provide teams with an opportunity to 
ask questions and discuss any challenges faced.  Fi-

nal submissions were due 30 April 2017. The final-
ists presented an overview of their solutions and 
early signals of ZIKV outbreak in Brazil before the 
same four person judging panel. Presentations were 
scored according to a final criterion including the 
ability of the tool to produce an early signal of the 
ZIKV outbreak earlier than traditional surveillance, 
originality, feasibility and adaptability of the de-
sign. The winning team was notified in early May 
20172.  

4 Competition results 

4.1 Participants 

A total of eight proposals were received in phase 
one. One team was disqualified as they did not 
meet the entry criteria. Of the seven qualifying 
teams, the average team size was five persons with 
34 total individual student applicants. The large 
majority student applicants were enrolled at an 
Australian university (n=32; 94%) and male (n=26; 
77.5%). Four out of seven teams collaborated be-
tween at least two universities with the remaining 
three team’s composition exclusively of students 
from the same university.  The most common level 
of study was postgraduate (n=22; 65%) and of 
those, most were enrolled in a Master level pro-
gram (n=16; 73%) followed by a doctoral level 
program (n=6; 27%). Thirty-five percent of appli-
cants were (n=12) enrolled in an undergraduate 
bachelor program. Across all program levels, pub-
lic health and computer science were the most 
common fields of study (n=6; 18% each) followed 
by data science, information technologies and en-
gineering (n=5; 15% each).  
 
4.2 Proposed solutions 

 
Most but not all teams correctly understood the 
challenge of identifying early signals of Brazilian  

ZIKV outbreak.  Teams routinely proposed using 
machine learning and natural language processing 
algorithms to develop models for ZIKV prediction 
from social media sources. However, the queries 
used and data sources specified differed between 
teams as did the methods. At least one social media 
platform was chosen by most teams as a potential 
data source for digital disease detection however in 
some cases multiple sources were specified. The 

                                                        
2 https://newsroom.unsw.edu.au/news/health/students-find-
early-signals-zika-virus-outbreak  

most common source was Twitter (n=5/7; 71%), 
followed by Facebook (n=3/7; 42%). The ‘REST’ 
and ‘Streaming Twitter’ API was commonly pro-
posed (even though it is not possible to obtain the 
data required for this competition retrospectively) 
as a means for data extraction. Google trends was 
another source of data proposed (n=3/7; 47%). 
Some common query-terms proposed across social  
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 media platforms and search engines included: fe-
ver, rash, headache and conjunctivitis. Python was 
mentioned in all proposed solutions that specified 
at least one programming language, followed by R 
and Matlab.  

 
Proposed solutions for ZIKV early detection 

varied and are summarised in Table 1. Many teams 
included climate variables into their models as a 
predictor of mosquito biting risk. For example, 
Team 1 proposed using an algorithm to predict 
ideal conditions for a ZIKV outbreak based on his-
toric climate data (mosquito risk) and calculating 
outliers of a regression analysis using filtered 
search results. Another incorporated the epidemio-
logical concept of R0 (expected number of second-
ary infection produced by primary infection) by 
calculating the predicted number of ZIKV infec-
tions by location using a trained machine learning 
model from twitter data, and then statistically com-
pared this value to other models with similar symp-
toms such as dengue and chikungunya. Some solu-
tions however demonstrated a collection of ideas 
that lacked detail or were inappropriate for desired 
challenge outcome. Two of the proposed solutions 
were selected for phase two development.  

 
 

4.3 Winning Solution: Gadyan 
 
Gadyan (in Australian aboriginal language means 
"Sydney shellfish”) was able to generate early sig-
nals, approximately three months before the WHO 
official alert in early 2016. Gadyan employed a 
multi-stage pipeline based approach with various 
components and sub-components incorporated into 
the solution. Gadyan specifically focused on mi-
crocephaly syndromic surveillance and used retro-
spectively collected relevant data from Google 
trends, Twitter and Wikipedia for the period Jan 
2013 to December 2016. The data extracted from 
these sources varied in type and formats. Unstruc-
tured tweets were extracted from twitter users in 
Brazil and structured data from the Google trends 
and Wikipedia. As part of this solution, automatic 
translation was also performed on Portuguese and 
Spanish data. The data extracted from these various 
heterogeneous data sources were appropriately rep-
resented in standardized time series (weekly inter-
vals and monthly) formats. The standardized data 
was further used to generate outbreak alerts. Ini-
tially, the alerts were generated using a single data 
source and conventional aberration detection algo-
rithms. However, the better early warning alerts 
were possible by combining all the data sources 

Team Data Sources Algorithms Language 

1 Facebook, Google search, National 
weather data, Census data 

Unnamed machine learning algo-
rithms, Delay differential, Propor-
tional hazards models 

Not specified 

2 Twitter, PubMed, Google scholar, 
News sources, Worldclim.org 

Unnamed mosquito model, 
SIR transmission model Python 

3 

Facebook, Twitter, Google trends, 
Google maps, National weather sta-
tistics, Mass social events calendar, 
Wikipedia, HealthMap, CDC 

Deep neural networks, Unnamed 
machine learning algorithms. 

Python, R, 
Matlab 

4 United Nations world tourism organi-
sation, Government reports 

Unnamed clustering algorithm, 
Random forests, Decision trees. Python, R 

5 Twitter, Global climate data, Google 
trends 

Bayesian Markov network model, 
Auto regression exogenous model, 
SVM regression model, Naive 
Bayes 

Not specified 

6 Twitter Deep neural networks Python 

7 Reddit, Twitter, Wikipedia, Instagram Deep neural networks, Unnamed 
aberration detection models Python 

 
Table 1: Summary of phase one proposals 
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and using change point detection algorithms in-
stead of standard aberration detection algorithms. 
The official microcephaly surveillance data from 
WHO/PAHO was used to perform correlation anal-
ysis and assessment of the outbreak alerts during 
the development of the solution. The developed 
Gadyan solution is subjected to various limitations 
but can be extended to detect other disease out-
breaks. 
 

4.4 Runner Up 
The second finalist and runner-up developed an 
Outbreak Confidence Distribution (OCD) model to 
compute the likelihood of a ZIKV outbreak by lo-
cation (Brazilian states).  The solution used a com-
bination of retrospective google search term que-
ries downloaded in both Spanish and Portuguese to 
train a stacked Machine Learning model with Ran-
dom Forests and Neural Nets. The model was 
trained on data sourced from three Brazilian states 
and then tested on the remaining states. The solu-
tion produced signals of possible ZIKV outbreak as 
early as September 2014 in the state of Espírito 
Santo. The early signal of ZIKV varied for each 
state, but the model commonly identified Novem-
ber 2014 as the potential origin of the outbreak in 
Brazil.  The solution however suffered from some 
noisy signals. 
 

5 Discussion  

The results demonstrate that student-centred multi-
disciplinary teams can provide unique and innova-
tive solutions to challenging digital disease detec-
tion problems. There are many advantages in car-
rying out competitions such as this in an academic 
setting. Hackathons are frequently reported as hubs 
for student research innovations (Artiles & 
Wallace, 2013; Briscoe, 2014) and the results of 
ZikaHack concur that university organised compe-
titions with prize monies can incentivise talented 
students to apply for university competitions. 
Overall, the number of unique solutions proposed 
satisfied the goals of competition organisers. 

 
Twitter as the choice source of public domain 

data was unsurprising. Many past efforts to create 
digital disease detection (DDD) tools have used 
Twitter as a primary data source to track epidemics 
(Aramaki et al., 2011; Jonnagaddala et al., 2016; 

Lampos et al., 2010). Despite its popularity, the ef-
fectiveness of twitter for DDD is questionable. For 
users, only 1% of the data can be publicly accessed 
(0.2% of which is geocoded), query terms used to 
retrieve data can lead to bias, and most tweets orig-
inate from the United States (Al-garadi et al., 2016; 
Romano et al., 2016). In addition, Twitter is also a 
very difficult source to perform microcephaly syn-
dromic surveillance because identification of preg-
nant women on social media is a challenging task 
(Huang et al., 2017). Google search trends can also 
suffer from similar biases. However, many pro-
posals attempted to overcome issues of bias by in-
tegrating additional data such as climate into their 
models or weighting certain parameters and data 
points over others. For example, tweets that refer-
enced rash and conjunctivitis would be weighted 
more than headache or haemorrhage due to their 
greater association with ZIKV infection compared 
with similar syndromes caused by chikungunya vi-
rus and dengue. This was recognised correctly as 
the primary challenge in identifying an early ZIKV 
signal by most teams.  
 

The popularity of Python as the programming 
language of choice by teams was also unsurprising. 
It is well agreed that Python’s relatively easy syn-
tax, speed, and vast array of available libraries are 
particularly suited for DDD. Python as a language 
for data science and machine learning has recently 
surpassed R and all signs point to this trend contin-
uing (Granville, 2017). While no restrictions on 
programming language was specified in the Zik-
aHack competition documents, if a single language 
is preferred to potentially ease administration and 
judging, future organisers should feel comfortable 
selecting Python.  

 
We observed various issues and challenges in 

organising the ZikaHack competition. The eligibil-
ity requirements may have proved a barrier to some 
applicants, specifically, the requirement that stu-
dents need to form a multi-disciplinary team of 
three to six members. Despite a comfortable appli-
cation period, some interested students struggled to 
form teams and contacted the organisers to enquire 
about potential exemptions. While no exceptions 
were offered, a Facebook group and event page 
was organised shortly after launch to help students 
or single-discipline groups find potential team ma-
tes. The idea of using social media platform proved 
effective and we observed good engagement and 
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communication between interested students. Those 
considering organising similar cross-disciplinary 
competitions would be advised to consider the use 
of social media to stimulate collaborations prior to 
launch. 

 
Following the close of phase one and as the com-

petition progressed into phase two, it became clear 
during that workloads were shared unevenly across 
teams, and often substantial contributions were 
from single students. In one instance, 70% of the 
work was formally declared as the work of a single 
team member, with as little as 5% coming from an-
other in the same team. In another case, planning, 
formulation, and implementation of the digital dis-
ease detection models was the responsibility of one 
student, and all other team members declared equal 
responsibility for reviewing the model implemen-
tation and background. This may be evidence of a 
heavy technical burden required from computer 
science or engineering students to complete the 
challenge, and may have reduced the number of 
proposals submitted, however this cannot be 
proven. With this in mind, future competitions like 
ZikaHack with specific cross-disciplinary entry re-
quirements may consider specifying a maximum 
and minimum declared workload per student to im-
prove workload balance. Alternatively, loosening 
the multidisciplinary team requirements may im-
prove balance but might also have adverse effects, 
such as a lack of understanding of the core chal-
lenges, in this case specifically related to ZIKV and 
health.  The entry requirements in ZikaHack how-
ever were not without purpose: as mentioned, one 
of the primary goals of ISER (competition organ-
iser) is to enhance collaboration and build capacity 
in health systems research for epidemic response 
and control. As such, it was important that there 
was cross-disciplinary engagement across student 
faculties, particularly between health and STEM, 
and to advocate cross-faculty research in the vari-
ous areas of disease surveillance.  

 
Female student participation was low in Zik-

aHack. Twenty-four percent (8/34) of all individual 
student applicants was female. Approximately 
18% of current Australian Information Technol-
ogy, Engineering and related technology students 
are female (Australian Government Department of 
Education and Training, 2017). We could therefore 
expect a similar distribution of gender across en-
tries. While 24% of all applicants were female, 

91% were from health-related fields meaning only 
9% of female applicants were from computer sci-
ence and engineering related areas. Studies have 
shown female participation in hackathons are sig-
nificantly underrepresented when compared to en-
rolments (Richard et al., 2015), the reasons for 
which are not well examined, but may be sympto-
matic of the broader cultural challenges faced by 
females in predominately male fields such as re-
duced confidence, prejudice and stereotyping 
(Irani, 2004). Others suggest the underlying cause 
may be similar to societies’ wider issues of un-
derrepresentation of female computer science and 
engineering graduates employed in industry and 
academia. (Briscoe, 2014) Efforts to increasing the 
gender diversity in hackathon style competitions 
may therefore benefit from diversity quotas which 
may help resolve this imbalance. Alternatively, ex-
plicitly encouraging female entrants may reduce 
feelings of being unwelcome and the perceptions 
of a ‘boys-club’ (Warner & Guo, 2017). The rea-
sons for reduced female participation in ZikaHack 
however is purely speculative, as participants were 
not interviewed. 

6 Conclusion 

ZikaHack 2016 was a unique, rewarding and suc-
cessful adaption of the hackathon format and could 
be replicated yearly either as a continuation, by 
building on the work of previous years, or a source 
for new ideas by varying the specific challenge. As 
a competition with multi-disciplinary require-
ments, ZikaHack exposed students to concepts out-
side their field of study, which in turn may inspire 
participants into alternative research areas; for ex-
ample, the proposals submitted here could serve as 
a platform for a future research proposals. In the 
case of ZikaHack, while never the original goal, re-
search opportunities were offered to some finalists 
who exceeded expectations. Academics consider-
ing organising similar events might also consider 
how such competitions, perhaps organised yearly 
with associated monies, may initiate and sustain 
their areas of research into the future. 

Acknowledgments 

Funding for this competition was provided by the 
National health and medical research council’s  

  

44



 
 
 

   

Centre for Research Excellence, Integrated Sys-
tems for Epidemic Response (ISER), grant number 
APP1107393. 

References 

Al-garadi, Mohammed Ali, Khan, Muhammad Sadiq, 
Varathan, Kasturi Dewi, Mujtaba, Ghulam, & Al-
Kabsi, Abdelkodose M. (2016). Using online social 
networks to track a pandemic: A systematic 
review. Journal of Biomedical Informatics, 62, 1-
11. 

Aramaki, Eiji, Maskawa, Sachiko, & Morita, Mizuki. 
(2011). Twitter catches the flu: detecting influenza 
epidemics using Twitter. Paper presented at the 
Proceedings of the conference on empirical 
methods in natural language processing. 

Artiles, Jessica A, & Wallace, David R. (2013). 
Borrowing from hackathons: overnight 
designathons as a template for creative idea hubs in 
the space of hands-on learning, digital learning, 
and systems re-thinking. WEEF, Cartagena. 

Australian Government Department of Education and 
Training (2017). uCube: Enrolment Count by Field 
Of Education by Gender.   Retrieved from 
http://highereducationstatistics.education.gov.au/ 

Bernardo, T. M., Rajic, A., Young, I., Robiadek, K., 
Pham, M. T., & Funk, J. A. (2013). Scoping review 
on search queries and social media for disease 
surveillance: a chronology of innovation. Journal 
of Medical Internet Research, 15(7), e147. 

Briscoe, Gerard. (2014). Digital innovation: The 
hackathon phenomenon. 

Christaki, E. (2015). New technologies in predicting, 
preventing and controlling emerging infectious 
diseases. Virulence, 6(6), 558-565. 

Chunara, R., Andrews, J. R., & Brownstein, J. S. 
(2012). Social and news media enable estimation 
of epidemiological patterns early in the 2010 
Haitian cholera outbreak. American Journal of 
Tropical Medicine & Hygiene, 86(1), 39-45. 

Duffy, Mark R., Chen, Tai-Ho, Hancock, W. Thane, 
Powers, Ann M., Kool, Jacob L., Lanciotti, Robert 
S., . . . Hayes, Edward B. (2009). Zika Virus 
Outbreak on Yap Island, Federated States of 
Micronesia. New England Journal of Medicine, 
360(24), 2536-2543. 

Ginsberg, J., Mohebbi, MH., Patel, RS., Brammer, L., 
Smolinski, MS., & Brilliant, L. (2009). Detecting 
influenza epidemics using search engine query 
data. Nature, 457, 1012-1015. 

Granville, V. (2017, August 30 2017). Python 
Overtakes R for Data Science and Machine 
Learning.   Retrieved from 
http://www.datasciencecentral.com/profiles/blogs/p

ython-overtakes-r-for-data-science-and-machine-
learning 

Grard, G., Caron, M., Mombo, I. M., Nkoghe, D., 
Mboui Ondo, S., Jiolle, D., . . . Leroy, E. M. 
(2014). Zika virus in Gabon (Central Africa)--
2007: a new threat from Aedes albopictus? PLoS 
Negl Trop Dis, 8(2), e2681. 

Huang, Yi-Jie , Su, Chu Hsien , Chang, Yi-Chun  , 
Ting, Tseng-Hsin , Fu, Tzu-Yuan , Wang, Rou-
Min , . . . Hsu, Wen-Lian. (2017). Incorporating 
Dependency Trees Improve Identification of 
Pregnant Women on Social Media Platforms. 
Paper presented at the Proceedings of the 
International Workshop on Digital Disease 
Detection using Social Media 2017, Taipei, 
Taiwan.  

Ioos, S., Mallet, H. P., Leparc Goffart, I., Gauthier, 
V., Cardoso, T., & Herida, M. (2014). Current Zika 
virus epidemiology and recent epidemics. 
Medecine et Maladies Infectieuses, 44(7), 302-307. 

Irani, Lilly. (2004). Understanding gender and 
confidence in CS course culture. Paper presented at 
the ACM SIGCSE Bulletin. 

Jaenisch, Thomas, Rosenberger, Kerstin Daniela, 
Brito, Carlos, Brady, Oliver, Brasil, Patrícia, & 
Marques, Ernesto. (2016). Estimating the risk for 
microcephaly after Zika virus infection in Brazil. 
Bulletin of the World Health Organization. 

Johansson, M. A., Mier-y-Teran-Romero, L., 
Reefhuis, J., Gilboa, S. M., & Hills, S. L. (2016). 
Zika and the Risk of Microcephaly. New England 
Journal of Medicine, 375(1), 1-4. 

Jonnagaddala, Jitendra, Jue, Toni Rose , & Dai, 
Hong-Jie. (2016). Binary classification of Twitter 
posts for adverse drug reactions. Paper presented 
at the Proceedings of the Social Media Mining 
Shared Task Workshop at the Pacific Symposium 
on Biocomputing, Big Island, HI, USA. 

Kienzler, Hanna, & Fontanesi, Carolyn. (2017). 
Learning through inquiry: a Global Health 
Hackathon. Teaching in Higher Education, 22(2), 
129-142. 

Kirya, B. G. (1977). A yellow fever epizootic in Zika 
forest, Uganda, during 1972: Part 1: Virus isolation 
and sentinel monkeys. Trans R Soc Trop Med Hyg, 
71(3), 254-260. 

Lampos, Vasileios, De Bie, Tijl, & Cristianini, Nello. 
(2010). Flu detector-tracking epidemics on Twitter. 
Machine Learning and Knowledge Discovery in 
Databases, 599-602. 

Nishiura, H., Mizumoto, K., Rock, K. S., Yasuda, Y., 
Kinoshita, R., & Miyamatsu, Y. (2016). A 
theoretical estimate of the risk of microcephaly 
during pregnancy with Zika virus infection. 
Epidemics, 15, 66-70.  

45



 
 
 

   

Oliveira Melo, A. S., Malinger, G., Ximenes, R., 
Szejnfeld, P. O., Alves Sampaio, S., & Bispo De 
Filippis, A. M. (2016). Zika virus intrauterine 
infection causes fetal brain abnormality and 
microcephaly: Tip of the iceberg? Ultrasound in 
Obstetrics and Gynecology, 47(1), 6-7. 

Olson, J. G., Ksiazek, T. G., Suhandiman, & 
Triwibowo. (1981). Zika virus, a cause of fever in 
Central Java, Indonesia. Trans R Soc Trop Med 
Hyg, 75(3), 389-393. 

Richard, Gabriela T, Kafai, Yasmin B, Adleberg, 
Barrie, & Telhan, Orkan. (2015). StitchFest: 
Diversifying a College Hackathon to broaden 
participation and perceptions in computing. Paper 
presented at the Proceedings of the 46th ACM 
Technical Symposium on Computer Science 
Education. 

Romano, Sara, Di Martino, Sergio, Kanhabua, 
Nattiya, Mazzeo, Antonino, & Nejdl, Wolfgang. 
(2016). Challenges in detecting epidemic outbreaks 
from social networks. Paper presented at the 
Advanced Information Networking and 
Applications Workshops (WAINA), 2016 30th 
International Conference on. 

Salathe, M., Freifeld, C. C., Mekaru, S. R., Tomasulo, 
A. F., & Brownstein, J. S. (2013). Influenza A 
(H7N9) and the importance of digital 
epidemiology. New England Journal of Medicine, 
369(5), 401-404. 

Schuler-Faccini, L., Ribeiro, E. M., Feitosa, I. M., 
Horovitz, D. D., Cavalcanti, D. P., Pessoa, A., . . . 
Brazilian Medical Genetics Society-Zika 
Embryopathy Task, Force. (2016). Possible 
Association Between Zika Virus Infection and 
Microcephaly - Brazil, 2015. MMWR Morb Mortal 
Wkly Rep, 65(3), 59-62. 

Ventura, C. V., Maia, M., Bravo-Filho, V., Góis, A. 
L., & Belfort, R., Jr. (2016). Zika virus in Brazil 
and macular atrophy in a child with microcephaly. 
The Lancet, 387(10015), 228. 

Warner, Jeremy, & Guo, Philip J. (2017). Hack. edu: 
Examining How College Hackathons Are 
Perceived By Student Attendees and Non-
Attendees. Paper presented at the Proceedings of 
the 2017 ACM Conference on International 
Computing Education Research. 

World Health Organization. (2016). Epidemic 
intelligence - systematic event detection. .   
Retrieved from 
http://www.who.int/csr/alertresponse/epidemicintel
ligence/en/ 

World Health Organization (WHO). (2016). WHO 
statement on the first meeting of the International 
Health Regulations (2005) (IHR 2005) Emergency 
Committee on Zika virus and observed increase in 
neurological disorders and neonatal malformations.   

Retrieved from 
http://www.who.int/mediacentre/news/statements/2
016/1st-emergency-committee-zika/en/ 

Youm, J., & Wiechmann, W. (2015). The Med 
AppJam: a model for an interprofessional student-
centered mHealth app competition. J Med Syst, 
39(3), 34. 

 

Appendix A. Eligibility Criteria 

The following eligibility Criteria was used for the Zik-
aHack 2016 competition.  
• Student team has 3 to 6 enrolled students (who must 

all be enrolled at the time of the Phase 1 Submission 
Date of 30 November 2016) 

• There is a single nominated team leader 
• Team includes undergraduate and postgraduate stu-

dents 
• Team includes students from the following two dis-

cipline areas: STEM (science, technology, engi-
neering, mathematics) and health related (medicine, 
nursing, public health, allied health) disciplines 

• Must be studying at a registered university and rec-
ognised within its country as a university. 

• Letter of support including verification of the stu-
dent’s status of enrolment using the template pro-
vided for each team member is attached to the ap-
plication.  

• Application in English 
• No team member had a direct connection with any 

investigator or affiliate of ISER (such as a student-
supervisor relationship) 

• The work has been done entirely by the student 
team, with no other assistance. 

• All students agreed to be named as part of the team 
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Abstract 

Biomedical Named Entity (NE) recognition 

is a core technique for various works in the 

biomedical domain. In previous studies, us-

ing machine learning algorithm shows better 

performance than dictionary-based and rule 

based approaches because there are too many 

terminological variations of biomedical NEs 

and new biomedical NEs are constantly gen-

erated. To achieve the high performance with 

a machine-learning algorithm, good-quality 

corpora are required. However, it is difficult 

to obtain the good-quality corpora because 

annotating a biomedical corpus for machine-

learning is extremely time-consuming and 

costly. In addition, most previous corpora are 

insufficient for high-level tasks because they 

cannot cover various domains. Therefore, we 

propose a method for generating a large 

amount of machine-labeled data that covers 

various domains. To generate a large amount 

of machine-labeled data, firstly we generate 

an initial machine-labeled data by using a 

chunker and MetaMap. The chunker is de-

veloped to extract only biomedical NEs with 

manually annotated data. MetaMap is used to 

annotate the category of biomedical NE. 

Then we apply the self-training approach to 

bootstrap the performance of initial machine-

labeled data. In our experiments, the biomed-

ical NE recognition system that is trained 

with our proposed machine-labeled data 

achieves much high performance. As a result, 

our system outperforms biomedical NE 

recognition system that using MetaMap only 

with 26.03%p improvements on F1-score. 

1 Introduction 

As biomedical research has been actively studied, 

the attention of bioinformatics with natural lan-

guage processing is rapidly increasing. According 

to generate an amount of data in the biomedical 

domain, to extract and retrieval the high-quality 

information is increasingly important (Zeng et al., 

2015). Then, extracting the Biomedical Named 

Entity (biomedical NE) is also important to com-

prehend the biomedical text. There are two steps 

to extract biomedical NEs. The first step is an 

identification of biomedical entities from text. 

Second, biomedical entities that identified are 

classified into some several categories such as 

protein, drug, cell-line, and disease. These catego-

ries provide useful information to high-level ap-

plications. To extract the biomedical NEs are con-

sidered challenging task because there are too 

many terminological variations of biomedical NEs 

and new biomedical NEs are constantly generated 

with the course of time. That is why studies using 

machine learning show higher performance that 

dictionary or rule based approaches.  There are 

many efforts that extract a high-quality biomedi-

cal NEs. (Robert et al., 2015) suggests a chemical 

named entity recognizer implemented by combin-

ing two independent machine learning models. (Li 

et al., 2015), (Li et al., 2016) apply the latest tech-

nology which is deep learning. The named entity 

recognizer of (Li et al., 2015), (Li et al., 2016) are 

based on Recurrent Neural Network and LSTM. 

However, annotating a biomedical corpus for ma-

chine-learning is extremely time-consuming and 

costly because of the requirement of medical ex-

perts. In addition, most previous corpora are insuf-

ficient for high-level application likes question 

answering (QA) system that requires various bio-

medical information. Because biomedical NE  cat- 
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Table 1: UNLS semantic groups 

 

egories were limited to specific sub-domains of 

biomedicine in each corpus. For example, the bi-

omedical NE recognition system that trained with 

GENIA corpus (Kim et al., 2003), only cover the 

gene and protein subdomain. 

Therefore, we propose a method for creating 

the automatically labeled corpus that covers vari-

ous domains. The biomedical NE recognition sys-

tem that is trained with our proposed machine-

labeled corpus can extract biomedical NEs in var-

ious domains. 

We utilize the open source biomedical NE 

recognition tool, MetaMap (Aronson, 2001) to 

provide various biomedical information as catego-

ries. MetaMap extracts biomedical NEs from raw 

texts and matches them into semantic types of 

UMLS. Unified Medical Language System 

(UMLS) (Lindberg et al., 1993) is a thesaurus that 

provides the biomedical NEs and their semantic 

categories as an annotation. UMLS includes an 

amount of concept categories and a semantic net-

work likes UMLS semantic type. Similar UMLS 

semantic types are grouped into UMLS semantic 

group. In this paper, we regard the annotation of 

biomedical NEs as UMLS semantic group. Table 

1 shows UMLS semantic groups. UMLS semantic 

groups cover not only gene and protein but vari-

ous sub-domains such as anatomy, procedure, and 

medical device. Biomedical NEs and their seman-

tic types from MetaMap are usefully used in bio-

medical QA systems and biomedical topic model-

ing systems that require similarity of biomedical 

terms. MetaMap is a useful tool to analyze the bi-

omedical text, however, there are several limita-

tions (Zhang and Elhadad., 2013) because UMLS 

covers the huge knowledge and there are a lot of 

newly generated biomedical NEs in a real world. 

First, MetaMap extracts not only biomedical NEs 

but also common entities or even verbs that are 

not biomedical NEs clearly. Second, MetaMap 

does not resolve the ambiguity of UMLS semantic 

group types without context. That is, one entity 

can have several annotations. This limitation is 

‘ambiguity problem’ in this paper. Finally, if some 

biomedical NE is not recorded in UMLS thesau-

rus, MetaMap cannot assign UMLS semantic 

group. We named this limitation ‘out–of–

vocabulary problem’. Thus, we present how to 

develop an effective biomedical NE recognition 

system by applying the advantages and overcom-

ing the limitations of MetaMap.  

We had been devised NE recognition system 

find the similarity of biomedical NEs in a query 

and biomedical NEs in candidate answer in bio-

medical QA system based on information retrieval 

(Lee et al., 2016). This QA system is entered for 

2016 BioASQ challenge (Tsatsaronis et al., 2012). 

2 Proposed Method 

To overcome limitations of MetaMap, we propose 

a method to automatically construct a biomedical 

NE recognition data using a small amount of la-

beled data, a large amount of unlabeled data and 

MetaMap. Firstly, we develop a chunker learned 

by a small amount of biomedical training data an-

notated by the people. This chunker is used to 

generate the labeled training data for the self-

training approach. The chunking results of unla-

beled biomedical corpus become the inputs of 

MetaMap. Then the outputs of MetaMap, UMLS 

Category 

 (abbrevia-

tion)  

Category 

 (UMLS semantic groups)  

ACTI Activities & Behaviors 

ANAT Anatomy 

CHEM Chemicals & Drugs 

CONC Concepts & Ideas 

DEVI Devices 

DISO Disorders 

GENE Genes & Molecular Sequences 

GEOG Geographic Areas 

LIVB Living Beings 

OBJC Objects 

OCCU Occupations 

ORGA Organizations 

PHEN Phenomena 

PHYS Physiology 

PROC Procedures 
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Figure 1: Overview of proposed method 

 

 

semantic types, become match the UMLS seman-

tic groups are used to make an initial machine-

labeled data. We develop a biomedical NE recog-

nition system with initial machine-labeled data 

and conditional random fields (CRF) classifier. 

The initial machine-labeled data has a form of 

semantic role labelling with an IOB2 format. This 

classifier is an initial model for self-training. Our 

proposed self-training process is described in Sec-

tion 2.2. During self-training, this process is re-

peated, and then overcome the ambiguity problem 

and out–of–vocabulary problem.  

Figure 1 shows the example of overcoming the 

ambiguity problem. In initial machine-labeled da-

ta, ‘disulfide bridges’ denoted by underline has a 

‘O’ tag, but after the self-training process the enti-

ty, disulfide bridges, has a ‘CHEM’ tag. 

2.1 Initial Machine-Labeled Data 

In this section, we present the method for generat-

ing the initial machine-labeled data for self-

training. We propose a semi-supervised approach 

using MetaMap, a small amount of labeled train-

ing data and a large amount of unlabeled data to 

generate a large amount of machine-labeled train-

ing data. The unlabeled data is randomly selected 

titles and abstracts from the PubMed biomedical 

articles. In this paper, we call the unlabeled data as 

a 10MB-PM data.  

In order to generate training data, we first de-

velop a chunker to overcome the problem that 

MetaMap extract several entities even if they are 

not biomedical NEs. The chunker is developed 

with a small amount of labeled data. The NE can-

didates of the 10MB-PM data are chunked by the 

chunker and then only the NE chunks are exploit-

ed as the input of MetaMap to label biomedical 

NEs. 

We now explain how to create a large amount 

of initial machine-labeled data with the analysis 

results of MetaMap. NE chunks from the chunker 

are used as the input of MetaMap and then Met-

aMap analyses their semantic types. We mapped 

133 UMLS semantic types to 15 UMLS semantic 

groups depanding on semilarity. The semantic 

groups are regarded as annotation of biomedical 

NEs. If MetaMap outputs only one semantic 

group type for a biomedical NE chunk, we assume 

that this semantic group type is a correct annota-

tion of the NE chunk. In this case, each word of 

the NE chunk is labeled by B or I tag with UMLS 

group as annotation. For example, there is a NE 

chunk ‘protein hepcidin’ from 10MB-PM data. 

The output of MetaMap as semantic group type of 

‘protein hepcidin’ is ‘CHEM’. To generate auto-

matically labeled data, we tag the ‘B-CHEM’ to 

‘protein’ and ‘I-CHEM’ to ‘hepcidin’. However, 

in some cases, MetaMap outputs several semantic 

groups or no group type for an input NE chunk. In 

these cases, the NE chunks are not considered as a 

biomedical NEs and their words are initially la-

beled by O tags. We try to recover them in order 

to generate a robust machine-labeled data through 

the self-training. 

2.2 Self-training 

The self-training approach is one of the semi-

supervised learning. In Self-training, a classifier is 

trained with the manually annotated data. Then 

the unlabeled data is input the classifier.  All or 

part of a result of the classifier is used as a train-

ing data.   

Through a self-training procedure, we can 

overcome the ambiguity and out-of-vocabulary 

problems in machine-labeled data. The proposed 

self-training procedure performs the following 

steps in an iterative procedure. First, CRFs is 

trained using initial machine-labeled data, and 

then the sequential labelling results of the trained 

CRFs are compared the ones of the initial ma-

chine-labeled data as an answer. If the entity with 

O tag in the initial machine-labeled data are 

changed B or I tag by the trained CRFs model, the 

tags of this entity is replaced with the new B or I 

tag in new training data. This new training data is 

used as the input training data for the next self-

training iteration. This iterative procedure is con-
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ducted until the performance of the classifier is 

converged. In each repeated step, new labeled bi-

omedical NEs are added in the training data.  

In case of biomedical NE chunk that has the 

ambiguity problem or out-of-vocabulary problem, 

we cannot make a decision to the categories of 

that NE chunks. Thus we annotate the O tag to 

that NE chunk. In other words, entities that have 

ambiguity UMLS semantic group or no UMLS 

semantic group cannot exist in automatically la-

beled data. However, their categories are recov-

ered appropriate tag by proposed self-training. It 

is the main reason that the proposed NE recogni-

tion system showed high recall scores in our ex-

periments.  

For example, the word, ‘drisapersen,’ is bio-

medical NE of the drugs but this entity is not rec-

orded in the UMLS thesaurus. After executing our 

self-training procedure, the word ‘drisapersen’ and 

its semantic group type, ‘CHEM,’ are analyzed as 

a correct biomedical NE; ‘CHEM’ is a chemical 

category as a semantic group type that includes 

drugs, protein, steroid, vitamin, and others. 

3 Experiments 

3.1 Experimental Settings 

We constructed a manually annotated dataset that 

consists of 1,249 biomedical question/answer 

pairs from BioASQ 2015 and 2016. A half of the 

annotated data was used as a training data and the 

other data was used as a test data. The test dataset 

is composed of 624 question/answer pairs and 

1,492 biomedical NEs. In test data, there are 1,492 

biomedical NEs. The 10MB-PM data is organized 

by 7,629 PubMed articles that are arbitrary select-

ed. To evaluate the quality of machine-labeled da-

ta, we evaluated biomedical NE recognition sys-

tems that are trained with the machine-labeled da-

ta of each self-training iteration with precision, re-

call, and f1-score. 

3.2 Experimental Result and Evaluation 

‘MetaMap’ in the first row is a model that is used 

MetaMap as biomedical NE recognition system. 

We input the raw text into MetaMap, and then 

evaluated the performance. An ‘Initial model’ is 

the model that is trained with initial machine-

labeled data. The initial machine-labeled data is 

generated by applying chunker and MetaMap. A 

‘Second-iteration model’ in the third row means 

self-training model with initial model. Row 4-6 

are result of models that each iteration of self-

training. 

In Table 2, the initial model shows much-

improved performance. The performance of Met-

aMap is much lower than the initial model. In par-

ticular, the precision score of MetaMap is much 

worse than recall score because it outputs com-

mon nouns and verbs as biomedical NEs. On the 

other hand, the chunker used in initial model is 

trained to extract only biomedical NEs with a 

small amount of manually annotated data. That is 

why the precision score of initial model is more 

improved than MetaMap. 

To recover NE entities with ambiguity and out-

of-vocabulary, the self-training procedure is de-

veloped in our biomedical NE recognition system. 

The performance changes of self-training accord-

ing to the number of iteration times are shown in 

row 2 to row 6 in Table 2. The best performance 

was obtained in the third iteration. The perfor-

mance of third ST model and fourth ST model is a 

lower than second ST model. That is conducting 

the too much self-training makes some decrease 

of performance because noises can be generated 

by recovering the wrong biomedical NEs. With 

the self-training method, we can increase the F1-

score from 68.04% to 69.91%. 

 

Model Precision Recall F1-score 

MetaMap 34.98% 58.8% 43.88% 

Initial model 83.01% 57.64% 68.04% 

Second iteration model 79.93% 60.32% 68.75% 

Third iteration model 79.91% 62.13% 69.91% 

Fourth iteration model 77.85% 59.58% 67.50% 

Fifth iteration model 71.88% 49.87% 58.88% 

 

Table 2: The performance changes according to 

our proposed method 

4 Conclusion and Future Work 

In this paper, we proposed the method for generat-

ing machine-labeled biomedical NE recognition 

data with the self-training method. Through vari-

ous experiments, we verified the performances of 

the biomedical NE recognition system that trained 

with our proposed machine-labeled data. The final 

system outperformed MetaMap with 26.03%. In 

addition, the proposed method has more strong 

points. To generate a large amount of data, we on-

ly used a small amount of training data. Therefore 
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the cost to generate a data for the biomedical NE 

recognition systems can be reduced. Since Met-

aMap as an open toolkit is used, developers can 

build up the biomedical NE recognition systems 

without expert’s help in biomedical domains. 

 As a future work, we plan to apply deep neural 

network techniques to construct the biomedical 

NE recognition systems. 
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 Enhancing Drug-Drug Interaction Classification with 
Corpus-level Feature and Classifier Ensemble

Abstract 

The study of drug-drug interaction (DDI) 

is important in the drug discovering. Both 

PubMed and DrugBank are rich re-

sources to retrieve DDI information 

which is usually represented in plain text. 

Automatically extracting DDI pairs from 

text improves the quality of drug discov-

ering. In this paper, we presented a study 

that focuses on the DDI classification. 

We normalized the drug names, and de-

veloped both sentence-level and corpus-

level features for DDI classification. A 

classifier ensemble approach is used for 

the unbalance DDI labels problem. Our 

approach achieved an F-score of 65.4% 

on SemEval 2013 DDI test set. The ex-

perimental results also show the effects 

of proposed corpus-level features in the 

DDI task. 

1 Introduction 

Drug-drug interaction (DDI) is a situation that a 

drug modifies the effect of another drug, and the 

modified effect may be increased, decreased or 

new. For examples, if a patient takes two drugs 

and one increases the effect of another, 

an overdose may occur. In contrary, an under 

dosage may occur if the effect is decreased. Fur-

thermore, the DDI may also cause the side ef-

fects. Therefore, the survey of DDI studies is 

important for improving the quality of drug dis-

covering. Many drug-drug interactions are pub-

licly available through PubMed or DrugBank 

(Law, et al., 2014). However, only a fraction of 

them is in a structured format such as DrugBank 

(Law, et al., 2014). Most DDIs are represented in 

unstructured plane text. Therefore, automatically 
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extracting DDI form these texts is an important 

issue.  

In 2013, SemEval (Segura-Bedmar, et al., 

2013) sets this task as the one of its shared task 

challenge. Extracting DDI consists of two tasks: 

(1) drug name recognition (DNR) and (2) DDI 

classification. The named entity recognition 

(NER) is usually formulated as the sequence la-

bel problem and resolved by the Conditional 

Random Fields model (Campos, et al., 2013; 

Leaman, et al., 2015). The most important thing 

is to design and select proper features which cap-

ture the boundaries of the named entities. For 

DNR, several approaches (Björne, et al., 2013; 

Liu, et al., 2015; Rocktäschel, et al., 2013) have 

been proposed. For instance, Liu et.al (Liu, et al., 

2015) considered selecting DNR features as a 

feature engineering problem, and their experi-

ments combined several features. Their approach 

achieved an F-score of 79.36% in the DDIEx-

traction 2013 dataset (Segura-Bedmar, et al., 

2013).  

The second task is to classify the drug-drug 

pair in the sentence into one of advice, effect, 

mechanism, int (interaction) or negative labels. 

The advice label indicates that the drug-drug pair 

is recommended or advised to have the interac-

tion. The effect label indicates that the DDI ef-

fect is described in the sentence. The mechanism 

label indicates that the DDI is described about 

Pharmacology which includes both pharmacody-

namics and pharmacokinetics. The int label indi-

cates that the physical interaction is stated with-

out any other information. The negative label 

indicates that there is no interaction. For the sec-

ond task, several Machine Learning (ML)-based 

approaches have been proposed. For an example, 

WBI-DDI (Thomas, et al., 2013) proposed a two-

step strategy. They detect general drug-drug in-

teractions regardless of subtype using the differ-

ent machine-learning methods, and proposed an 

ensemble voting approach to ensemble these 

methods. Their approach achieved an F-score of 
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60.9%. The ML-based approaches usually suf-

fered from bias number of the positive and nega-

tive DDI pairs. Only few of them have true inter-

actions. To resolve this problem, FBK-irst 

(Chowdhury and Lavelli, 2013) proposed a mul-

ti-phase kernel-based approach. They consider 

the negative DDI sentence and pair as less in-

formative sentence (LLS) and less informative 

instance (LLI). They design the rules and classi-

fier to discard LLS and LLI. They proposed a 

hybrid kernel approach and several syntactic de-

pendent features for DDI detection and classifi-

cation. Their approach achieves an F-score of 

65% on SemEval DDI 2013 test set (Segura-

Bedmar, et al., 2013).  

Despise many DDI classification approach-

es had been proposed, the approaches for DDI 

still can be further improved. For an example, 

since a drug can be represented in its branded 

name or generic name, the interaction describe in 

other sentence could not be directly used in other 

sentences without linking its different names. 

Therefore, the features used in current approach-

es usually focus on sentence-level and the infor-

mation above the target DDI sentences, such as 

corpus-level features, were not referred. Iyer 

et.al. (Iyer, et al., 2013) proposed an annotation-

based approach to learn DDI from the electronic 

medical records (EMR). Since the EMR has rich 

temporal information such as section times, they 

annotate temporal relationship between the drugs 

and event and calculate the odds ratio (OR) of 

the drug-drug pair with events to only one drug 

with the event. Their experimental results show 

the effect of odds ratio in learning DDI pairs.  

In this paper, we present a study that focus-

es on the second task. First, we proposed a ML-

based approach which includes the basic words, 

Part-of-speech, syntactic and template features as 

our baseline. Second, we deal with the drug vari-

ous names and proposed the corpus-level fea-

tures by calculating the odds ratios of the drugs 

matched our automatically generated DDI tem-

plate which is inspired by Iyer et.al.’s approach 

(Iyer, et al., 2013). Third, to tackle the bias labels 

in DDI corpus, we used a classifier ensemble 

approach with voting strategy. The experiments 

are in the SemEval DDI 2013 dataset (Segura-

Bedmar, et al., 2013). Our proposed approach 

achieved an F-score of 65.4%, which outper-

forms both WBI-DDI and FBK-irst’s approaches. 

2 Method 

The proposed DDI classification approach con-

sists of four main steps. The first is Drug Name 

Normalization, which used RxNorm (Nelson, et 

al., 2011) to normalize drug synonyms in order 

calculate odds ratio more accurately. Following 

is the Odds Ratio step, in which we calculate the 

odds ratio of drug-drug pair matched DDI tem-

plates to only one drug matched. Next, Features 

for Classification presents the DDI classification 

features. Lastly, the Classifier Ensemble divides 

positive and negative training data into equal size, 

and training five classifiers in the different sets, 

then used a voting strategy to ensemble classifi-

cation results. 

2.1 Drug Name Normalization 

A drug might be represented as its generic name 

or branded name in the text. Here we refer them 

as drug synonyms. To normalize the synonyms 

can make the calculation of odds ratio more ac-

curately. RxNorm is a tool developed by Nation-

al Library of Medicine (NIH). It contains the 

normalized drug names and links them to many 

drug vocabularies which are commonly used in 

pharmacy management and drug interaction 

software. RxNorm can links the drug names be-

tween different systems which do not use the 

same software and vocabulary. Before calculat-

ing the odds ratio, we will use RxNorm to nor-

malize the drug name d into its generic name g. 

If the d cannot be normalized to any generic 

name, then we will use d as its normalized name. 

2.2 Odds Ratio 

The odds is the ratio r of the probability p1 that the 

event of interest occurs to the probability p2 that it 

does not occur. This is often estimated by the ratio 

of the number of times t1 that the event of interest 

occurs to the number of times t2 that it does not. In 

this paper, the odds ratio refers to the ratio or of 

the odds r1 that the drug d1 interacts with the drug 

d2 to the odds r2 that d1 or d2 interacts with the 

other drugs. For example, the odds r1 that a drug 

d1 interacts with the drug d2 is 4 and the odds r2 

that d1 or d2 interacts with the other drugs is 2. 

The odds ratio or of d1 and d2 will be 4/2 = 2. The 

higher or indicates the higher odds that d1 and d2 

have interaction than they interact with the other 

drugs. While calculating or, whether d1 interacts 

with d2 is obtained by the DDI templates which 

we will introduce in section 2.3.2. 

2.3 Features for Classification 

Our classifier uses basic, template and odds ratio 
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features. The basic and template features utilized 

the immediate context of the drugs pair as fea-

tures, whereas odds ratio features used the cor-

pus-level information. 

2.3.1 Basic Features 

The basic features comprised words, Part-of-

speech (POS) and syntactic features. There are 

two sets of word features used in our system, 

each with a different feature label. Inter-Drugs n-

grams set includes all word unigrams and bi-

grams located between drugs. If none is present, 

the feature is given a “NULL” value. Surround-

ing Words set includes the two words before the 

first drug and the two after the second drug. If 

there are no words before or after both NEs, a 

“NULL” value is set. All words are treated as 

bag-of-words. That is, the order of these words is 

not considered. Similarly, the unigrams of POS 

tags between drugs are also used as POS fea-

tures. We also parse each sentence with a full-

sentence syntactic parser (Roark, et al., 2006) to 

generate its full parse tree. We use the syntactic 

path through the parse tree from the drug d1 to 

the drug d2 as a feature.  

2.3.2 Template Features 

Our template generation (TG) algorithm, which 

extracts word patterns for drugs pairs using 

Smith and Waterman's local alignment algorithm 

(Smith and Waterman, 1981). Firstly, we pair all 

sentences containing positive relations. The sen-

tence pairs are then aligned word-by-word and a 

pattern satisfying the alignment result is created. 

Each slot in the template is given by the corre-

sponding constraint information expressed in the 

form of a word (e.g. “associated”). If two 

aligned sentences have nothing in common for a 

given slot, the TG algorithm puts a wildcard in 

the position. The complete TG algorithm is de-

scribed with pseudo code in the Algorithm. The 

similarity function used to compare the similarity 

of two tokens in local algorithm is defined as: 



 


 otherwise  0,

     if  , yx
yxSim

1
max),(  

where x and y are tokens in sentences si and sj, 

respectively. The similarity of two sentences is 

calculated by the local algorithm on the basis of 

this token-level similarity function. 

Template Generation Algorithm 
INPUT: A set of sentences S = {s1, …, sk} 

1：T = {}; 

2：for si in s1 to sk-1 

3：    for sj in si+1 to sk 

4：        if the similarity of si and sj above the threshold 

5：        then generate template t from si and sj 

6：            T ← t ; 

7：    end; 

8：end; 

9：return T 

OUTPUT: A set of templates T = {t1, …, tk} 

2.3.3 Odds Ratio Features 

The odds ratio is the ratio of one odds to an-

other, and it is larger than zero. In our exper-

iment, we use different thresholds as odd ra-

tio features include 1.0, 1.5, 2.0 and 2.5. The 

real number of odds ratio is also used as one 

of the odds ratio features. 

2.4 Classifier Ensemble 

The amount of negative DDI pairs is higher than 

the positive ones in both DDI corpus and real 

world. The support vector machine model 

(Chang and Lin, 2011) used in our experiment is 

suffered from this problem. To tackle this prob-

lem, we proposed a classifier ensemble approach 

to training our classifiers. Firstly, we randomly 

divide the negative data into five unique subsets, 

since the ratio of the positive pairs to the nega-

tive pairs is approximate 5 in the experimental 

training corpus. Secondly, we construct five 

training datasets that each contains all positive 

data and one negative subset. Thirdly, we train 

five base classifiers with SVM. Here we use the 

Gaussian kernel. Once the classifiers are con-

structed, new DDI pairs are classified by the 

classifiers, and their results are aggregated to 

form the final ensemble decision output. The 

vote method is used in this paper. Given classifi-

ers Ci, i = 1, 2, ... , NC, and DDI labels Lj , j = 1, 

2, ... , NL, where NC is the ensemble size and NL 

is the number of DDI labels. The final aggregat-

ed decision is the winning classifier that has the 

highest votes across all classifiers. If any tie situ-

ation existed, the label with the highest predicted 

value will be assigned. 

3 Experiments 

To evaluate our approach, the SemEval 2013 

DDI corpus is used. Table 1 shows the number of 

the DDI categories annotated in the corpus. The 

most common type was negative pairs in both 
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training and test set. Here, we first compare the 

performance achieved by baseline features (basic 

+ template features) to the baseline + odds ratio 

(OR) features. In Table 2, we can see that OR 

features improve the baseline’s performance by 

an F-score 11.9%. Our approach performs better 

than FBK-irst and WBI-DDI, because our OR 

features are effective. In Table 3, we list the F-

score for each category of DDI. We observe that 

the F-scores for advice and mechanism are com-

paratively high. This is possibly because they 

have some specific keywords in both categories. 

However, although effect is the second most fre-

quent category, it does not have a high F-score. 

We think this discrepancy is due to the fact that 

the descriptions of DDI effects are commonly 

presented more flexible. Int's performance is 

comparatively higher than the other two systems 

since the OR features are effective while the 

training set is very small. 

 

Type 
Training 

set 

Test 

set 

#Documents 456 116 

#Sentence 2915 341 

#Positive 

pairs 

Advice 658 160 

Effect 1243 292 

Mechanism 1004 253 

Int 168 10 

Total 3073 715 

#Negative pairs 17905 4312 

#Total pair 20978 5027 

Table 1: The statistic of DDI dataset 

 

Configuration P(%) R(%) F(%) 

Baseline 50.4 57.0 53.4 

WBI-DDI 64.2 57.9 60.9 

FBK-irst 65.0 66.0 65.0 

Baseline + OR 64.0 66.7 65.3 

Table 2: The DDI classification performances on 

the test set 

 

Category 
Baseline 

+ OR 

FBK-

irst 

WBI-

DDI 

Advice 69.5 69.2 63.2 

Effect 62.3 62.8 61.0 

Mechanism 68.2 67.9 61.8 

INT 60.0 54.7 51.0 

Overall 65.3 65.0 60.9 

Table 3. The F-scores of individual DDI catego-

ries on the test set 

 

4 Conclusion 

In this paper, we present a classifier ensemble ap-

proach for drug-drug interaction classification. We 

developed the sentence-level features for the clas-

sification. To encode corpus-level odds ratio fea-

tures, we used the RxNorm to normalize the drug 

names. Our ensemble classifier achieves an F-

score of 65.4% on SemEval 2013 DDI test set. 

The results underscore the effect of corpus-level 

features in classifying the drug-drug interaction. 
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Chemical-Induced Disease Detection Using Invariance-based Pattern 
Learning Model

Abstract 

In this work, we introduce a novel feature engi-
neering approach named “algebraic invariance” 
to identify discriminative patterns for learning 
relation pair features for the chemical-disease 
relation (CDR) task of BioCreative V. Our meth-
od exploits the existing structural similarity of 
the key concepts of relation descriptions from the 
CDR corpus to generate robust linguistic patterns 
for SVM tree kernel-based learning. Prepro-
cessing of the training data classifies the entity 
pairs as either related or unrelated to build in-
stance types for both inter-sentential and intra-
sentential scenarios. An invariant function is 
proposed to process and optimally cluster similar 
patterns for both positive and negative instances. 
The learning model for CDR pairs is based on 
the SVM tree kernel approach, which generates 
feature trees and vectors and is modeled on suit-
able invariance based patterns, bringing brevity, 
precision and context to the identifier features. 
Results demonstrate that our method outper-
formed compared approaches, achieved a high 
recall rate of 85.08%, and averaged an F1-score 
of 54.34% without the use of any additional 
knowledge bases.  

1 Introduction  

Causality or association determination between 
target entities, especially those involved in dis-
eases, has quickly become the topic of interest 
within the area of biomedical text mining. Such 
studies have created a large number of infor-
mation pools that enables clinicians to make di-
agnoses more effectively. A pertinent example is 
the prediction of chemical-disease interactions 
based on biomedical text, which if used to its 
fullest potential can revolutionize the way preci-
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sion medicine and drug testing is conducted. The 
idea is to preemptively identify any associations 
between a drug and subsequent physiological 
responses for subjects accepting treatment for a 
disease (Wei et al. 2015). Most of the physiolog-
ical responses emerge as secondary disease 
symptoms and often as adverse drug reactions. If 
studied in appropriate context, these events may 
contain information of unwanted damages to the 
patients. Any side effects or adverse drug reac-
tions can be avoided for patients participating in 
clinical trials if similar trials have had invoked 
deleterious responses in its participants, which 
can be heuristically implied by textual and statis-
tical evidence presented in scientific publications 
and other approved research materials.  

Recently, BioCreative V introduced the task 
of chemical-induced disease (CID) relation ex-
traction from PubMed abstracts, focusing on 
identifying chemical and disease entities acting 
in a “cause and effect” mannerism in a binary 
association. We have adapted the same task 
guidelines to shape our objective of identifying 
chemical-induced diseases via pattern-based 
learning. Our approach for the CID task attempts 
to capture the commonalty in structured patterns 
used to describe such relations. Corresponding 
positive and negatives instances from abstracts 
are processed as vector representations con-
verged into signature patterns that can be acces-
sorized as identifiers for the nature of the rela-
tionship. The generated patterns are then learned 
by using the convolution tree kernel (CTK) to 
classify potential entity pairs. 

Unlike other relation extraction tasks, the 
vague context of associating entities in the sen-
tences generated by intra-sentential and inter-
sentential association pairs increases the complex-
ity of this dataset. In an intra-sentential scenario, 
the chemical-induced drug response is explicitly 
given within a sentence. An example is the rela-
tion between “cocaine” and “myocardial infrac-
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tion and bundle branch block” shown in Figure 1 
(a). As for inter-sentential cases, the association 
statements can span across several sentences. Fig-
ure 1 (b) indicates the specific effects of audio-
visual toxicity caused by “desferrioxamine” can 
only be established by parsing multiple state-
ments describing the secondary links identified 
through the perception of “audiovisual defects”. 
 

 
Figure 1: Intra-sentential and inter-sentential 

cases from the corpus. 
 

To resolve this complexity, we developed a 
preprocessing module to identify sentences based 
on permutations of all possible entities. In addi-
tion, linguistic patterns were learned from bio-
medical literatures based on the concept of Alge-
braic Invariant. These patterns are provided to 
SVM based on convolution tree kernel as fea-
tures for supervised learning. Depending on the 
characteristics captured by the patterns, the clas-
sifier aims to differentiate instances involving 
related and unrelated entity pairs. 
 

2 Related Work 

Since its inception, multiple learning approaches 
were employed with and without Knowledge 
Base (KB) to simplify the CID task. Zhou et al. 
(2015) used a shortest dependency tree-based 
method for relation extraction in the CDR corpus. 
They experimented with flattened features, struc-
tured features, and structured phrases and report-
ed a F1-score of 55.05% with a combination of 
all of the features. The approach of Pons et al. 
(2015) for the same task is based on their feature 
set established on a prior graph database for 

chemical-disease interaction along with separate 
sets of statistical and lexical features. Over a 
dozen lexical and dependency path based fea-
tures were exploited by Gu et al. (2015) to 
demonstrate the effectiveness of intra-sentential 
and inter-sentential level classification using a 
Maximum Entropy model. Xu et al. (2015) uti-
lized a knowledge base-targeted method in learn-
ing the relation patterns. In addition, they also 
employed context-based features along with 
some auxiliary features to short list the number 
of relations for sentence level and ultimately 
document level classifier. Le et al. (2015) ap-
plied a pipeline model based on co-reference 
resolution and intra-sentential relations. Based on 
the entity pairs recognized by the model, token 
dependent features, n-gram word features and 
graph-based features SVM classifiers were used 
for relation identification. Chemical-disease rela-
tions identified in the CTD1 database were incor-
porated in lexical feature vectors by Alam et al. 
(2015) to add higher confidence value to signifi-
cant features based on their collective mentions 
in the database. Moreover, Zhou et al. (2016) 
used variants of the neural network method to 
obtain performances ranging from 47.2 with a 
convolution neural network model to 61.3 with a 
hybrid model of tree-kernel based SVM, LSTM, 
and a post-processing module. As an extension 
of the neural network approach for this task, Gu 
et al. (2017) introduced another model based on 
their previous effort (Gu et al. 2015) in which 
they used ME to determine intra-sentential rela-
tions and a convolution neural network model for 
inter-sentential relation recognition. A post-
processing module that removes redundancies 
and adjusts hypernyms was implemented to en-
hance the model. 

Our model is KB independent with a SVM 
tree kernel learning method. It focuses on cus-
tomizing the context of the learning tree to appli-
cation relevance through our novel algebraic in-
variant pattern generation approach.  

 

3 Method 

The task of CID identification mandates pre-
annotation of chemical and disease entities 
throughout the text. The organizers have used 
manual annotation along with tmChem (Leaman 
et al. 2015) and DNorm (Leaman et al. 2013) for 
chemical and disease term identification. In order 

                                                
1 https://toxnet.nlm.nih.gov/newtoxnet/ctd.htm 

Electrocardiographic evidence of myocardial injury in
psychiatrically hospitalized cocaine abusers...... Eleven of the
cocaine abusers and none of the controls had ECG evidence of
significant myocardial injury defined as myocardial infarction,
ischemia, and bundle branch block.

Ocular and auditory toxicity in hemodialyzed patients receiving
desferrioxamine. During an 18-month period of study 41
hemodialyzed patients receiving desferrioxamine (10-40 mg/kg
BW/3 times weekly) for the first time were monitored for
detection of audiovisual toxicity....... Visual toxicity was of retinal
origin and was characterized by a tritan-type dyschromatopsy,
sometimes associated with a loss of visual acuity and pigmentary
retinal deposits. Auditory toxicity was characterized by a mid- to
high-frequency neurosensorial hearing loss and the lesion was of
the cochlear type...... Please make both abstracts as a figure.

(a): Intra-sentential 

(b): Inter-sentential
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to focus on relation extraction, we decided to use 
the pre-annotations given in the training, devel-
opment, and test datasets for generating possible 
relation entity pairs in each respective set. To 
develop a classifier for recognizing related entity 
pairs, we divided our pattern learning effort into 
three different stages. The first stage is the pre-
processing of biomedical text followed by candi-
date sentence selection. With the help of these 
candidate sentences, relevant context based pat-
terns are exhumed from the original text. Values 
based on these patterns are used as coefficients 
variables in invariant polynomial function to 
cluster similar ranking patterns. Similar ranking 
patterns are aligned and restructured into a more 
generic form. Each of these patterns is used to 
generate feature file for SVM based tree kernel, 
in which everything except regional matches to 
context-based patterns are pruned. SVM classifi-
er predicts the corresponding labels for the hence 
generated candidate instance based trees to de-
termine the relation between the entity pairs. 
Each stage is illustrated in details in the subse-
quent sections. 
 

3.1 Candidate Instance Generation 

The abstract data in its initial form contains multi-
ple entities associated with either intra-sentential 
or inter-sentential relations, thereby increasing the 
difficulty of this task. Moreover, other existing 
sentences may become noises as they do not co-
relate or attribute in any form in determining enti-
ty pair relations. Candidate Instance Generation 
entails screening for relation-oriented sentences, 
which are referred to as “Instances” henceforth. 
Prior to candidate instance generation, we pro-
ceeded with generic tasks of natural text prepro-
cessing via Sentence Detection (Apache Open 
NLP)2, Entity Class Labeling (In-built Module), 
and part-of-speech (POS) tagging (Genia Tag-
ger)3. Moreover, we resolved duplicate adjacency 
entity labels (In-built Module), which are often 
observed in biomedical literature. For example, 
although “plasma renin activity (PRA)” is anno-
tated with two separate labels “plasma renin activ-
ity” and “(PRA)”, but they both correspond to the 
same bio-entity as the bracketed acronym men-
tioned in adjacency is a duplicate label. Resolving 

                                                
2 http://opennlp.sourceforge.net/models-1.5/en-sent.bin 
3 http://www.nactem.ac.uk/tsujii/GENIA/tagger/geniatagger-
3.0.2.tar.gz 

such duplicates optimizes the pair-based instance 
generation task. 

We choose to generate candidate instances 
from POS tag-labeled sentences since they are 
more appropriate in depicting the skeletal similari-
ty of relation expressions in contrast to natural 
text. Therefore, following the preprocessing, the 
POS-tagged data was drafted into candidate in-
stances based on entity pairs (one chemical and 
one disease mention per sentence per pairwise 
iteration) relabeling to indicate the primary Chem-
ical and Disease pair. The verb implying the rela-
tion (proximal verb) was also assigned a promi-
nent identifier as shown in Figure 2. 

 
Figure 2: Candidate sentence tagging. 

 
There can be more than one entity pair rela-

tions within a sentence. Therefore, for each pair 
set, a duplicate instance of the sentence high-
lighting the relevant pair is generated. Other than 
key entity pairs, we also identified and annotated 
the proximal verb with a third term “Relation”. It 
entails a non-basal form verb nearest to the cur-
rent entity pair set. The rationale of using this 
verb form is that in most sentences describing 
bio-entity relations, causal relations are asserted 
in a smaller frame within the sentence. Even in 
complex sentences, subject and the acted object 
are often linked by non-basal form verbs in close 
vicinity to the actors. Given the related entity 
pairs in the training data, positive and negative 
instances are generated and later processed by 
the successive feature-engineering module. 
 

3.2 Invariance-based Feature Engineering 

In our approach, we propose that different candi-
date instances show similarity in subject inference 
even if they are structurally diverse when relevant 
contexts are provided as reference points. There 
are multiple ways to communicate the same idea 
in a language, whether by direct implication or at 
times with additional context or compound refer-
ences. However, in each of these cases, the skele-
ton of some reference points stays the same across 
different sentence structures. Our idea is to 
demonstrate the invariance or lack of change in 
the nature of such descriptive sections from the 
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text, and exploit this characteristic in generating 
more robust features while limiting the degree of 
evaluation function. 

The idea is heavily drawn on Algebraic Invar-
iance to show that two separate sentences are sim-
ilar in their inferential meaning if their invariant 
function does not vary. Such a function can be 
represented as follows: 
 

)...(*)...( 0000 nn
W

nn ppIqqI Δ≡  (1) 
 
where I(q) and I(p) indicate the invariant func-
tion , Δ is the determinant of the representational 
polynomial undergone transformation, and W is 
the invariant weight. Any object/element can be 
represented in the Euclidean system using a poly-
nomial function 𝑃(𝑥, 𝑦) 	= 	 𝑝*+𝑥*𝑦+ . Upon 
transformation “T”, the same polynomial can be 
represented by another polynomial 𝑄(𝑢, 𝑣) 	=
	 𝑞*+𝑢*𝑣+ , bound in relation (u,v) = T(x,y) with 
original form. 

In order to restructure the invariance concept 
in a natural text paradigm, we used an assumed 
homogenous polynomial function based on three 
key referential groups viz. Entity1 (chemical), 
Relation (proximal verb), and Entity2 (disease) to 
project every instance in the Euclidian space. 
Since our primary goal is to identify chemical-
induced diseases, we limited our function to a se-
cond order polynomial based on each variable set 
as given below: 
 

P x, y( ) = p20x2 + p11x1y1 + p02y2  (2) 
 
where x and y are representational binary associa-
tion variables indicative of the “Entity1~Relation” 
and “Entity2~Relation” set, respectively. p20, p11, 
and p02 are coefficients of the representative poly-
nomial evaluated by the maximum value from a 
five-frame adjacency matrix vector for each of the 
corresponding variable pairs. Our algorithm treats 
each candidate instance polynomial as a trans-
formed version of all other instance polynomials. 
According to the concept of invariance, if the in-
variant functional of the current candidate poly-
nomial is equal to the invariant functional of other 
instance polynomials, then the current instance is 
considered similar to each of those instances, 
thereby reducing the dimensionality of screening 
space for pattern generation and keeping context-
specific similarities. In order to determine the in-

variant function, we assume rotation (ф = 0) as 
transformation for our polynomial to calculate the 
corresponding invariant function for the given 
second order polynomial (Keren (1994)). The 
equation for calculating invariant polynomial in 
the assumed case is given below:  
 
𝛪 𝑞12 ⋯ 𝑞21 	≝ 	I 𝑝15 ⋯ 𝑝21 	

= 	 𝑝626 	+ 	
𝑝886

2
	+ 	𝑝266  (3) 

 
where I(q) and I(p) are the invariant functions for 
the transformed instance polynomial Q(u,v) and 
original instance polynomial P(x,y), respectively. 
p20, p11, and p02 are the coefficients of the original 
polynomial function P(x,y). Every candidate in-
stance is screened for each of the three key refer-
ential groups as shown by candidate instances 1 
and 2 in Figure 3, in which each underlined por-
tion conforms a group of context patterns. Based 
upon their polynomial correspondence, the two 
candidate instances can be represented on coor-
dinate space as demonstrated in Figure 4. The 
instances are also construed as proximal or non-
proximal in structure depending upon the invari-
ant scores. If they are similar, a generic context 
pattern can be obtained from both of them 
through alignment for each group. 
 

 
Figure 3: Context identification and prospective 

alignment of candidate instances. 
 

 
Figure 4: Vector representation of candidate in-

stances on coordinate space. 
 

Relevant Context Part for both Instances: -
VBD DISEASEPRI…RELATIONDT NN IN CHEMICALPRI

Insertion

Candidate Instance 2: - A Cambodian woman with hemoglobin E trait (AE)
and leprosy developed a Heinz body hemolytic anemia while taking a dose of
dapsone (50 mg/day) not usually associated with clinical hemolysis.

Candidate Instance 1: - A patient with cryptogenic cirrhosis and disseminated
sporotrichosis developed acute renal failure immediately following the
administration of amphotericin B on four separate occasions.

VBD DT NNP NN DISEASEPRI…RELATIONDT NN IN CHEMICALPRI

X ~ Chemical-Relation

Y
 ~

 D
is

ea
se

-R
el

at
io

n

VBD …..........DISEASEPRI..... RELATION DT NN IN CHEMICALRPRI

Aligned Context Patterns:

RELATION | _ _ _ _ RELATION
CHEMICAL | RELATION DT NN IN CHEMICALPRI
DISEASE | _ _ _ _ DISEASEPRI

limφ=0 φ
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For every referential group, 5 POS-tagged 

contextual frames with a range of 5 are generated 
by shifting the window frame iteratively over the 
instance, moving group index from 1 through 5. 
Then for each frame size, an adjacency matrix is 
generated per referential group by matching 
identical context patterns across instances to pro-
vide a statistical significance value for every in-
stance as displayed in Figure 5. In addition to the 
repetitive count of contextual frames, each frame 
is individually scored to evaluate its significance. 
The context is scored using n-gram probabilistic 
model where n is the index of the referential enti-
ty group.  

Since the index for reference group varies as 
per the frame being used, we have slightly modi-
fied the formula to accommodate the significance 
of whole patterns over the sub-patterns in the 
equation below. The modified formula takes into 
account all of the variant n-gram patterns both 
succeeded and preceded by the current referential 
group context. In this manner, it is able to attribute 
a more accurate representational value of the par-
ticular pattern from the entire context sample 
space.  
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where ec is the index of the current referential 
group and n is the total size of frame. ρeck is the 

score for each cell with frame size ec and candi-
date instance k. ∑P(x0.... xn) is the number of 
times the current extracted POS frame of size 5 
has occurred across all of the contexts generated 
from all instances. δv indicates the fringe value 
used in case the referential group has a terminal 
index. It is introduced to avoid attributing excess 
weight for standard n-gram patterns. 

As indicated in Figure 5, since the variables in 
our polynomial equation (2) are based on binary 
association between entities, therefore the scores 
generated for each referential group are summed 
up with their corresponding pair variable score 
from the equation to evaluate the conjugate coef-
ficient. Corresponding coefficient values from the 
homogenous representation equation (2) are sub-
stituted in equation (3) to obtain the invariant 

 
Figure 5: Adjacency matrix for calculation of representational polynomial coefficient 
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function score I(p)k in which k is the current 

candidate instance ID. The instances are then 
ranked in the descending order based on the cal-
culated scores. According to equation (1) (set 
Δ=1.00 and W~1), each candidate instance is 
compared with its successor. If the approxima-
tion of values is similar, then the instances are 
considered as structurally similar and clustered 
together to form a feature attribute for classifica-
tion. Otherwise, they are diversified into differ-
ent pattern groups as illustrated in Figure 6. The 
clustered instances were used in pattern genera-
tion. Individual alignments were performed be-
tween instances for each of the referential groups 
(i.e. “Entity1-Chemical”, “Relation-Proximal 
Verb”, and “Entity2-Disease”) to generate a tri-
ple context set-based pattern. The alignment is 
based on the highest scoring path obtained from 
the substitution matrix delivered by the recur-
rence relation: 
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where sim(i,j) is the similarity score of the ith row 
and jth column of the substitution matrix. λ(i,j) 
indicates the penalty function scoring insertion, 
deletion, match or mismatch depending on the 
token comparison of respective indexes. 

3.3 Tree Kernel Induced Learning 

The stringent context patterns retrieved from in-
variance functions are mapped against the candi-
date instances, and the optimal match of each 
case is selected to define a feature tree for learn-
ing. Parse tree is generated using the Stanford 
parser (Chen and Manning 2014; Socher et al. 
2013) and the selected context-based pattern de-
termines which leaf nodes are to be pruned to 
refine the context of the tree. The tree is decorat-
ed through highlighting the instances with CID 
by prefixing a node for such positive instances. 
Along with the parse tree, a feature vector corre-
sponding to each candidate instance is also main-
tained to examine the similarity of phrase struc-

tures (both simple and complex). Each phrase 
structure is characterized with an “ID”, and the 
feature vector maintains the count of correspond-
ing phrase structures per instance. A combination 
of the parse tree and feature vector is used in de-
veloping and testing the model. To classify the 
phrase structures according to the similarity in-
dex, Convolution Tree Kernel is employed to 
compare the substructures across parsed instanc-
es. SVM-Light-TK-1.54 toolkit was used in both 
the learning and classification modules (Moschit-
ti 2004, 2006). 
 

Figure 6: Algorithm for Invariance Based Pattern 
Identification. 
 

4 Experiments 

4.1 Experiment Setup 

We chose to adapt the CDR corpus released for 
BioCreative V – Track 2 to evaluate our method. 
The corpus comprises of 1500 PubMed abstracts 
in total, out of which 1400 abstracts were select-
ed from the CTD-Pfizer collaboration corpus, 
with the remaining ones as new curations. The 

                                                
4 http://disi.unitn.it/moschitti/TK1.5-software/download.html 

Algorithm 1: Invariance Pattern Generation 

INPUT: 
contextP : PRelation|Chemical|Disease(x0....xn)k triplet pattern 
for all candidate instances 
orderedI(P): Invariant functional score I(P)k for all 
candidate instances in descending order 
BEGIN 
1: set seedI(P) =  orderedI(P)0  
2: set seedP =  contextP 0 
3: FOR k=0 : size(orderedI(P)) 
4:     currI(P) =  orderedI(P)k 
5:     currP =  contextP k 
6:     invarQuotient = ( seedI(P)/ currI(P)) 
7:     IF  invarQuotient == 1.0 
8:        reset seedP = align seedP with currP 
9:        remove( orderedI(P)k ) & k = k-1| k!= 0 
10:   ELSE 
11:     IF seedP exists in InvariancePatterns 
12:         remove( orderedI(P)k ) & k = k-1 
13:    ELSE 
14:         add(seedP) to InvariancePatterns 
15:    seedI(P) =  currI(P) 
16:    seedP =  currP 
17: END FOR 
18: add( seedP) to  InvariancePatterns 
OUTPUT: InvariancePatterns 
END 
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abstracts were equally distributed among the 
training, development, and test sets. Chemical 
and disease mentions were annotated and nor-
malized to the corresponding MESH IDs (Li et al. 
2016). Known chemical induced disease rela-
tions, determined from both the title and abstract 
text, were appended with each document ID. We 
did not conduct additional Named Entity Recog-
nition (NER), and simply performed our analysis 
on the entities predefined in the dataset. Statistics 
on the entities and relation pairs within the cor-
pus is displayed in Table 1. We evaluated the 
performance of relation detection in terms of the 
precision, recall, and the F1-score. The F1-score 
is the harmonic mean of the precision and recall, 
and is often selected to determine the overall ef-
fectiveness of a system. 

 
Dataset #Chemical  #Disease #Relation 

Train (500) 4182 5203 1038 
Dev. (500) 4244 5347 1012 
Test (500) 4424 5385 1066 

Table 1: CDR Corpus Statistics 
 

4.2 Results and Discussion 

The performance of our method was compared 
with different approaches used for CID detection. 
Systems developed by Xu et al. (2015), Alam et 
al. (2015), and Pons et al. (2015), (Table 2) were 
based on using external KBs for relation pair 
identification. Xu et al. (2015) coupled the rela-
tion pair information from CTD, MEDI, and 
SIDER along with context-based features to op-
timize the learning and obtained F1-score of 
57.03%. Alam et al. (2015) developed a binary 
feature vector set model based on various charac-
teristics exhibited by the entity pairs in abstracts. 
They utilized statistically significant relation 
pairs from the CTD database as one of the signal 
features to augment the confidence value for 
such feature sets. They achieved a high recall of 
81.03% and averaged about 52.77% on F1-score. 
Pons et al. (2015) employed the graph database 
(BRAIN) to screen out candidate relation pairs 
which were directly or indirectly associated with 
each other. 

Le et al. (2015) and Li et al. (2015) both 
used SVM for classification based on various 
sets of lexical features. In one of the recent at-
tempts on this task, Gu et al. (2017) applied a 
hybrid CNN and ME based model to handle mul-
ti and single sentence level relation pairs to ac-
quire a performance of 61.30%. Although their 

model did not involve any KB-based refining, 
but post-processing strategies for filtering the 
relation pairs were employed. Our approach is 
also a ML dedicated approach in which the ex-
tracted patterns were used to develop SVM fea-
tures based on the convolution tree kernel for 
learning. In contrast to all of the other methods, 
our approach achieved the highest recall rate of 
85.08%, signifying that the features generated by 
our Invariance approach can identify positive 
association pairs with a higher specificity. Our 
F1-score averaged at 54.34%, which is an overall 
satisfactory score but still falls short against the 
better systems based on KB and NN. The gap in 
performance can be overcome by improving the 
precision through additional resources to normal-
ize the negative features. Holistically, our meth-
od as a feature-engineering tool is concise, more 
precise and feature flexible in comparison to oth-
er metrics used for feature generation. It can ac-
commodate multiple features to adjust the size of 
polynomial and reduce the complexity in the 
evaluation of classifiers to make them more fea-
sible, including simpler linear classifiers as well. 
The flexibility and power of this approach makes 
it an efficient choice for implementation with any 
learning algorithm. 
 

Method Precision Recall F1-score 
Li et al. 54.46 33.21 41.26 
Le et al. 53.41 49.91 51.60 

Alam et al. 39.12 81.03 52.77 
Pons et al. 51.30 53.90 52.60 
Xu et al. 55.67 58.44 57.03 
Gu et al. 55.70 68.10 61.30 

Our method 39.92 85.08 54.34 

Table 2: Comparative Assessment of the CID 
task 

 

5 Conclusion 

This paper describes a novel method of feature 
engineering based on algebraic invariance, which 
in conjunction with SVM tree kernel-based ap-
proach is effective in identifying relation pairs 
for the CID task. Comparative analysis demon-
strates that the method is powerful enough to 
identify diverse patterns/features within any cor-
pus set without auxiliary resources. Therefore, 
we conjecture that our method as a feature gen-
eration tool can be highly effective and easily 
adoptable in various application scenarios. 

For further enhancement in the future, we 
plan to use deep learning methods for model de-
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velopment in conjunction with our approach to 
gauge the variability introduced by the various 
learning models in context of our method. Fur-
thermore, we also plan to enlist context-specific 
knowledge bases to optimize our feature sets and 
improve the overall performance. 
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