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Introduction

We are excited to welcome you to this year’s SIGdial Conference, the 18th Annual Meeting of the Special
Interest Group on Discourse and Dialogue. We are pleased to hold the conference in Saarbrücken on
August 15-17th, co-located with SemDial 2017, and in close proximity to both INTERSPEECH 2017
and YRRSDS 2017, the Young Researchers’ Roundtable on Spoken Dialog Systems.

The SIGdial conference remains a premier publication venue for research in discourse and dialogue. This
year, the program includes oral presentations, poster sessions, and one demo session. SIGdial 2017 also
hosts three special sessions, two joint with SemDial 2017.

We received 113 submissions this year. In only one previous year has there been a greater number of
submissions to SIGdial. All long and short papers received at least 3 reviews. We carefully considered
both the numeric ratings and the tenor of the comments in making our selections for the program. Overall,
the members of the Program Committee did an excellent job in reviewing the submitted papers. We
thank them for their important role in selecting the accepted papers and for helping to come up with a
high quality program for the conference. We also thank Pierre Lison, Mentoring Chair for SIGdial 2017,
for his dedicated work on the mentoring process. The goal of mentoring is to assist authors of papers
that contain important ideas but lack clarity. In line with the SIGdial tradition, our aim has been to create
a balanced program that accommodates as many favorably rated papers as possible. We accepted 29
long papers, 11 short papers and 7 demo presentations. These numbers give an overall acceptance rate
of 41.6%. The rates separately for types of papers are 42% for long papers, 30% for short and 87% for
demo submissions. Of the long papers, 18 were presented as oral presentations. The remaining 11 long
papers and all the short papers were presented as posters, split into two poster sessions.

This year SIGdial has three special sessions on topics of growing interest. The chosen sessions were
(i) the Special Session on Negotiation Dialog organized by Amanda Stent, Aasish Pappu, Diane Litman
and Marilyn Walker; (ii) the Second WOCHAT Special Session on Chatbots and Conversational Agents
organized by Ryuichiro Higashinaka, Ron Artstein, Rafael E. Banchs, and Wolfgang Minker; and (iii)
Special Session on Natural Language Generation for Dialog Systems organized by Marilyn Walker,
Verena Rieser, Vera Demberg, Dietrich Klakow, Dilek Hakkani-Tur, David M. Howcroft and Shereen
Oraby. These specialized topics brought diverse paper submissions to our technical program. At
the conference, the special sessions also featured panel discussions and position talks, allowing for
active engagement of the conference participants. This year, two of these special sessions, the one on
negotiation and on conversational agents, are part of the joint SIGdial/SemDial program at the conference
bringing both communities to participate in them.

This year’s SIGdial conference runs 3 full days compared to previous years where it was 2.5 days.
We have designed our program to be balanced and inviting to SIGdial and SemDial participants alike.
One keynote and one special session is held each day with remaining time given to oral and poster
presentations. Two of the special sessions were run as joint sessions with SemDial and the poster/demo
sessions contained presentations from both venues. We hope that we achieved a tighter bond between
the two communities this year, and we hope the two communities will continue to foster their common
interests and research ideas.

A conference of this scale requires advice, help and enthusiastic participation of many parties and we
have a big ‘thank you’ to say to all of them.

We thank our three keynote speakers, Elisabeth André (Augsburg University, Germany), Andrew Kehler
(UC San Diego, USA) and Oliver Lemon (Heriot-Watt University, Edinburgh, UK) for their inspiring
talks and views on the many modern aspects of research in discourse and dialog.
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We are incredibly grateful to the Program co-Chairs of SemDial 2017, Volha Petukhova and Ye Tian who
tirelessly worked with us throughout all stages of planning for SIGdial, from deadlines to submissions
and acceptance decisions, conference scheduling, special session organization, and local arrangements.
We also thank the organizers of the three special sessions who handled reviewers for their papers,
designed the schedule for their accepted papers, and organized the session at the venue. We are grateful
for their smooth and efficient coordination with the main conference. We also extend special thanks
to our Local co-Chairs, Volha Petukhova and Ivana Kruijff-Korbayova, and their local organizing team
and student volunteers. SIGdial 2017 would not have been possible without their effort in arranging
the conference venue and accommodations, handling registration, making banquet arrangements, and
numerous preparations for the conference. The student volunteers for on-site assistance also deserve our
sincere appreciation.

Ethan Selfridge, our Sponsorships Chair, has conducted the massive task of recruiting and liaising with
our conference sponsors, many of whom continue to contribute year after year. Sponsorships support
valuable aspects of the program, such as the invited speakers and conference banquet. We thank him
for his dedicated work and coordination in conference planning. We gratefully acknowledge the support
of our sponsors: (Platinum level) Interactions, Microsoft, and Maluuba: A Microsoft Company, (Gold
level) Adobe Research, Amazon, DFKI, Facebook, Honda Research Institute and PARC, (Silver level)
ETS, (Bronze level) Charamel GmbH and SemVox. We also thank Universität des Saarlandes and the
Spoken Languages Systems Group at the Universität des Saarlandes for their generous sponsorship.

We also thank the SIGdial board, especially officers Amanda Stent, Jason Williams and Kristiina Jokinen
for their advice and support from beginning to end. We also thank Priscilla Rasmussen at the ACL for
tirelessly handling the financial aspects of sponsorship for SIGdial 2017, and for securing our ISBN.

We once again thank our program committee members for committing their time to help us select a
superb technical program. Finally, we thank all the authors who submitted to the conference and all the
conference participants for making SIGdial 2017 a grand success and for growing the research areas of
discourse and dialogue with their fine work.

Kristiina Jokinen and Manfred Stede
General Co-Chairs

David DeVault and Annie Louis
Program Co-Chairs
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Abstract

In this paper, we present an approach to
exploit phrase tables generated by statis-
tical machine translation in order to map
French discourse connectives to discourse
relations. Using this approach, we cre-
ated ConcoLeDisCo, a lexicon of French
discourse connectives and their PDTB re-
lations. When evaluated against LEX-
CONN, ConcoLeDisCo achieves a recall
of 0.81 and an Average Precision of 0.68
for the CONCESSION and CONDITION re-
lations.

1 Introduction

Discourse connectives (DCs) (e.g. because, al-
though) are terms that explicitly signal discourse
relations within a text. Building a lexicon of DCs,
where each connective is mapped to the discourse
relations it can signal, is not an easy task. To
build such lexicons, it is necessary to have lin-
guists manually analyse the usage of individual
DCs through a corpus study, which is an expensive
endeavour both in terms of time and expertise. For
example, LEXCONN (Roze et al., 2012), a man-
ually built lexicon of French DCs, was initiated in
2010 and released its first edition in 2012. The
latest version, LEXCONN V2.1 (Danlos et al.,
2015), contains 343 DCs mapped to an average of
1.3 discourse relations. This project is still ongo-
ing as 37 DCs still have not been assigned to any
discourse relation. Because of this, only a lim-
ited number of languages currently possess such
lexicons (e.g. French (Roze et al., 2012), Span-
ish (Alonso Alemany et al., 2002), German (Stede
and Umbach, 1998)).

In this paper, we propose an approach to au-
tomatically map French DCs to their associated
PDTB discourse relations using parallel texts. Our

approach can also automatically identify the us-
age of a DC where the DC signals a specific dis-
course relation. This can help linguists to study a
DC in parallel texts and/or to find evidence for an
association between discourse relations and DCs.
Our approach is based on phrase tables generated
by statistical machine translation and makes no
assumption about the target language except the
availability of a parallel corpus with another lan-
guage for which a discourse parser exists; hence
the approach is easy to expand to other languages.

We applied our approach to the Europarl
corpus (Koehn, 2005) and generated Con-
coLeDisCo1, a lexicon mapping French DCs to
their associated Penn Discourse Treebank (PDTB)
discourse relations (Prasad et al., 2008a). To
our knowledge, ConcoLeDisCo is the first lexi-
con of French discourse connectives mapped to
the PDTB relation set. When compared to LEX-
CONN, ConcoLeDisCo achieves a recall of 0.81
and an Average Precision of 0.68 for the CONCES-
SION and CONDITION discourse relations.

2 Related Work

Lexicons of DCs have been developed for sev-
eral languages: English (Knott, 1996), Span-
ish (Alonso Alemany et al., 2002), German (Stede
and Umbach, 1998), Czech (Poláková et al.,
2013), and French (Roze et al., 2012). However,
constructing such lexicons requires linguistic ex-
pertise and is a time-consuming task.

Discourse connectives and their translations
have been studied within parallel texts by many
(Meyer, 2011; Meyer et al., 2011; Taboada and
de los Ángeles Gómez-González, 2012; Cartoni
et al., 2013; Zufferey and Degand, 2014; Zufferey
and Cartoni, 2014; Zufferey and Gygax, 2015;

1ConcoLeDisCo is publicly available at https://
github.com/mjlaali/ConcoLeDisCo.
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Hoek and Zufferey, 2015). These works have ei-
ther focused on the effect of the translation of
discourse connectives on machine translation sys-
tems (Meyer, 2011; Meyer et al., 2011; Cartoni
et al., 2013) or on a small number of discourse
connectives due to the cost of manual annotations
(Taboada and de los Ángeles Gómez-González,
2012; Zufferey and Degand, 2014; Zufferey and
Cartoni, 2014; Zufferey and Gygax, 2015; Hoek
and Zufferey, 2015).

To our knowledge, very little research has ad-
dressed the automatic construction of lexicons of
DCs. Hidey and McKeown (2016) proposed an
automatic approach to identify English expres-
sions that signal the CAUSAL discourse relation.
On the other hand, Laali and Kosseim (2014) au-
tomatically extracted French DCs from parallel
texts; however, they did not associate discourse
relations to the extracted DCs. The proposed ap-
proach goes beyond this work by mapping DCs to
their associated discourse relations.

3 Methodology

3.1 Corpus Preparation

For our experiments, we used the English-French
part of Europarl (Koehn, 2005) which contains 2
million2 parallel sentences. To prepare the dataset,
we parsed the English sentences with the CLaC
discourse parser (Laali et al., 2016) to identify En-
glish DCs and the discourse relation that they sig-
nal. The CLaC parser has been learned on Section
02-20 of the PDTB and can disambiguate the us-
age of the 100 English DCs listed in the PDTB
with an F1-score of 0.90 and label them with their
PDTB discourse relation with an F1-score of 0.76
when tested on the blind test set of the CoNLL
2016 shared task (Xue et al., 2016). This parser
was used because its performance is very close to
that of the state of the art (Oepen et al., 2016) (i.e.
0.91 and 0.77 respectively), but is more efficient at
running time than Oepen et al. (2016).

Note that since the CoNLL 2016 blind test set
was extracted from Wikipedia and its domain and
genre differ significantly from the PDTB, the 0.90
and 0.76 F1-scores of the CLaC parser can be
considered as an estimation of its performance on
texts with a different domain/genre such as Eu-
roparl.

22,007,723 to be exact.

3.2 Mapping Discourse Relations

To label French DCs with a PDTB discourse re-
lation, we assumed that if a French DC is aligned
to an English DC tagged with a discourse relation
Rel, then it should signal the same discourse rela-
tion Rel. For our experiment, we used the inven-
tory of 100 English DCs from the PDTB (Prasad
et al., 2008a) and the 371 French DCs from LEX-
CONN V2.1 (Danlos et al., 2015). For the map-
ping, we used the subset of 14 PDTB discourse
relations that was used in the CoNLL shared
task (Xue et al., 2015). This list is based on the
second-level types and a selected number of third-
level subtypes of the PDTB discourse relations.

To have statistically reliable results, we ignored
French DCs that appeared less than 50 times in
Europarl. Out of the 371 French DCs listed in
LEXCONN, seven do not appear in Europarl and
55 have a frequency lower than 50. This means
that 89% (309/371) of the French DCs have a fre-
quency higher than 50 and were thus used in the
analysis. A manual inspection of the infrequent
DCs shows that they are either informal (e.g. des
fois que) or rare expression (e.g. en dépit que).
Table 1 shows the distribution of the LEXCONN
French DCs in Europarl.

Freq. = 0 ≤ 50 > 50 Total
# FR-DC 7 55 309 371

Table 1: Distribution of LEXCONN French DCs
in the Europarl corpus.

We used the Moses statistical machine trans-
lation system (Koehn et al., 2007) to extract the
number of alignments between French DCs and
English DCs. As part of its translation model,
Moses generates a phrase table (see Table 2)
which aligns phrases between the language pairs.
The phrase table is constructed based on statisti-
cal word alignment models and contains the fre-
quency of the alignments between phrase pairs.
We used the Och and Ney (2003) heuristic and
combined IBM Model 4 word alignments (Brown
et al., 1993) to construct the phrase table.

Because an English DC can signal different dis-
course relations, to ensure that Moses’s phrase ta-
ble distinguishes the different usages of the same
English DC, we modified its English tokenizer so
that each English DC and its discourse relation
make up a single token. For example, the token
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‘although-CONCESSION’ will be created for the
DC although when it signals the discourse rela-
tion CONCESSION. Table 2 shows a few entries of
the phrase table for the French DC même si. As
the table shows, même si was aligned to three En-
glish DCs: although, labeled by the CLaC parser
as a CONTRAST or as a CONCESSION and to even
if and even though which were not tagged .

FR-DC EN-DC Relation Freq
même si even if - 2538
même si even

though
- 1895

même si although CONTRAST 1446
même si although CONCESSION 858

Table 2: A few entries of the phrase table for the
connective même si.

In total, 1,970 entries of the phrase table con-
tained a French DC, an English DC and a dis-
course relation3. From these, we computed the
number of times a French DC was aligned to each
discourse relation, then, created ConcoLeDisCo:
tuples of <FR-DC, Rel, Prob>, where FR-DC and
Rel indicate a French DC and a discourse relation
and Prob indicates the probability that FR-DC sig-
nals Rel. To calculate Prob, we divided the num-
ber of times FR-DC is associated to Rel by the fre-
quency of FR-DC in Europarl. In total, the ap-
proach generated a lexicon of 900 such tuples, a
few of which are shown in Table 3.

FR-DC Relation Prob
si CONDITION 0.27
même si CONCESSION 0.08
lorsque CONDITION 0.05
néanmoins CONCESSION 0.07

Table 3: A few entries of ConcoLeDisCo.

4 Evaluation

To evaluate ConcoLeDisCo, because LEXCONN
uses a different inventory of discourse relations
than the PDTB, we only considered the discourse
relations that are common across these invento-
ries: CONCESSION and CONDITION. According
to LEXCONN, 61 French DCs can signal a CON-
CESSION or a CONDITION discourse relation. Out

3We only considered entries whose texts are an exact
match of an English DC listed in the PDTB and a French
DC listed in LEXCONN.

of these, 44 have a frequency higher than 50 in
Europarl.

4.1 Automatic Evaluation

To measure the quality of ConcoLeDisCo, we
ranked the <FR-DC, Rel, Prob> tuples based
on their probability and measured the quality of
the ranked list using 11-point interpolated aver-
age precision (Manning et al., 2008). This curve
shows the highest precision at the 11 recall levels
of 0.0, 0.1, 0.2, ..., 1.0. This method allows us
to evaluate the ranked list without considering any
arbitrary cut-off point. As Figure 1 shows, the ap-
proach retrieved 50% of the French DCs in LEX-
CONN with a precision of 0.81.

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

Recall

Pr
ec

is
io

n

Figure 1: 11-Point Interpolated Average Precision
Curve.

In addition, we also computed Average Preci-
sion (AveP) (Manning et al., 2008); the average of
the precision obtained after seeing a correct LEX-
CONN entry in ConcoLeDisCo. More specifi-
cally, given a list of ranked tuples:

AveP =
1
N

N∑
i=1

Precision(DCi) (1)

where N is the number of LEXCONN French
DCs that signals the CONCESSION or CONDI-
TION discourse relations (i.e. 44), DCi is the
rank of the ith LEXCONN DC in ConcoLeDisCo,
and Precision(DCi) is the precision at the rank
DCi of the ranked tuples. It can be shown that
AveP approximates the area under the interpo-
lated precision-recall curve (Manning et al., 2008).
The proposed approach identified 36 (81%) of
these 44 French DCs with an AveP of 0.68.
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FR-DC Relation Jdg FR-DC Relation Jdg
à défaut de/if CONDITION X tout de même/nonetheless CONCESSION X
cependant/nonetheless CONCESSION X toutefois/nonetheless CONCESSION X
faute de/if CONDITION X pour autant/if CONDITION ×
malgré tout/nonetheless CONCESSION X sinon/if CONDITION ×
néanmoins/nonetheless CONCESSION X certes/although CONCESSION ×
nonobstant/although CONCESSION X lorsque/if CONDITION ×
quand même/nonetheless CONCESSION X pour que/if CONDITION ×

Table 4: Error analysis of the potential false positive entries. Xindicates newly discoursed mappings
which are not included in LEXCONN.

4.2 Manual Evaluation
In addition to the quantitative evaluation, we also
performed a manual analysis of the false-positive
errors to see if they really constituted errors. To
do so, we looked at the tuples with a probability
higher than 0.01 but which did not appear in LEX-
CONN. 14 such cases, shown in Table 4, were
found.

For example, while the French connective à
défaut de (#1 in Table 4) signals a CONDITION

discourse relation in Sentence (1) below, only the
EXPLANATION and the CONCESSION discourse
relations were associated with this connective in
LEXCONN.

(1) FR: À défaut de se montrer très ambitieux,
notre industrie, nos chercheurs et nos experts
ne disposeront purement et simplement pas
du brevet moderne dont ils ont besoin.
EN: If we are anything less than ambitious in
this field, we shall simply not provide our in-
dustry, our research and development experts
with the modern patent which they need.

To evaluate if these 14 cases were true mistakes,
we randomly selected five English-French parallel
sentences from Europarl that contained the French
DC and one of its English DC translations sig-
nalling the discourse relation. Then, we showed
the French DCs within their sentence to two na-
tive French speakers and asked them to confirm
if the discourse relation identified was indeed sig-
naled by the French DCs or not. The Kappa agree-
ment between the two annotators was 0.72. For
9 French connectives, both annotators agreed that
indicated that in at least one of the five sentences,
the discourse relation was signalled by the con-
nective. This indicates that 64% (9/14) are in fact
true-positives, i.e. correct mappings that are not
listed in LEXCONN. Table 4 shows the 14 pairs of

<FR-DC/English translation, Discourse relation>
used in the manual evaluation and indicates the
newly discovered mappings by X.

We also observed that if multiple explicit con-
nectives occur in the same clause (e.g. certes and
mais), one of them can affect the discourse rela-
tion signaled by the other. This is an interesting
phenomenon as it seems to indicate that the con-
nectives are not independent. For example, in Sen-
tence (2), the combination of certes and mais sig-
nals a CONCESSION discourse relation.

(2) FR: Cela coûte certes un peu plus cher, mais
est sans conséquence pour l’environnement.
EN: Although it is a little more expensive, it
does not harm the environment.

Note that according to LEXCONN, neither
certes nor mais can signal a CONCESSION dis-
course relation. The same phenomenon was also
reported in the PDTB corpus (Prasad et al., 2008b,
p. 5).

5 Conclusion and Future Work

In this paper, we proposed a novel approach to
automatically map PDTB discourse relations to
French DCs. Using this approach, we gener-
ated ConcoLeDisCo: a lexicon of French DCs
and their PDTB discourse relations. When com-
pared with LEXCONN, our approach achieved a
recall of 0.81 and an Average Precision of 0.68
for the CONCESSION and CONDITION discourse
relations. A manual error analysis of the false-
positives showed that the approach identified new
discourse relations for 9 French DCs which are
not included in LEXCONN. As future work, we
plan to evaluate all the discourse relations in Con-
coLeDisCo and apply the approach to other lan-
guages.
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Lluı́s Padró Cirera. 2002. Lexicón computacional
de marcadores del discurso. Procesamiento del
Lenguaje Natural 29:239–246.

Peter F. Brown, Vincent J. Della Pietra, Stephen
A. Della Pietra, and Robert L. Mercer. 1993.
The mathematics of statistical machine translation:
Parameter estimation. Computational linguistics
19(2):263–311.

Bruno Cartoni, Sandrine Zufferey, and Thomas Meyer.
2013. Annotating the meaning of discourse con-
nectives by looking at their translation: The
translation-spotting technique. Dialogue & Dis-
course 4(2):65–86.

L. Danlos, M. Colinet, and J. Steinlin. 2015. FDTB1:
Repérage des connecteurs de discours en corpus.
In Actes de la 22e conférence sur le Traitement
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Abstract

Full text discourse parsing relies on texts
comprehensively annotated with discourse
relations. To this end, we address a signif-
icant gap in the inter-sentential discourse
relations annotated in the Penn Discourse
Treebank (PDTB), namely the class of
cross-paragraph implicit relations, which
account for 30% of inter-sentential rela-
tions in the corpus. We present our anno-
tation study to explore the incidence rate
of adjacent vs. non-adjacent implicit rela-
tions in cross-paragraph contexts, and the
relative degree of difficulty in annotating
them. Our experiments show a high in-
cidence of non-adjacent relations that are
difficult to annotate reliably, suggesting
the practicality of backing off from their
annotation to reduce noise for corpus-
based studies. Our resulting guidelines
follow the PDTB adjacency constraint for
implicits while employing an underspeci-
fied representation of non-adjacent implic-
its, and yield 62% inter-annotator agree-
ment on this task.

1 Introduction

Empirical approaches for modeling discourse re-
lations rely on corpora annotated with such re-
lations, such as the PDTB (Prasad et al., 2008),
the RST-DT (Carlson et al., 2003), and the ANN-
ODIS corpus (Afantenos et al., 2012). The PDTB
is currently the largest of these annotated corpora
and widely used for theoretical and empirical re-
search on discourse relations. However, it does
not provide exhaustive annotation of its source
texts (Prasad et al., 2014). A critical kind of gap
is found within the class of inter-sentential rela-
tions, i.e., relations with arguments in different
sentences. In particular, while the PDTB pro-

vides annotations of explicit inter-sentential rela-
tions within and across paragraphs, and of implicit
relations between adjacent sentences within para-
graphs, it ignores cross-paragraph implicit rela-
tions. Ex. (1) illustrates the problem in a PDTB-
annotated text, showing 6 sentences (S1-S6) in the
first four paragraphs of a longer article. (Empty
lines indicate paragraph boundaries.) While all
annotation elements are not shown here, the key
issue to note is that the relations of sentences S2
and S3 with the prior text are left unannotated be-
cause they are paragraph-initial sentences lacking
any inter-sentential explicit connectives.

(1) S1: As competition heats up in Spain’s crowded bank
market, Banco Exterior de Espana is seeking to shed its
image of a state-owned bank and move into new activ-
ities.

(unannotated)
S2: Under the direction of its new chairman, Francisco
Luzon, Spain’s seventh largest bank is undergoing a
tough restructuring that analysts say may be the first
step toward the bank’s privatization.

(unannotated)
S3: The state-owned industrial holding company Insti-
tuto Nacional de Industria and the Bank of Spain jointly
hold a 13.94% stake in Banco Exterior.
(Conjunction)
S4: The government directly owns 51.4% and Fac-
torex, a financial services company, holds 8.42%.
(Conjunction)
S5: The rest is listed on Spanish stock exchanges.

(Contrast)
S6: Some analysts are concerned, however, that Banco
Exterior may have waited too long to diversify from its
traditional export-related activities.

There are more than 12K such unannotated to-
kens in the current version of PDTB (PDTB-2),
constituting 30% of all inter-sentential discourse
contexts and 87% of all cross-paragraph inter-
sentential contexts. Furthermore, research on dis-
course parsing shows that there is value in filling
these gaps. For example, Pitler et al. (2009) re-
port improvements in implicit relation sense clas-
sification with a sequence model. And more re-
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cent systems, including the best systems (Wang
and Lan, 2015; Oepen et al., 2016) at the re-
cent CONLL shared tasks on PDTB-style shal-
low discourse parsing (Xue et al., 2015, 2016),
while not using a sequence model, still incorpo-
rate features about neighboring relations. Such
systems have many applications, including sum-
marization (Louis et al., 2010), information ex-
traction (Huang and Riloff, 2012), question an-
swering (Blair-Goldensohn, 2007), opinion anal-
ysis (Somasundaran et al., 2008), and argumenta-
tion (Zhang et al., 2016).

This paper describes our experiments in an-
notating cross-paragraph implicit relations in the
PDTB (Section 2), with the goal of producing a
set of guidelines (Section 3) to annotate such rela-
tions reliably (Section 4) and produce a represen-
tative dataset annotated with complete sequences
of inter-sentential relations.

Our main findings from the experiments are as
follows:

• The ratio of cross-paragraph implicit rela-
tions between non-adjacent sentences and be-
tween adjacent sentences is almost 1 to 1
(47% vs 51% in our experiment). This is sim-
ilar to the distribution of cross-paragraph ex-
plicit relations (Prasad et al., 2010). Hence,
non-adjacency is a non-trivial factor to con-
sider when annotating cross-paragraph im-
plicit relations.

• Inter-annotator agreement for the non-
adjacent cross-paragraph implicits is
substantially lower compared to their ad-
jacent counterparts (47% versus 68%).
Furthermore, the disagreements, while
possible to resolve through discussion, are
time-consuming and therefore prohibitive to
large-scale annotation.

On the basis of these findings, we established
the following guidelines for our annotation of
cross-paragraph implicit relations:

• We fall back to the PDTB strategy of
fully annotating only adjacent implicit rela-
tions, while also employing an underspeci-
fied marking of non-adjacent ones.

• We introduce new guidelines to (a) better rep-
resent the inter-dependency of relations in a

text, (b) represent new senses we have en-
countered, and (c) better represent the rela-
tion of entity-based coherence. These new
guidelines are discussed at various points in
Section 3.

We achieve a final overall agreement of 62%
with our guidelines.

We discuss related work in Section 5 and con-
clude in Section 6, outlining our goals for this task
and future work beyond.

2 A Brief Review of PDTB

Our study is carried out within the annota-
tion framework of the PDTB, and incorporates
the most recent PDTB (PDTB-3) sense hierarchy
(Webber et al., 2016), shown in Fig. 1 (with two
modifications – see Section 3.2). Annotated over
the ˜1 million word WSJ corpus (Marcus et al.,
1993), the PDTB follows a lexically-grounded ap-
proach to the representation of discourse relations
(Webber et al., 2003) while remaining theory-
neutral in its annotation approach. Discourse rela-
tions are taken to hold between two abstract object
arguments, named Arg1 and Arg2 using syntac-
tic conventions, and are triggered either by explicit
connectives (Ex. 2) or, otherwise, by adjacency be-
tween clauses and sentences. (Throughout the pa-
per, the expression of a relation is underlined, its
Arg2 is bolded, its Arg1 is italicized, and its type
and sense are in parentheses.)

(2) The Manhattan U.S. attorney’s office stressed crimi-
nal cases from 1980 to 1987, averaging 43 for every
100,000 adults.
(Explicit, Contrast)
But the New Jersey U.S. attorney averaged 16.

(3) So far, the mega-issues are a hit with investors.
(Implicit, Arg2-as-instance, For example)
Earlier this year, Tata Iron & Steel Co.’s offer of
$355 million of convertible debentures was oversub-
scribed.

(4) When the plant was destroyed, ”I think everyone got
concerned that the same thing would happen at our
plant,” a KerrMcGee spokeswoman said.
(AltLex, Reason)
That prompted Kerr-McGee to consider moving
the potentially volatile storage facilities and cross-
blending operations away from town.

(5) The proposed petrochemical plant would use naph-
tha to manufacture the petrochemicals propylene and
ethylene and their resin derivatives, polypropylene and
polyethylene.
(EntRel)
These are the raw materials used in making plastic
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Figure 1: PDTB-3 Sense Hierarchy (Webber et al., 2016) Modified to Include Arg1/Arg2-as-instance
and Hypophora. Only asymmetric relations are specified further at Level-3, to differentiate directionality
of the arguments. Superscript symbols on Level-2 senses indicate features for implicit beliefs (+/-β) and
speech-acts (+/-ζ) that may or may not be associated with one of the defined arguments of the relation.

(6) The executive producer of ”Saturday Night With Con-
nie Chung,” Andrew Lack, declines to discuss re-
creations as a practice or his show, in particular. ”I
don’t talk about my work,” he says.
(NoRel)
The president of CBS News, David W. Burke, didn’t
return numerous telephone calls.

In adjacent contexts not related by a connective,
an inferred relation is annotated as either an im-
plicit relation (Ex. 3) when it can be expressed
by inserting a connective, or an AltLex (alterna-
tively lexicalized) relation (Ex. 4) if insertion of a
connective leads to a perception of relation redun-
dancy, indicating the presence of some alternative
lexico-syntactic marking of the relation. When a
discourse relation is not inferred, the context is an-
notated as EntRel (Ex. 5) if an entity-based rela-
tion is perceived, and as NoRel (Ex. 6) otherwise.
Section 3.2 discusses in further detail how the En-
tRel and NoRel relations are used in PDTB.

Where a relation’s arguments can be annotated
depends on the type of relation. The Arg2 of
explicit relations is always some part of the sen-
tence or clause containing the connective, but the
Arg1 can be anywhere in the prior text. For all
other relation types, Arg1 and Arg2 are only an-
notated when adjacent. Arguments can be ex-
tended to include additional clauses/sentences in
all cases except NoRel, but a minimality constraint
requires inclusion of only the minimally necessary
text needed to interpret the relation.

3 The Experiment

To identify challenges and explore the feasibility
of annotating cross-paragraph implicit relations on
a large scale, texts from the PDTB corpus were
selected to cover a range of sub-genres (Webber,
2009) and lengths. These texts contained 440 cur-
rent paragraph first sentence (CPFS) tokens (ex-
cluding the first sentence in each text) not already
related to the prior text by an inter-sentential ex-
plicit connective. These tokens were annotated in
the PDTB Annotation Tool (Lee et al., 2016) over
the three phases described below.

3.1 Phase One
Phase One involved guidelines training and de-
veloping a preliminary understanding of the task.
Two expert annotators worked together to discuss
and annotate 10 texts (130 tokens) with the PDTB
guidelines, except we did not enforce the PDTB
adjacency constraint in order to explore the full
complexity of the task. Each token was anno-
tated for its type (Implicit, EntRel or Altlex), sense
(Fig. 1), and minimal argument spans. From this
exercise, two observations emerged. First, while
52% of the CPFS tokens took their prior (Arg1) ar-
gument from a unit involving the prior paragraph’s
last sentence (PPLS), the remaining 48% of the
CPFSs took their Arg1 from somewhere else in
the prior discourse, i.e. formed a non-adjacent
relation. This suggested that the argument distri-
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bution of cross-paragraph implicits was similar to
that of cross-paragraph explicits, which are also
non-adjacent roughly half (51%) the time (Prasad
et al., 2010). Thus, whether this would be shown
more generally became a hypothesis to explore in
Phase Two.

Second, it was found that working together, the
two annotators could isolate and agree upon the
arguments not only of the adjacent implicit rela-
tions, but also the non-adjacent ones. Therefore,
and also because of the observed high incidence of
non-adjacent relations, a second hypothesis to ex-
plore in Phase Two became whether both adjacent
and non-adjacent Arg1s could be reliably identi-
fied and annotated. Ex. (7) shows a CPFS (Arg2)
and its Arg1 in a non-adjacent Contrast relation.
In this case, the intervening material is excluded
because of the minimality constraint: it only pro-
vides further detail about the Arg1 eventuality and
can thus be excluded without loss of interpretation.

(7) Kidder, Peabody & Co. is trying to struggle back.

Only a few months ago, the 124-year-old securities firm
seemed to be on the verge of a meltdown, racked by
internal squabbles and defections. Its relationship with
parent General Electric Co. had been frayed since a
big Kidder insider-trading scandal two years ago. Chief
executives and presidents had come and gone.

(Contrast, But)
Now, the firm says it’s at a turning point. By the end
of this year, 63-year-old Chairman Silas Cathcart – the
former chairman of Illinois Tool Works who was de-
rided as a ”tool-and-die man” when GE brought him in
to clean up Kidder in 1987 – retires to his Lake Forest,
Ill., home, possibly to build a shopping mall on some
land he owns.

3.2 Phase Two
Based on Phase One observations, we decided in
Phase Two to fully explore the feasibility of reli-
ably annotating adjacent and non-adjacent cross-
paragraph implicits. To this end, a further 103 to-
kens (10 texts) were separately annotated by each
annotator for type, sense and minimal argument
spans, regardless of whether arguments were adja-
cent or non-adjacent.

Table 1 presents the results of the Phase Two
study. As shown, the adjacency distribution of
arguments in the 76% (45%+31%) tokens agreed
to be adjacent (46/103) or non-adjacent (32/103)
supports our hypothesis that non-adjacent cross-
paragraph implicit relations occur with high fre-
quency (32/78, 41%), approaching half of all
agreed tokens. For each of these agreed tokens, we
computed sense and argument agreement to obtain

Arg1-Arg2 Tokens Count Pct RelPct
Agree Adjacent: 46 45% 100%
Exact Match 11 11% 24%
Sent-level Match 3 3% 7%
Agree Sense, Args Overlap 14 14% 30%
Disagree Sense 18 17% 39%
Agree Non-Adjacent: 32 31% 100%
Exact Match 7 7% 22%
Sent-level Match 5 5% 16%
Agree Sense, Args Overlap 3 3% 9%
Agree Sense, Args Disagree 3 3% 9%
Disagree Sense 14 14% 44%
Disagree Adjacent/Non 25 24% 100%

Table 1: Cross-Paragraph Implicit Relations,
Phase Two Agreement Counts, Percentages over
all Tokens (Pct) and Relative Percentages over
Subgroups (RelPct). 103 Tokens, 10 Texts.

(a) ‘Exact Match’, i.e., fully agreed for type, sense,
and argument spans, (b) ‘Sent-level match’, i.e.,
slightly relaxing the minimality constraint sub-
sententially to include tokens agreed for type and
sense whose argument boundaries only disagreed
inside a sentence boundary (e.g. because one an-
notator included an adjunct clause the other ex-
cluded), (c) ‘Agree Sense, Args Overlap’, i.e., re-
laxing the minimality constraint supra-sententially
to include tokens agreed for type and sense whose
Arg1 and Arg2 boundaries overlapped but did not
exactly match (e.g. because one annotator in-
cluded additional sentence(s) the other considered
non-minimal), (d) ‘Agree Sense, Args Disagree’,
i.e., agreed for type and sense but unmatched in all
of the aforementioned ways, which can only occur
for non-adjacent relations and not adjacent rela-
tions, and (e) ‘Disagree Sense’, i.e., disagreed as
to type or sense, although arguments may or may
not have matched in some way.

As the table shows, Exact Match agreement was
low at 18% (11%+7%) for both adjacent (11/103)
and non-adjacent (7/103) relations, illustrating the
difficulty of the task. Agreement is boosted
to 26% (26/103) when including Sentence-Level
matches on argument spans (3 adjacent and 5 non-
adjacent) and to 43% (43/103) when including to-
kens that matched for type and sense and had over-
lapping spans (14 adjacent and 3 non-adjacent),
which we also take as the overall agreement on
the task, with the most relaxed metric for argu-
ment span agreement. The table also shows that
with this metric, agreement was worse for non-
adjacent relations ((7+5+3)/32, 47%) than adja-
cent relations ((11+3+14)/46, 61%).
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Discussion of the disagreements showed that
while it was almost always possible to reach con-
sensus, the time and effort required was often
much greater for non-adjacent relations – twice
the amount of time required for adjacent relations
– and therefore prohibitive to large-scale annota-
tion. Therefore a decision was made to maintain
the PDTB adjacency constraint and focus on full
annotation of only adjacent relations. Tokens per-
ceived as forming a non-adjacent implicit relation
would be annotated as NoSemRel, as described
below, providing an underspecified marking to in-
dicate its presence.

Also based on the Phase Two findings, two
further enhancements were made to the PDTB-2
guidelines. First, two new senses were introduced
(Fig. 1), as illustrated in Exs. (8-9). Our texts
provide evidence of both directionalities for the
asymmetric Instantiation sense, and so its Level-
3 labels, Arg1-as-instance and Arg2-as-instance,
were introduced. Arg2-as-instance is the more
common case. In addition, a Hypophora la-
bel was introduced as a placeholder for question-
answer pairs, until further study can shed light on
the appropriate senses to capture their semantics.

(8) NBC’s re-creations are produced by Cosgrove-Meurer
Productions, which also makes the successful prime-
time NBC Entertainment series Unsolved Mysteries.

(Arg1-as-instance, More generally)
The marriage of news and theater, if not exactly in-
evitable, has been consummated nonetheless.

(9) How can we turn this situation around?

(Hypophora)
Reform starts in the Pentagon.

The second enhancement involves a refinement
of the EntRel and NoRel labels. In the absence
of a semantic discourse relation between adjacent
sentences, the PDTB-2 labels the relation between
them as follows: (a) as EntRel if an entity-based
coherence relation holds between Arg1 and Arg2
and the discourse is expanded around that entity
in Arg2, either by continuing the narrative around
it or supplying background about it; (b) as EntRel
if (a) doesn’t hold but some entity co-reference ex-
ists between Arg1 and Arg2 (even if an implicit re-
lation also holds between Arg2 and a non-adjacent
sentence); (c) as NoRel if neither (a) nor (b) holds
(even if an implicit relation also holds between
Arg2 and a non-adjacent sentence); and (d) as
NoRel if none of (a)-(c) hold, which occurs when

Arg2 is not part of the discourse (e.g., bylines or
the start of a new article in a single WSJ file).

However, given our goal to encode the presence
of non-adjacent implicit relations, the manner in
which these labels are currently assigned is a prob-
lem because this information is spread across both
labels, by way of scenarios (b) and (c) above. Fur-
ther, (a) and (b) confound the presence of a seman-
tic coherence relation with the presence of corefer-
ence. Both of these considerations therefore led us
to create two new labels for our task: SemEntRel
(Semantic EntRel) for scenario (a), to unambigu-
ously identify cases of entity-based coherence re-
lations, and NoSemRel for scenarios (b) and (c),
to unambiguously identify cases of non-adjacent
implicit relations. To maintain consistency with
the PDTB-2 corpus, the EntRel label for (b) was
noted as a comment feature where relevant. Sce-
nario (d) continued to be labeled as NoRel.

A SemEntRel relation is shown in Ex. (10),
where Arg2 provides background about the ”hu-
manitarian assistance” conceptual entity in Arg1.
Though not yet applied to the rest of PDTB-2,
we find Semantic Entrels occur quite frequently in
cross-paragraph contexts (see Section 4). An ex-
ample of a NoSemRel relation is the underspec-
ified annotation of the non-adjacent relation of
Ex. (7), shown below as Ex. (11).
(10) And important U.S. lawmakers must decide at the end

of November if the Contras are to receive the rest of
the $49 million in so-called humanitarian assistance
under a bipartisan agreement reached with the Bush
administration in March.

(SemEntRel)
The humanitarian assistance, which pays for sup-
plies such as food and clothing for the rebels
amassed along the Nicaraguan border with Hon-
duras, replaced the military aid cut off by Congress
in February 1988.

(11) Only a few months ago, the 124-year-old securities
firm seemed to be on the verge of a meltdown, racked
by internal squabbles and defections. Its relationship
with parent General Electric Co. had been frayed since
a big Kidder insider-trading scandal two years ago.
Chief executives and presidents had come and gone.

(NoSemRel)
Now, the firm says it’s at a turning point. By the end
of this year, 63-year-old Chairman Silas Cathcart – the
former chairman of Illinois Tool Works who was de-
rided as a ”tool-and-die man” when GE brought him in
to clean up Kidder in 1987 – retires to his Lake Forest,
Ill., home, possibly to build a shopping mall on some
land he owns.

3.3 Phase Three
Employing the enhancements to the PDTB-2
guidelines developed during Phase Two, 207
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CPFS-PPLS implicit relation tokens from 34 texts
were separately annotated by the two annotators
in Phase Three for type, sense and minimal
argument spans. However, prior to initiating the
Phase Three annotation, all Phase One and Phase
Two texts were reannotated by the two annotators
according to the enhanced guidelines, and a close
analysis of the disagreements was performed.
This yielded three recurring patterns of disagree-
ments as well as procedures for resolving them
via careful application of the guidelines, detailed
below.

a) Multi-sentential or discontinuous argu-
ments may exclude supporting relations. Mini-
mality requires that all and only the semantic ma-
terial minimally needed to interpret a relation be
specified by its arguments. Therefore, relations
that support Arg1 and Arg2 but aren’t necessary
for their interpretation should be excluded from
those arguments’ boundaries. Common support-
ing relations typically excluded include Arg2-as-
Instance, Arg2-as-Detail, and Reason, as well as
Semantic Entrel or Temporal relations that sup-
ply background information. Ex. (12) shows sup-
porting sentences after the CPFS that are excluded
from Arg2 for minimality.

(12) Although bullish dollar sentiment has fizzled, many
currency analysts say a massive sell-off probably won’t
occur in the near future.

(Implicit, Reason, because)
While Wall Street’s tough times and lower U.S. in-
terest rates continue to undermine the dollar, weak-
ness in the pound and the yen is expected to offset
those factors. ”By default,” the dollar probably will
be able to hold up pretty well in coming days, says
Francoise Soares-Kemp, a foreign-exchange adviser at
Credit Suisse. ”We’re close to the bottom” of the near-
term ranges, she contends.

b) A CPFS may appear to relate to both an
adjacent and a non-adjacent unit. Often, how-
ever, the adjacent unit will be providing support-
ing content to the non-adjacent unit, rather than
continuing the more global narrative flow. The
stronger relation in this case will be the non-
adjacent one. E.g., in Ex. (13), Arg2 creates an In-
stantiation relation regarding the names of specific
judges to be included. Some annotators may per-
ceive this relation as capable of being formed with
the prior adjacent sentence or the non-adjacent
italicized one. However, the prior adjacent sen-
tence itself provides supporting detail on the ital-
icized one, concerning the number of judges to

be included. Thus, the adjacent sentence and the
bolded sentence are neither directly related them-
selves, nor advancing the more global narrative
flow. Therefore, this token is labeled NoSemRel.

(13) Several organizations, including the Industrial
Biotechnical Association and the Pharmaceutical
Manufacturers Association, have asked the White
House and Justice Department to name candidates
with both patent and scientific backgrounds. The
associations would like the court to include between
three and six judges with specialized training.

(NoSemRel)
Some of the associations have recommended Dr.
Alan D. Lourie, 54, a former patent agent with a
doctorate in organic chemistry who now is associate
general counsel with SmithKline Beckman Corp. in
Philadelphia.

c) Multiple tokens can relate differently to
the same sentence. Often in the PDTB, texts
begin with a single complex sentence followed
by other sentences or paragraphs each discussing
some aspect of it. By minimality, tokens should
only be grouped into a single Arg2 if they share
the same relation to the same Arg1 unit. The text
in Ex. 7 provides an illustration of this. The itali-
cized and bolded CPFSs together form the Arg2
of an Arg2-as-detail relation with the first sen-
tence, providing detail on the eventuality of the
company trying to struggle back. In contrast, in
Ex. (14), the bolded Arg2 in the first CPFS pro-
vides detail on the trade deficit worsening in the
first sentence. The bolded Arg2 in the second
CPFS, on the other hand, displays entity coref-
erence with the first bolded unit, but more gen-
erally and strongly, continues the global narrative
flow about the Treasury Department’s statement,
that is, it is in a SemEntRel relation with the non-
adjacent Arg1 (in italics). Given the new guide-
lines for Phase Three, the relation is thus labeled
NoSemRel.

(14) The Treasury Department said the U.S. trade deficit
may worsen next year, after two years of significant im-
provement.

(Implicit=Arg2-as-detail)
In its report to Congress on international economic
policies, the Treasury said that any improvement in
the broadest measure of trade, known as the cur-
rent account, ”is likely at best to be very modest,”
and ”the possibility of deterioration in the current
account next year cannot be excluded.”

(NoSemRel)
The statement was the U.S. government’s first ac-
knowledgement of what other groups, such as the
International Monetary Fund, have been predicting
for months.
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Arg1-Arg2 Pairs Count Pct RelPct
Agree Adjacent: 95 46% 100%
Exact Match 40 19% 42%
Sent-level Match 13 7% 14%
Agree Sense, Args Overlap 12 6% 13%
Disagree Sense 30 14% 31%
Agreed Non-Adjacent: 63 30% 100%
Disagreed Adjacent/Non 49 24% 100%

Table 2: Cross-Paragraph Implicit Relations,
Phase Three Agreement, 207 Tokens, 34 Texts.

4 Results and Discussion

Table 2 presents the Phase Three inter-annotator
agreement results. As shown, agreement on
whether a relation was adjacent (95) or non-
adjacent (63) was approximately the same as in
Phase Two, at 76% (46%+30%), Furthermore,
over these 158 (95+63) tokens, the proportion of
non-adjacent tokens (63/158, 40%) was similar to
Phase Two, again supporting our hypothesis about
their high frequency. Because of the backoff to
annotating only adjacent cross-paragraph implicit
relations, overall agreement with the most relaxed
metric on argument spans1 is higher in Phase
Three (62%) than in Phase Two (43%). However,
there is also substantial improvement in the sense
annotation of the adjacent discourse relations,
from 61% in Phase Two to 69% (42%+14%+13%)
in this phase,2 which we attribute partly to our en-
hanced guidelines for annotating SemEntRel. The
increase in tokens agreed on sense also more ac-
curately represents the agreement on arguments.
Exactly matched arguments show an increase to
42% from 24% in Phase Two and there are fewer
disagreements due to supra-sentential overlapping
spans, which have reduced to 13% from 30% in
Phase Two. The number of sentence-level dis-
agreements increased to 14% from 7% in Phase
Two, but most of these reflect minor syntactic dif-
ferences (e.g., inclusion/exclusion of adjuncts or
attributions) rather than semantic ones.

Following Phase Three, gold standard annota-
tions were produced through consensus labeling
over all phases. Table 3 shows the counts and
percentages for each token type. Of the 440 to-
kens, 207 (47%) conveyed a non-adjacent relation
and thus the adjacent relation was labeled NoSem-

1Exact Match + Sent-Level Match + Agree Sense, Args
Overlap + Agreed Non-Adjacent

2The sense agreement for this task is on par with the
agreement for intra-paragraph implicit relations reported in
Miltsakaki et al. (2004).

Implct AltLex SemEnt NoSmRel NoRel
Ct 152 8 62 207 11
Pct 35% 2% 14% 47% 3%

Table 3: Gold Cross-Paragraph Implicit Relation
Counts and Percentages Across All Phases, 440
Tokens, 54 Texts.

Rel, confirming our initial hypothesis of an almost
equal distribution of cross-paragraph adjacent and
non-adjacent implicit relations. Among the re-
maining 233 (53%) tokens, 153 (35%) were of the
Implicit type in that a connective could be inserted
to express the relation, while 8 (2%) conveyed the
relation through an AltLex. 62 (14%) tokens were
annotated as SemEntRels, and 11 (3%) were an-
notated as NoRels. Table 4 presents the counts
and percentages for the Implicit and AltLex gold-
labeled senses. As shown, Arg2-as-Detail occurs
most frequently but still accounts for only 40%
of the relations. Six other senses occurring with
5% or greater frequency account for 45% of the
tokens, and include Conjunction (12%), Arg2-as-
instance (9%), Reason (7%), Result (6%), Arg2-
as-denier (6%) and Contrast (5%). The remaining
15% of the tokens occurring with less than 5% fre-
quency are spread across nine different senses.

5 Related Work

Given that the end goal of this research is to pro-
duce full-text annotation of discourse relations,
in this section we compare our work with two
related approaches to full text discourse relation
annotation, focusing on how they handle non-
adjacent discourse relations, or in other words,
long-distance discourse relation dependencies.

In the RST-based (Mann and Thompson, 1988)
RST-DT corpus (Carlson et al., 2003), texts are
first segmented into elementary discourse units
(EDUs) and relations are then built recursively
(i.e., as trees) between increasingly complex adja-
cent structures. Long-distance dependencies come
about when the “nuclear” elements within a pair
of complex adjacent structures are not adjacent in
the text. In this approach, then, long-distance de-
pendencies fall out as a function of the theory and
its implementation in the annotation procedure. A
disadvantage of such an approach, however, is that
it tends to undervalue the evaluation and intuition
of annotators with regards to such dependencies
(Stede, 2012). As illustration, in the RST-DT tree
(Fig. 2) for Ex. (15), the Antithesis relation clearly
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Types Senses (Count/Relative Percent of 160)
Detail2 Conjunction Instance2 Reason Result Denier2 Contrast Precedence

Implicit 62/39% 18/11% 13/8% 11/7% 10/6% 9/6% 8/5% 7/4%
AltLex 2/1% 1/<1% 2/1% 0 0 0 0 0

Equivalence Reason+β Detail1 Instance1 Synchronous Hypophora Result+β Succession
Implicit 3/2% 3/2% 2/1% 2/1% 1/<1% 1/<1% 1/<1% 1/<1%
AltLex 0 1/<1% 0 0 1/<1% 0 0 1/<1%

Table 4: Gold Cross-Paragraph Adjacent Implicit and AltLex Sense Counts and Relative Percentages
Across All Phases, 160 Tokens. Detail(1/2) = Arg(1/2)-as-detail; Instance(1/2) = Arg(1/2)-as-instance;
Denier2 = Arg2-as-denier.

Figure 2: RST Structure for Ex. (15). Intra-
sentential relations are not shown. Nodes are la-
beled with RST mononuclear (n-s) or multinuclear
(n-n) relations and leaves are anchored by sen-
tences IDs marked with their nuclearity status.

seems to hold between S3 and S6, but this does not
fall out from the RST-DT annotation, where S1 is
promoted as the nucleus of the S1-S5 complex, not
S3.

(15) S1: FEDERAL PROSECUTORS are concluding
fewer criminal cases with trials.

S2: That’s a finding of a new study of the Justice De-
partment by researchers at Syracuse University.
S3: David Burnham, one of the authors, says fewer tri-
als probably means a growing number of plea bargains.
S4: In 1980, 18% of federal prosecutions concluded at
trial; in 1987, only 9% did.

S5: The study covered 11 major U.S. attorneys’ offices
– including those in Manhattan and Brooklyn, N.Y.,
and New Jersey – from 1980 to 1987.

S6: The Justice Department rejected the implication
that its prosecutors are currently more willing to plea
bargain.
S7: ”Our felony caseloads have been consistent for 20
years,” with about 15% of all prosecutions going to
trial, a department spokeswoman said.

Like the RST-DT corpus, The SDRT-based
(Asher and Lascarides, 2003) ANNODIS corpus
(Afantenos et al., 2012) also constructs hierarchi-
cal structures - termed complex discourse units

(CDUs) - out of EDUs. A structure like Fig. 2
is thus possible in that corpus. However, CDUs
are explicitly distinguished from EDUs in ANN-
ODIS and there is at present no analogous con-
cept of nuclearity within the theory that would
promote some EDU(s) to become the prominent
nucleus of the complex. The problem of iden-
tifying minimal arguments in long-distance de-
pendencies is therefore sidestepped in the cor-
pus; instead, the whole CDU serves as the ar-
gument. Nevertheless, identifying minimal argu-
ments based on some principle, whether through
annotation guidelines such as PDTB’s “minimal-
ity constraint” or through theoretical mechanisms
such as RST-DT’s “nuclearity principle”, is im-
portant in eliminating noise from the arguments.
For example, a learning algorithm extracting fea-
tures from non-minimal argument spans for sense
labeling would wind up with a lot of extrane-
ous or conflicting data. It is also an open ques-
tion as to whether the speaker/hearer retains or re-
quires such hierarchically-structured non-minimal
complex units when establishing/interpreting dis-
course relations in speech/text. In many other re-
spects, however, the ANNODIS approach is on par
with the one addressed in this paper. Relations
are defined in semantic terms, and long-distance
relations are annotated regardless of whether or
not they may lead to crossing dependencies in the
emergent composite discourse structures.

6 Conclusion and Future Work

In sum, our study shows that adjacent implicit
discourse relations across paragraphs can be an-
notated reliably. Furthermore, the gold-standard
sense distributions found in our study, together
with the frequency of Semantic EntRels, suggest
that cross-paragraph implicit relations carry varied
semantic content in substantial proportions and are
therefore worth annotating. Given this, one goal
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of our future work is to annotate ˜200 texts of the
PDTB corpus with adjacent cross-paragraph im-
plicit relations, following the enhanced guidelines
developed here, and publicly distribute the anno-
tations via github.3 The subset of texts to be anno-
tated contain approximately 700 tokens of cross-
paragraph implicit relations, which we have esti-
mated (from our Phase1 to Phase3 annotations) to
require 3 minutes per token on average, i.e., ap-
proximately 35 hours of annotation time per an-
notator. Once this corpus is completed, we can
then study the distribution of senses and patterns
of senses in the texts, along the lines of Pitler et al.
(2008), but now over full text relation sequences.
In addition, the high incidence of the underspec-
ified implicit non-adjacent relations found in this
study suggests the value of developing guidelines
for their more difficult annotation to ensure it can
be done reliably, and thus, this is a goal of our fu-
ture work as well.

More generally, our study is the first to quan-
titatively assess the difficulty of annotating long-
distance discourse relation dependencies. We find
that annotating non-adjacent cross-paragraph im-
plicit relations is difficult and time-consuming.
Another future goal is, therefore, to develop more
effective tools and methodologies to increase an-
notation ease, speed and reliability. These in-
clude enhancements to the PDTB annotation tool
to better allow simultaneous visualization of inter-
sentential relations and their arguments in a text.
In addition, a two-pass annotation methodology
would allow the more difficult cross-paragraph
non-adjacent implicit relations to be annotated in
a second pass. Sequences of inter-sentential rela-
tions from the first pass could then reveal system-
atic structures to inform the second pass.
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Abstract

We test state of the art dialogue systems
for their behaviour in response to user-
initiated sub-dialogues, i.e. interactions
where a system question is responded to
with a question or request from the user,
who thus initiates a sub-dialogue. We look
at sub-dialogues both within a single app
(where the sub-dialogue concerns another
topic in the original domain) and across
apps (where the sub-dialogue concerns a
different domain). The overall conclusion
of the tests is that none of the systems
can be said to deal appropriately with user-
initiated sub-dialogues.

Index Terms: dialogue, dialogue systems, dia-
logue management, human-machine interaction,
dialogue structure

1 Introduction

This paper follows Larsson (2015) in taking a look
at how dialogue systems from some of the major
players on the market actually deal with some con-
versational behaviours frequently encountered in
human-human dialogue. It should be noted that
the tests necessarily reflect the behaviour of the
systems tested at the time of the test. As any other
app in your mobile, conversational agents are fre-
quently updated and new behaviours are added.
The tests described here were carried out in March
2017.

The work presented here builds on the “Trindi
Tick-list” (Bos et al., 1999) which was constructed
in the TRINDI project1 to examine whether certain
dialogue behaviours can be reliably manifested by
a dialogue system. The original tick-list is still be-
ing used (Hofmann et al., 2014), and there have

1http://www.ling.gu.se/projekt/trindi/

been later revisions and amendments (although
these remain to be published). With the advent
of widely available spoken dialogue systems in
smartphones, the kind of evaluation exemplified
by the Trindi Tick-list has again become relevant.

In this paper, we will choose a small sub-
set of the questions in the current tick-list, and
investigate how systems deal with dialogue be-
haviours related to user-initiated sub-dialogues,
i.e. cases where a system question is responded
to with a user question (or request). According to
Łupkowski and Ginzburg (2013), responding to a
query with a query is a common occurrence, rep-
resenting on a rough estimate more than 20% of
all responses to queries found in the British Na-
tional Corpus. Also, many of us are used to being
able to multi-task using our computers and smart-
phones, jumping back and forth at will between
several apps or programs, and there seems to be
no particular reason why we should not be able to
do so just because we are interacting using spoken
dialogue.

2 The systems in the test

We tested five systems: Siri2, API.AI3, Houndify4,
Cortana5 and Alexa6. The choice of these sys-
tems was based on (1) availability, (2) being rea-
sonably well-known, and (3) allowing testing the
dialogue phenomena in question7. While previous
tests (Larsson, 2015) used complete off-the-shelf

2http://www.apple.com/ios/siri/
3https://api.ai/
4https://www.houndify.com/
5https://www.microsoft.com/en-us/

mobile/experiences/cortana/
6https://developer.amazon.com/alexa
7For example, the Google Assistant and Google Home

systems rarely if ever ask questions to the user; instead, they
generally try to take whatever information they have and do
something with it. This means that there no natural place to
initiate a sub-dialogue when interacting with these systems.
For these reasons, they have not been included in this test.
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end-to-end dialogue applications (e.g. for calling
people up), the market has shifted towards offering
developers various degrees of freedom and support
in implementing dialogue applications on top of
a dialogue system (or dialogue system platform).
In this respect, the systems in the test differ to a
large extent – not only with respect to the extent to
which they support various dialogue behaviours,
but also as to whether they offer any dialogue man-
agement capabilities at all. Roughly speaking, the
systems fall into three broad classes:

• Closed systems: A fixed set of non-
configurable dialogue applications (e.g. Siri).

• Configurable service platforms provide di-
alogue management and domain implemen-
tations8; developers select domains and con-
nect services to these ready-made domain im-
plementations (e.g. SiriKit, Houndify9).

• Domain development platforms provide
generic dialogue management; developers
implement their own domains or select from
a set of predefined domains (e.g. API.AI,
(Houndify10))

• Dialogue shells offer ASR, NLU and TTS;
developers implement dialogue managers
(including domain implementations) (e.g.
Cortana, Alexa).

In Section 3, we discuss some complications
arising from applying a single test to systems of
all four classes. First, however, we provide a brief
description of each of the tested systems.

2.1 Siri
Siri runs on the iPhone and on a variety of Apple
devices. SiriKit11 offers some minimal opportu-
nities for developers to connect their own exter-
nal services to Siri, but only for a limited range of
service types (currently VoIP calling, messaging,
payments, photo and workouts) for which ready-
made language understanding and dialogue man-
agement knowledge is provided by Siri (and un-
available for developers). For each service type, a

8Roughly, we use (dialogue) app to refer to the entity with
which a user communicates about a certain domain, given
some domain implementation encoding the knowledge re-
quired to talk about that domain.

9The openly available Houndify only allows accessing ex-
isting domains.

10Building custom domains for Houndify is currently by
invitation only. We have not been able to test this feature.

11https://developer.apple.com/sirikit/

fixed set of ”intents” (tasks) are defined, that the
developer use to connect their service. In the cur-
rent tests, we used ready-made Siri applications on
an iPhone,

2.2 API.AI

API.AI (which can be used in Google Assistant
and Google Home apps) offers an interactive GUI
tool for building a dialogue application by giving
sample user sentences and mapping these onto in-
terpretations in terms of intents and entities. The
user-defined app can be combined with a number
of pre-defined apps (not editable). For the current
test, we used a combination of one ”home-made”
application and a selection of predefined domains,
since this gave us the opportunity to define a do-
main with several intents as well as intents with
multiple parameters (necessary for performing all
our tests). Specifically, a simple phone domain
was implemented by the author using the API.AI
developer GUI. The tests were conducted using
the text interface on the API.AI developer website.

2.3 Houndify

Houndify is very similar to API.AI but we have
so far not been able to get access to the developer
tools. For this reason, we used only predefined
applications in the tests. The tests were conducted
using the text interface on the Houndify developer
website.

2.4 Cortana

Cortana runs on a variety of Windows devices, and
essentially allows developers to build apps that
use Cortana’s built-in ASR and TTS (as well as
the phone touch-screen for graphical output and
haptic input) with a Cortana look-and-feel. This
means that NLU, dialogue management and NLG
need to be implemented more or less from scratch
by the developer. In this test, we used existing
ready-made Cortana domains on a Nokia Lumia
phone.

2.5 Alexa

Amazon’s Alexa runs on the Amazon Echo, and is
similar to Cortana, except it also offers generic and
configurable NLU capabilities. For our tests, we
used ready-made Alexa domains. While broadly
classified as a ”dialogue shell”, Alexa does of-
fer a general mechanism for switching between
domains (”skills”) that is relevant for our current
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concerns. The tests were conducted on an Ama-
zon Echo.

3 Complications

Our main interest is to evaluate general (do-
main independent) dialogue management features,
which may be problematic in some cases where
it is not clear if a certain behaviour is imple-
mented in a general dialogue manager, or if it is
produced by a domain-specific dialogue manage-
ment script. In many cases, the source of an ob-
served behaviour can be inferred from documen-
tation, but in other cases more indirect evidence
has to be used. For example, if a system displays
identical behaviours across several domains, this
may be evidence that it is produced by a general
dialogue manager.

Note that we are not mainly interested in what
is possible in a given system, but rather in what is
supported by the system. That is, the developer
should not have to implement all or most of the
code required to deal with the dialogue feature in
question. Ideally, the developer should not have
to do anything to enable it (other than possibly se-
lecting or deselecting the feature). In the case of
”dialogue shells”, very few dialogue features are
supported. Pretty much any behaviour can in prin-
ciple be implemented, but this is not necessarily
very helpful for the developer.

Another problem concerns the notion of a do-
main (or ”app”). Whereas in some cases it is clear
whether two tasks (or ”skills”) are implemented as
separate domains. We have assumed e.g. that ask-
ing about missed calls and calling people up both
belong to the ”phone” domain, while asking for
the time or setting an alarm probably instead be-
long to the ”clock” domain.

Despite these complications, we believe the
tests in this paper can be of interest, and we have
tried to make clear the specific characteristics of
the systems to enable the reader to assess the reli-
ability of the tests.

4 Results

The overall results of the tests are shown in Ta-
ble 1. In this section, we present the details of
these results and provide concrete interactions as
evidence.

4.1 User anytime jump to task within app
The first three tests consider the capabilities of the
systems to deal with user utterances that respond
to a system question related to a task T with a re-
quest or question related to another task T ′ (where
T and T ′ are both in the same domain). We re-
fer to such a request or question as ”jump to task”.
The ”anytime” refers to the fact the the jump to T ′

can occur at any point during the dialogue related
to task T (not only e.g. after T ′ is done). The tests
are the following (indexed Fn for ”feature n”):

• (F1) User anytime jump to task within
app. Does the system respond adequately to
jumps, i.e. does it shift the topic of conversa-
tion to T ′?

• (F2) System resume after within-app sub-
dialogue. After finishing T ′, does the sys-
tem return the dialogue to the previous (un-
finished) topic T ?

• (F3) Signal task resumption. If the system re-
sumes T , does it also indicate this somehow?

Note that F2 and F3 are not applicable if F1 is
answered negatively, and that F3 is not applicable
if F2 is answered negatively. Here is an example of
a dialogue with a system that would yield ”yes”-
answers to all three questions:

U: Make a call
S: Who do you want to call?
U: Do I have any missed calls?
S: No. Returning to making a call. Who do

you want to call?

Here, the system’s last utterance (starting with
”No”) first shows that it can deal with the embed-
ded question by answering it (F1). It also shows
that it returns to the unfinished topic of making a
call, by repeating the question ”who do you want
to call.” (F2) Finally, it signals task resumption ex-
plicitly (”Returning to making a call”) (F3).

Siri accepts the embedded question T ′ and re-
sponds to it, but does not manage to return to the
previous unfinished topic T .

U: Make a call
S: Who do you want to call?
U: Do I have any missed calls?
S: No
U: Okay
S: -
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Siri API.AI Houndify Cortana Alexa
F1. User anytime jump to task within app + + ? - +
F2. System resume after within-app sub-dialogue - - ? - -
F3. Signal task resumption N/A N/A ? - N/A
F4. User anytime jump across apps + - - - (+)
F5. System resume after other-app subdialog - N/A N/A N/A -
F6. Signal app (and task) resumption N/A N/A N/A N/A N/A

Table 1: Dialogue behaviours related to user-initiated sub-dialogues in five dialogue systems

API.AI produces the same behaviour as Siri,
failing to return to the unfinished topic.

Unfortunately, Houndify could not be tested for
this feature, since none of the available domains
featured (1) more than one task, whereof (2) at
least one task involved asking a question to the
user.

Since Alexa does not implement calling people
up, we instead used the clock domain for testing
F1-F3. The results were the same as for Siri and
API.AI.

U: Set the alarm
S: Alarm for what time?
U: What time is it?
S: 10.15
U: OK
S: -

Cortana did slightly worse than the other sys-
tems, failing to understand the embedded question
(again we used the clock domain)12.

U: Set the alarm
S: Set you alarm for what time?
U: What time is it?
S: What time did you want the alarm?

4.2 User anytime jump across apps

The next three tests (F4-F6) consider the capabili-
ties of the systems to deal with user utterances that
respond to a system question related to a task T in
a domain D with a request or question related to
a task T ′ in another domain D′ 6= D. We refer to
such a request or question as ”jump across apps”.
Again, ”anytime” refers to the fact the the jump to
T ′ can occur at any point during the dialogue re-
lated to task T (not only e.g. after T ′ is done). The
tests are the following:

12Cortana had no problem understanding ”What time is it”
when the question was not embedded.

• (F4) User anytime implicit jump across apps.
After having asked a question related to a task
T in a domain D, does the system respond
adequately to a request or question related to
a task T ′ belonging to a domain D′ (but not
mentioning D′), i.e. does it shift the topic of
conversation to T ′ and D′?

• (F5) System resume after other-app sub-
dialogue. After finishing T ′, does the sys-
tem return the dialogue to the previous (un-
finished) topic T ?

• (F6) Signal app (and task) resumption. If the
system resumes T , does it also indicate this
somehow?

Note that F5 and F6 are not applicable if F4 is
answered negatively, and that F6 is not applicable
if F5 is answered negatively. Here is an example of
a dialogue with a system that would yield ”yes”-
answers to F4, F5 and F6:

U: Make a call
S: Who do you want to call?
U: What time is it?
S: 8 pm. Returning to making a call. Who

do you want to call?

Siri offers user anytime jump across apps13.
The behaviour concerning F5 and F6 parallels that
of F2 and F3.

U: Call John
S: Which number for John?
U: What time is it?
S: 8 pm.
U: OK
S: -

API.AI does not provide F4:
13This assumes that calling people up and asking the time

belong to different domains
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U: Make a call
S: Who do you want to call?
U: What time is it?
S: Who do you want to call?

For Houndify, we used a different combination
of domains to test for F4-F6, with tip calculation
taking the place of calling someone up. The result
is similar to that for API.AI, but instead of simply
ignoring the embedded request, the system indi-
cates that it does not understand it.

U: Calculate tip
S: What is the amount of the bill?
U: What time is it
S: Sorry, I did not understand that. The bill

amount is indicated on the check. What
is the amount of the bill?

The results for Cortana were similar to those
for API.AI.

In many cases, Alexa requires the user to ex-
plicitly address the app, thus requiring what we
may call ”gated commands” as opposed to ”gate-
less commands” (wich can be issued without ex-
plicitly addressing the relevant app).

U: Alexa, play Abba on Spotify

Regardless of whether gated or gateless com-
mands were used, Alexa would switch topic as re-
quested, but did not manage to return to the origi-
nal topic.

U: Alexa, set the alarm
S: Alarm for what time?
U: Alexa, play Abba on Spotify
S: (plays music)

5 Discussion and future work

An obvious extension of the work presented here
is to include more systems, i.e. Luis (from Mi-
crosoft) and Watson (from IBM). This also points
to the need for regularly testing both new and es-
tablished systems for a wide range of dialogue
phenomena, preferably in a standardised manner.

Another obvious extension of the work pre-
sented here would be to relate the various dia-
logue behaviours to measurements of the quality,
usefulness and attractiveness of dialogue systems
that have or lack the respective features. Here,
the PARADISE framework (Walker et al., 1997)

could potentially be very useful. Such investiga-
tions, however, must take into account variability
in the usefulness of various dialogue features with
respect to the overall activity and other situational
factors. A feature which is very useful in one con-
text may be of little interest in another.

It seems likely that at least in some cases, the
user may not expect or want a conversational part-
ner to return to a previous topic. For example, the
user may switch to another topic as a way of steer-
ing the conversation away from the current topic.
How to distinguish cases where a user initiative is
intended an interruption of the ongoing topic, vs.
when it is intended as an embedded subdialogue,
is an interesting area for future research.

It is also possible that real-time factors may play
a role. If embedded sub-dialogues can be dealt
with in an efficient and highly interactive manner,
with minimal delay between turns, this reduces the
user’s perceived cost (in terms of time and effort)
of entering into a sub-dialogue, and may boost the
usefulness of such sub-dialogues.

It should be noted that although none of the
tested systems dealt adequately with user-initiated
sub-dialogues, there are systems that do handle
these phenomena. We know of at least two such
systems, Indigo14 from Artificial Solutions, and
the Talkamatic Dialogue Manager (TDM) from
Talkamatic15,16. These systems deal appropriately
with most of the phenomena listed in Table 117.

6 Conclusion

We have tested five different well-publicised di-
alogue systems for their behaviour in response
to user-initiated sub-dialogues within and across
apps. The overall conclusion of the tests is that
none of the systems tested deal appropriately with
user-initiated sub-dialogues. In light of how fre-
quent this behaviour is in human-human dialogue,
we regard this as a serious shortcoming.

We hope that the kind of evaluation presented
here can improve our understanding of the state of
the art in commercial dialogue systems, and sug-
gest ways in which to improve such systems with
respect to dialogue management.

14http://www.hello-indigo.com/
15talkamatic.se
16For transparency, it should be noted that the author is co-

founder and co-owner of Talkamatic AB.
17TDM handles all of F1-F7. Indigo handles F1-F4 and

F6-F7. However, Indigo has trouble with the over- and other-
answering tests described in Larsson (2015).
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André Berton, Christian Müller, and Angela Mahr.
2014. Development of speech-based in-car hmi
concepts for information exchange internet apps.
In Natural Interaction with Robots, Knowbots and
Smartphones, Springer, pages 15–28.

Staffan Larsson. 2015. The state of the art in dealing
with user answers. In Christine Howes and Staffan
Larsson, editors, Proceedings of the 19th Workshop
on the Semantics and Pragmatics of Dialogue (go-
DIAL).

Paweł Łupkowski and Jonathan Ginzburg. 2013. A
corpus-based taxonomy of question responses. In
IWCS 2013 (International Workshop on Computa-
tional Semantics).

M. A. Walker, D. J. Litman, C. A. Kamm, and
A. Abella. 1997. PARADISE: A framework for
evaluating spoken dialogue agents. In Proc. of the
ACL. Madrid, pages 271–280.

22



Proceedings of the SIGDIAL 2017 Conference, pages 23–26,
Saarbrücken, Germany, 15-17 August 2017. c©2017 Association for Computational Linguistics

A Multimodal Dialogue System for Medical Decision Support
in Virtual Reality

Alexander Prange, Margarita Chikobava, Peter Poller, Michael Barz, Daniel Sonntag
German Research Center for Artificial Intelligence (DFKI)

66123 Saarbrücken, Germany
{Firstname}.{Lastname}@dfki.de

Abstract

We present a multimodal dialogue system
that allows doctors to interact with a medi-
cal decision support system in virtual real-
ity (VR). We integrate an interactive visu-
alization of patient records and radiology
image data, as well as therapy predictions.
Therapy predictions are computed in real-
time using a deep learning model.

1 Introduction

Modern hospitals and clinics rely on digital patient
data. Simply storing and retrieving patient records
is not enough; in order for computer systems to
provide interactive decision support, one must rep-
resent the semantics in a machine readable form
using medical ontologies (Sonntag et al., 2009b).
In this paper, we present a novel real-time decision
support dialogue for the medical domain, where
the physician can visualize and interact with pa-
tient data in an virtual reality environment by us-
ing natural speech and hand gestures.

Our multimodal dialogue system is an extension
of previous work by Luxenburger et al. (Luxen-
burger et al., 2016) where we used an Oculus Rift
with an integrated eye-tracker in a medical remote
collaboration setting. First, the radiologist fills out
a findings form using a mobile tablet with a stylus.
The data is then transcribed in real-time using au-
tomated handwriting recognition, parsed, and rep-
resented based on medical ontologies. Then, the
doctor, or any other health professional, enters vir-
tual reality and interacts with patient records us-
ing the multimodal dialogue system. Through the
temporal synchronization of visual and auditory
events in VR, we support multisensory integration
(Morein-Zamir et al., 2003). This way we profit
from superadditivity (Oviatt, 2013) to further en-
hance multisensory perception.

2 Architecture

Modern hospitals and clinics are highly digital-
ized; in order to integrate our system seamlessly
into everyday processes, we designed a highly
flexible architecture, which can be connected to
existing hospital systems (e.g., PACS, a picture
archiving and communication system) and con-
nects novel interaction devices such as VR glasses
and head-mounted displays (HMDs). As depicted
in Figure 1, all devices in this scenario are ei-
ther connected directly or through adapters to the
Proxy Server using XML-RPC, a remote proce-
dure call protocol which uses XML to encode in-
formation that is sent via HTTP between clients
and server. The Proxy Server manages and re-
lays the cross-platform communication between
the different devices. The mobile device for in-
stance retrieves patient data and medical images
through the Proxy Server from the hospital’s PACS
and RIS (radiology information system). The doc-
tor then fills out the report, and the results are send
back. Some components, like the PACS and RIS,
are not connected directly through XML-RPC to
the rest of the system, but through the Patient Data
Provider, which provides an abstraction layer to
the other devices. This way we can ensure a flex-
ible integration of different proprietary software
solutions that are already being used in hospitals.

2.1 Mobile Device

Even though modern hospitals and clinics are
highly digitalized, there are many everyday pro-
cesses that are still performed using pen and paper.
Our approach in this scenario is based on the work
of Sonntag et al. (Sonntag et al., 2014) where
they use digital pens to improve reporting prac-
tices in the radiology domain. Instead of using
a digital pen on normal paper, we create a fully
digital version of the radiology findings form (in
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Figure 1: Architecture diagram

this case mammography), to be used on a mo-
bile device with integrated stylus. The radiolo-
gist writes the report directly onto the tablet us-
ing the stylus and through real-time handwriting,
gesture, and sketch recognition, the entire content
is transcribed, exported and written into the hos-
pital’s database. Our approach has several advan-
tages over the traditional form filling process: (1)
the contents are instantly transcribed and parsed
into concepts of medical ontologies, (2) real-time
feedback about the handwriting recognition pro-
cess allows for a direct validation of input data,
and (3) medical images are taken directly from the
hospital’s PACS, are then displayed on the screen
and can be annotated by the radiologist. We use
the Samsung Note series as mobile devices, be-
cause they feature a special Wacom digitiser tech-
nology for the stylus input; we built our software
on top of the MyScript1 handwriting recognition
engine.

2.2 Virtual Reality

We created a Unity3D application2 that resembles
a real world doctor’s office. The user can move
freely inside the room using positional tracking
and may also look around using head tracking.
To enable immersive and remote interaction with
medical multimedia data, we use a projection on
the wall, where the patient files, the previously
annotated digital form, and the therapy predic-
tions are shown (see Figure 2). Navigation in-
side the documents, like zooming or scrolling
through pages, can be achieved either through nat-
ural speech interaction or by using the Oculus
Touch controllers, which we render as hands in-
side VR.

1http://myscript.com/
2http://unity3d.com/

Figure 2: Screenshot of therapy prediction results
inside virtual reality

2.3 Decision Support

Our medical dialogue system facilitates support
for deciding which therapy is most suitable for a
given patient. We integrated a prediction model
for clinical decision support based on deep learn-
ing (Esteban et al., 2016) as backend service run-
ning on a dedicated GPU server. They presented
a recurrent neural network (RNN) to include dy-
namic sequences of examinations which was mod-
ified to take dynamic patient data as additional
input. This model was trained on a set of struc-
tured data from 475 patients, containing a total of
19438 diagnoses, 15352 procedures, 59202 lab-
oratory results and 13190 medications. All per-
sonal data, such as names, date of birth, patient-
IDs were anonymized accordingly and all date and
time references were shifted. For our dialogue
system, fast response times are of particular inter-
est. We use TensorFlow (Abadi et al., 2016) to
enable GPU-accelerated predictions on a scalable
platform. Our service runs on a dedicated high-
performance computer and is accessible to the di-
alogue system through our Proxy Server.

3 Dialogue

In order to facilitate coordinated interactions on
the patient data within the virtual reality environ-
ment, we developed a multimodal dialogue in-
terface that allows us to operate and interact by
speech and gestures. The multimodal dialogue
system supports three different types of interac-
tions: (1) interactions with the patient data shown
on the virtual display (e.g., ”Open the patient file
for Gerda Meier.”, ”Show the next page.”); (2) in-
teractive question answering (QA) about the con-
tents of a patient record (e.g., ”When was the
last examination?”); and (3) control of the ther-
apy prediction component (e.g., ”Which therapy
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is recommended?”). Within the dialogue the fol-
lowing speech interactions and phenomena are re-
alized:

• Navigation inside patient records (e.g.,
open/close file, scroll, zoom, turn page)
• Anaphoric reference resolution (e.g., ”What

is her current medication?”)
• Elliptic speech input (e.g., ”... and the

age?”)
• Multimodal (deictic) dialog interactions (e.g.,

”Zoom in here” + [user points on a region on
the display])
• Cross-modal reference resolution (e.g.,

”What is the second best therapy recommen-
dation?”)

3.1 Dialogue Implementation

The implementation of the dialogue follows
the rapid engineering principles (Sonntag et al.,
2009a) and is implemented with SiAM-dp (Neßel-
rath, 2015), an open development platform for
multimodal dialogue systems. All knowledge
representations and dialogue structures follow a
declarative specification with ontology structures.
First, the already existing patient data model of
the patient database was mapped onto the corre-
sponding domain ontology for SiAM-dp’s knowl-
edge manager, which is initialized with the spe-
cific patient instances at the beginning of each di-
alogue session. The speech recognition grammar
is loaded into Nuance’s speech recognizer3.

The dialogue model is based on finite-state ma-
chines; the mapping of user intentions to match-
ing multimodal system reactions is defined declar-
atively. The determination of the user intention
in SiAM-dp follows a fusion process: SiAM-dp’s
modality specific user input analysis components
(speech recognition, gesture analysis) and their
fusion in conjunction with reference resolution
within the discourse manager. The realization of
multimodal output (speech output, virtual display
content modifications, therapy prediction invoca-
tion) is coordinated by SiAM-dp’s presentation
planning component. The software itself runs on
the same machine that has the Oculus Rift and the
Touch controllers attached. Technically speaking,
SiAM-dp is operated with standard speech recog-
nition and synthesis (Nuance, SVOX), connected
to Oculus Rift’s microphone and speakers as audio

3http://www.nuance.com

input and output devices. An example dialogue is
as follows:

U.1 ”Show the patient file for Gerda Meier.”
S.1 ”Here is the patient file for Gerda Meier.”

[patient data is displayed on the display in-
side the VR room]

U.2 ”What was the last examination?”
S.2 ”Mrs. Meier recently received a mammogra-

phy.”
U.3 ”When was it?”
S.3 ”The mammography was made on the 10th of

March.”
U.4 ”Now show me the patient file for Paula Fis-

cher.”
S.4 ”Here is the patient file for Paula Fischer.”

[new patient data is displayed]
U.5 ”Zoom in here.” [user points on a region

on the display using the Oculus Touch con-
troller]

S.5 [virtual display is zoomed accordingly]
U.6 ”Which therapy is recommended?”
S.6 ”For Paula Fischer chemotherapy is recom-

mended.” [bar chart with therapy prediction
is displayed]

In (U.1) the user requests a patient file to be pre-
sented on the display inside the VR room. The
corresponding system output (S.1) is multimodal:
speech output is synchronized with the presenta-
tion of the patient file. The user then requests in-
formation about the patient data currently shown
on the display (U.2), e.g. anamneses and previous
therapies. This user input contains an ellipsis: the
name of the patient is not mentioned. SiAM-dp’s
discourse manager resolves it from the dialogue
context that was filled in (U.1). Further questions
about specifics may be asked (U.3). The context
infers that ”it” refers to the mammography just
mentioned (rule-based anaphora resolution).

The next utterance (U.4) shows that users may
shift the topic at any point, for instance by request-
ing other patient data. (U.5) is an example of a
multimodal input consisting of a speech input and
a corresponding pointing gesture. Processing this
user input is only possible if both modalities are in
a certain time frame and correctly fused.

The main dialogue move is (U.6), as it trig-
gers the real-time therapy prediction process on
the GPU Server. The system’s response in (S.6) is
again multimodal as the requested therapy is pre-
sented on the virtual display, together with synthe-
sized speech output.
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Anaphora resolution is also handled in our sys-
tem. Since the patient file represented on the dis-
play is always synchronized with the current dis-
course model and within SiAM-dp depending on
the context modelled as discourse memory (Son-
ntag, 2010) the system can resolve utterances like
”when was her last examination?”

4 Conclusions and Future Work

In this paper, we presented our multimodal dia-
logue system implementation in virtual reality. It
provides a first example of an automated decision
support system that computes therapy predictions
in real-time using deep learning techniques. Our
multimodal dialogue system, in combination with
interactive data visualization in virtual reality, is
meant to provide an intuitive dialogue component
for helping the doctor in his or her therapy deci-
sion. Preliminary evaluations in the clinical data
intelligence project (Sonntag et al., 2016) are en-
couraging and we believe that such multimodal-
multisensor interfaces in VR can already be de-
signed and implemented to effectively advance hu-
man performance in medical decision support.

Currently we are investigating how displaying
complex 3D medical images (e.g., DICOM) in VR
can improve the diagnostic process. We are also
looking into possibilities to include additional in-
put modalities such as gaze information from eye-
tracking to further improve the multimodal inter-
action.

As an extension to the dialogue it is planned to
include ambiguity resolution by asking clarifica-
tion questions. If a patient name is ambiguous, the
system could ask for clarification (U: ”Open the
patient file of Mrs. Meier.” S: ”Gerda Mayer or
Anna Maier?”). In addition users should be able to
change or add patient data through natural speech.
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Abstract

Generative encoder-decoder models of-
fer great promise in developing domain-
general dialog systems. However, they
have mainly been applied to open-domain
conversations. This paper presents
a practical and novel framework for
building task-oriented dialog systems
based on encoder-decoder models. This
framework enables encoder-decoder mod-
els to accomplish slot-value independent
decision-making and interact with external
databases. Moreover, this paper shows the
flexibility of the proposed method by in-
terleaving chatting capability with a slot-
filling system for better out-of-domain re-
covery. The models were trained on both
real-user data from a bus information sys-
tem and human-human chat data. Re-
sults show that the proposed framework
achieves good performance in both offline
evaluation metrics and in task success rate
with human users.

1 Introduction

Task-oriented spoken dialog systems have trans-
formed human-computer interaction by enabling
people interact with computers via spoken lan-
guage (Raux et al., 2005; Young, 2006; Bohus
and Rudnicky, 2003). The task-oriented SDS is
usually domain-specific. The system creators first
map the user utterances into semantic frames that
contain domain-specific slots and intents using
spoken language understanding (SLU) (De Mori
et al., 2008). Then a set of domain-specific dialog
state variables is tracked to retain the context infor-
mation over turns (Williams et al., 2013). Lastly,
the dialog policy decides the next move from a

list of dialog acts that covers the expected com-
municative functions from the system.

Although the above approach has been success-
fully applied to many practical systems, it has lim-
ited ability to generalize to out-of-domain (OOD)
requests and to scale up to new domains. For ex-
ample, even within in a simple domain, real users
often make requests that are not included in the
semantic specifications. Due to this, proper er-
ror handling strategies that guide users back to the
in-domain conversation are crucial to dialog suc-
cess (Bohus and Rudnicky, 2005). Past error han-
dling strategies were limited to a set of predefined
dialog acts, e.g. request repeat, clarification etc.,
which constrained the system’s capability in keep-
ing users engaged. Moreover, there has been an
increased interest in extending task-oriented sys-
tems to multiple topics (Lee et al., 2009; Gašić
et al., 2015b) and multiple skills, e.g. grouping
heterogeneous types of dialogs into a single sys-
tem (Zhao et al., 2016). Both cases require the
system to be flexible enough to extend to new slots
and actions.

Our goal is to move towards a domain-general
task-oriented SDS framework that is flexible
enough to expand to new domains and skills by
removing domain-specific assumptions on the di-
alog state and dialog acts (Bordes and Weston,
2016). To achieve this goal, the neural encoder-
decoder model(Cho et al., 2014; Sutskever et al.,
2014) is a suitable choice, since it has achieved
promising results in modeling open-domain con-
versations (Vinyals and Le, 2015; Sordoni et al.,
2015). It encodes the dialog history using deep
neural networks and then generates the next sys-
tem utterance word-by-word via recurrent neural
networks (RNNs). Therefore, unlike the tradi-
tional SDS pipeline, the encoder-decoder model is
theoretically only limited by its input/output vo-
cabulary.
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A na‘̀ive implementation of an encoder-
decoder-based task-oriented system would use
RNNs to encode the raw dialog history and gen-
erate the next system utterance using a separate
RNN decoder. However, while this implementa-
tion might achieve good performance in an offline
evaluation of a closed dataset, it would certainly
fail when used by humans. There are several rea-
sons for this: 1) real users can mention new enti-
ties that do not appear in the training data, such as
a new restaurant name. These entities are, how-
ever, essential in delivering the information that
matches users’ needs in a task-oriented system.
2) a task-oriented SDS obtains information from
a knowledge base (KB) that is constantly updated
(“today’s” weather will be different every day), so
simply memorizing KB results that occurred in the
training data would produce false information. In-
stead, an effective model should learn to query the
KB constantly to get the most up-to-date informa-
tion. 3) users may give OOD requests (e.g. say,
“how is your day”, to a slot-filling system), which
must be handled gracefully in order to keep the
conversation moving in the intended direction.

This paper proposes an effective encoder-
decoder framework for building task-oriented
SDSs. We propose entity indexing to tackle the
challenges of out-of-vocabulary (OOV) entities
and to query the KB. Moreover, we show the ex-
tensibility of the proposed model by adding chat-
ting capability to a task-oriented encoder-decoder
SDS for better OOD recovery. This approach
was assessed on the Let’s Go Bus Information
data from the 1st Dialog State Tracking Chal-
lenge (Williams et al., 2013), and we report per-
formance on both offline metrics and real human
users. Results show that this model attains good
performance for both of these metrics.

2 Related Work

Past research in developing domain-general di-
alog systems can be broadly divided into three
branches. The first one focuses on learning
domain-independent dialog state representation
while still using hand-crafted dialog act system ac-
tions. Researchers proposed the idea of extract-
ing slot-value independent statistics as the dia-
log state (Wang et al., 2015; Gašić et al., 2015a),
so that the dialog state representation can be
shared across systems serving different knowledge
sources. Another approach uses RNNs to auto-

matically learn a distributed vector representation
of the dialog state by accumulating the observa-
tions at each turn (Williams and Zweig, 2016;
Zhao and Eskenazi, 2016; Dhingra et al., 2016;
Williams et al., 2017). The learned dialog state
is then used by the dialog policy to select the
next action. The second branch of research de-
velops a domain-general action space for dialog
policy. Prior work replaced the domain-specific
dialog acts with domain-independent natural lan-
guage semantic schema as the action space of dia-
log managers (Eshghi and Lemon, 2014), e.g. Dy-
namic Syntax (Kempson et al., 2000). More re-
cently, Wen, et al. (2016) have shown the feasibil-
ity of using an RNN as the decoder to generate the
system utterances word by word, and the dialog
policy of the proposed model can be fine tuned us-
ing reinforcement learning (Su et al., 2016). Fur-
thermore, to deal with the challenge of develop-
ing end-to-end task-oriented dialog models that
are able to interface with external KB, prior work
has unified the special KB query actions via deep
reinforcement learning (Zhao and Eskenazi, 2016)
and soft attention over the database (Dhingra et al.,
2016). The third branch strives to solve both prob-
lems at the same time by building an end-to-end
model that maps an observable dialog history di-
rectly to the word sequences of the system’s re-
sponse. By using an encoder-decoder model, it has
been successfully applied to open-domain conver-
sational models (Serban et al., 2015; Li et al.,
2015, 2016; Zhao et al., 2017), as well as to task
oriented systems (Bordes and Weston, 2016; Yang
et al., 2016; Eric and Manning, 2017). In order to
better predict the next correct system action, this
branch has focused on investigating various neu-
ral network architectures to improve the machine’s
ability to reason over user input and model long-
term dialog context.

This paper is closely related to the third branch,
but differs in the following ways: 1) these models
are slot-value independent by leveraging domain-
general entity recognizer, which is more extensi-
ble to OOV entities, 2) these models emphasize
the interactive nature of dialog and address out-of-
domain handling by interleaving chatting in task-
oriented conversations, 3) instead of testing on a
synthetic dataset, this approach focuses on real
world use by testing the system on human users
via spoken interface.
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3 Proposed Method

Our proposed framework consists of three steps
as shown in Figure 2: a) entity indexing (EI), b)
slot-value independent encoder-decoder (SiED),
c) system utterance lexicalization (UL). The in-
tuition is to leverage domain-general named en-
tity recognition (NER) (Tjong Kim Sang and
De Meulder, 2003) techniques to extract salient
entities in the raw dialog history and convert the
lexical values of the entities into entity indexes.
The encoder-decoder model is then trained to fo-
cus solely on reasoning over the entity indexes in
a dialog history and to make decisions about the
next utterance to produce (including KB query). In
this way, the model can be unaffected by the inclu-
sion of new entities and new KB, while maintain-
ing its domain-general input/output interface for
easy extension to new types of conversation skills.
Lastly, the output from the decoder networks are
lexicalized by replacing the entity indexes and spe-
cial KB tokens with natural language. The follow-
ing sections explain each step in detail.

3.1 Entity Indexing and Utterance
Lexicalization

Entity Indexing EI has two parts. First, the EI
utilizes an existing domain-general NER to ex-
tract entities from both the user and system utter-
ances. Note that the entity here is assumed to be
a super-set of the slots in the domain. For exam-
ple, for a flight-booking system, the system may
contain two slots: [from-LOCATION] and [to-
LOCATION] for the departure and arrival city, re-
spectively. However, EI only extracts every men-
tion of [LOCATION] in the utterances and leaves
the task of distinguishing between departure and
arrival to the encoder-decoder model. Further-
more, this step replaces each KB search result with
its search query (e.g. the weather is cloudy→ [kb-
search]-[DATETIME-0]). The second step of EI
involves constructing a indexed entity table. Each
entity is indexed by its order of occurrence in the
conversation. Figure 1 shows an example in which
there are two [LOCATION] mentions.

Properties of Entity Indexing In this section,
several properties of EI and their assumptions are
addressed. First, each entity is indexed uniquely
by its entity type and index. Note that the in-
dex is not associated with the entity value, but
rather solely by the order of appearance in the
dialog. Despite the actual words being hidden,

Figure 1: An example of entity indexing and utter-
ance lexicalization.

a human can still easily predict which entity the
system should confirm or search for in the KB
based on logical reasoning. Therefore, that the EI
not only alleviates the OOV problem of deploying
the encoder-decoder model in the real world, but
also forces the encoder-decoder model’s focus on
learning the reasoning process of task-oriented di-
alogs instead of leveraging too much information
from the language modeling.

Moreover, most slot-filling SDSs, apart from in-
forming the concepts from KBs, usually do not in-
troduce novel entities to users. Instead, systems
mostly corroborate the entities introduced by the
users. With this assumption, every entity mention
in the system utterances can always be found in the
users’ utterances in the dialog history, and there-
fore can also be found in the indexed entity table.
This property reduces the grounding behavior of
the conventional task-oriented dialog manager into
selecting an entity from the indexed entity table
and confirming it with the user.

Utterance Lexicalization is the reverse of EI.
Since EI is a deterministic process, its effect can
always be reversed by finding the corresponding
entity in the indexed entity table and replacing the
index with its word. For KB search, a simple string
matching algorithm can search for the special [kb-
search] token and take the following generated en-
tities as the argument to the KB. Then the actual
KB results can replace the original KB query. Fig-
ure 1 shows an example of utterance lexicaliza-
tion.

3.2 Encoder-Decoder Models

The encoder-decoder model can then read in the
EI-processed dialog history and predict the sys-
tem’s next utterance in EI format. Specifically,
a dialog history of k turns is represented by
[(a0, u0, c0), ...(ak−1, uk−1, ck−1)], in which ai,
ui and ci are, respectively, the system, user utter-
ance and ASR confidence score at turn i. Each ut-
terance in the dialog history is encoded into fixed-
size vectors using Convolutional Neural Networks
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Figure 2: The proposed pipeline for task-oriented dialog systems.

(CNNs) proposed in (Kim, 2014). Specifically,
each word in an utterance x is mapped to its word
embedding, so that an utterance is represented as a
matrix R ∈ R|x|×D, in which D is the size of the
word embedding. Then L filters of size 1,2,3 con-
duct convolutions on R to obtain a feature map, c,
of n-gram features in window size 1,2,3. Then c
is passed through a nonlinear ReLu (Glorot et al.,
2011) layer, followed by a max-pooling layer to
obtain a compact summary of salient n-gram fea-
tures, i.e. et(x) = maxpool(ReLu(c + b)). Us-
ing CNNs to capture word-order information is
crucial, because the encoder-decoder has to be
able to distinguish between fine-grained differ-
ences between entities. For example, a simple
bag-of-word embedding approach will fail to dis-
tinguish between the two location entities in “leave
from [LOCATION-0] and go to [LOCATION-1]”,
while a CNN encoder can capture the context in-
formation of these two entities.

After obtaining utterance embedding, a turn-
level dialog history encoder network similar to
the one proposed in (Zhao and Eskenazi, 2016)
is used. Turn embedding is a simple concatena-
tion of system, user utterance embedding and the
confidence score t = [eu(ai); eu(ui); ci]. Then
an Long Short-Term Memory (LSTM) (Hochre-
iter and Schmidhuber, 1997) network reads the se-
quence turn embeddings in the dialog history via
recursive state update si+1 = LSTM(ti+1, hi), in
which hi is the output of the LSTM hidden state.

Decoding with/without Attention A vanilla
decoder takes in the last hidden state of the
encoder as its initial state and decodes the
next system utterance word by word as shown

in (Sutskever et al., 2014). This assumes that
the fixed-size hidden state is expressive enough
to encode all important information about the
history of a dialog. However, this assump-
tion may often be violated for a task that has
long-dependency or complex reasoning of the en-
tire source sequence. An attention mechanism
proposed (Bahdanau et al., 2014) in the ma-
chine translation community has helped encoder-
decoder models improve state-of-art performance
in various tasks (Bahdanau et al., 2014; Xu et al.,
2015). Attention allows the decoder to look over
every hidden state in the encoder and dynamically
decide the importance of each hidden state at each
decoding step, which significantly improves the
model’s ability to handle long-term dependency.
We experiment decoders both with and without
attention. Attention is computed similarly mul-
tiplicative attention described in (Luong et al.,
2015). We denote the hidden state of the decoder
at time step j by sj , and the hidden state outputs
of the encoder at turn i by hi. We then predict the
next word by

aji = softmax(hT
i Wasj + ba) (1)

cj =
∑

i

ajihi (2)

s̃j = tanh(Ws

[
sj

cj

]
) (3)

p(wj |sj , cj) = softmax(Wos̃j) (4)

The decoder next state is updated by sj+1 =
LSTM(sj , e(wj+1), s̃j).
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3.3 Leveraging Chat Data to Improve OOD
Recovery

Past work has shown that simple supervised learn-
ing is usually inadequate for learning robust se-
quential decision-making policy (Williams and
Young, 2003; Ross et al., 2011). This is because
the model is only exposed to the expert demonstra-
tion, but not to examples of how to recover from its
own mistakes or users’ OOD requests. We present
a simple yet effective technique that leverages the
extensibility of the encoder-decoder model in or-
der to obtain a more robust policy in the setting
of supervised learning. Specifically, we artificially
augment a task-oriented dialog dataset with chat
data from an open-domain conversation corpus.
This has been shown to be effective in improv-
ing the performance of task-oriented systems (Yu
et al., 2017). Let the original dialog dataset with
N dialogs be D = [d0..., dn, ...dN ], where dn is a
multi-turn task-oriented dialog of |dn| turns. Fur-
thermore, we assume we have access to a chat
dataset Dc = [(q0, r0), ...(qm, rm), ...(qM , rM )],
where qm, rm are common adjacency pairs that
appear in chats, (e.g. q = hello, r = hi, how are
you). Then we can create a new dataset D∗ by re-
peating the following process a certain number of
times:

1. Randomly sample dialog dn from D

2. Randomly sample turn ti = [ai, ui] from dn

3. Randomly sample an adjacency pair
(qm, rm) from Dc

4. Replace the user utterance of ti by qm so that
ti = [ai, qm]

5. Insert a new turn after ti, i.e. ti+1 = [rm +
ei+1, ui]

Figure 3: Illustration of data augmentation. The
turn in the dashed line is inserted in the original
dialog.

In Step 5, ei is an error handling system utterance
after the system answers the user’s OOD request,
qm. In this study, we experimented with a simple
case where ei+1 = ai so that the system should re-
peat its previous prompt after responding to qm via
rm. Figure 3 shows an example of an augmented
turn. Eventually, we train the model on the union
of the two datasets D+ = D ∪D∗

Discussion: There are several reasons that the
above data augmentation process is appealing.
First, the model effectively learns an OOD recov-
ery strategy from D∗, i.e. it first gives chatting
answers to users’ OOD requests and then tries to
pull users back to the main-task conversation. Sec-
ond, chat data usually has a larger vocabulary and
more diverse natural language expressions, which
can reduce the chance of OOVs and enable the
model to learn more robust word embeddings and
language models.

4 Experiment Setup

4.1 Dataset and Domain

The CMU Let’s Go Bus Information Sys-
tem (Raux et al., 2005) is a task-oriented spoken
dialog system that contains bus information. We
combined the train1a and train1b datasets from
DSTC 1 (Williams et al., 2013), which contain
2608 total dialogs. The average dialog length
is 9.07 turns. The dialogs were randomly split-
ted into 85/5/10 proportions for train/dev/test data.
The data was noisy since the dialogs were col-
lected from real users via telephone lines. Fur-
thermore, this version of Let’s Go used an in-
house database containing the Port Authority bus
schedule. In the current version, that database was
replaced with the Google Directions API, which
both reduces the human burden of maintaining a
database and opens the possibility of extending
Let’s Go to cities other than Pittsburgh. Connect-
ing to Google Directions API involves a POST call
to their URL, with our given access key as well
as the parameters needed: departure place, arrival
place and departure time, and the travel mode,
which we always set as TRANSIT to obtain rel-
evant bus routes. There are 14 distinct dialog acts
available to the system, and each system utterance
contains one or more dialog acts. Lastly, the sys-
tem vocabulary size is 1311 and the user vocabu-
lary size is 1232. After the EI process, the sizes
become 214 and 936, respectively.

For chat data, we use a publicly available chat
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corpus used in (Yu et al., 2015)1. In total, there
are 3793 chatting adjacency pairs. We control the
number of data injections to 30% of the number of
turns in the original DTSC dataset, which leads to
a user vocabulary size of 3537 and system vocab-
ulary size of 4047.

4.2 Training Details

For all experiments, the word embedding size was
100. The sizes of the LSTM hidden states for both
the encoder and decoder were 500 with 1 layer.
The attention context size was also 500. We tied
the CNN weights for the encoding system and user
utterances. Each CNN has 3 filter windows, 1, 2,
and 3, with 100 feature maps each. We trained
the model end-to-end using Adam (Kingma and
Ba, 2014), with a learning rate of 1e-3 and a
batch size of 40. To combat overfitting, we apply
dropout (Zaremba et al., 2014) to the LSTM layer
outputs and the CNN outputs after the maxpooling
layer, with a dropout rate of 40%.

5 Experiments Results

This approach was assessed both offline and on-
line evaluations. The offline evaluation contains
standard metrics to test open-domain encoder-
decoder dialog models (Li et al., 2015; Serban
et al., 2015). System performance was assessed
from three perspectives that are essential for task-
oriented systems: dialog acts, slot-values, and KB
query. The online evaluation is composed of ob-
jective task success rate, the number of turns, and
subjective satisfaction with human users.

5.1 Offline Evaluation

Dialog Acts (DA): Each system utterance is made
up of one or more dialog acts, e.g. “leaving
at [TIME-0], where do you want to go?” →
[implicit-confirm, request(arrival place)]. To eval-
uate whether a generated utterance has the same
dialog acts as the ground truth, we trained a multi-
label dialog tagger using one-vs-rest Support Vec-
tor Machines (SVM) (Tsoumakas and Katakis,
2006), with bag-of-bigram features for each dia-
log act label. Since the natural language genera-
tion module in Let’s Go is handcrafted, the dialog
act tagger achieved 99.4% average label accuracy
on a held-out dataset. We used this dialog act tag-
ger to tag both the ground truth and the generated

1github.com/echoyuzhou/ticktock text api

responses. Then we computed the micro-average
precision, recall, and the F-score.

Slots: This metric measures the model’s perfor-
mance in generating the correct slot-values. The
slot-values mostly occur in grounding utterances
(e.g. explicit/implicit confirm) and KB queries.
We compute precision, recall, and F-score.

KB Queries: Although the slots metric already
covers the KB queries, here the precision/recall/F-
score of system utterances that contain KB queries
are also explicitly measured, due to their impor-
tance. Specifically, this action measures whether
the system is able to generate the special [kb-
query] symbol to initiate a KB query, as well as
how accurate the corresponding KB query argu-
ments are.

BLEU (Papineni et al., 2002): compares the n-
gram precision with length penalty, and has been
a popular score used to evaluate the performance
of natural language generation (Wen et al., 2015)
and open-domain dialog models (Li et al., 2016).
Corpus-level BLEU-4 is reported.

Metrics Vanilla EI EI
+Attn

EI+Attn
+Chat

DA
(p/r/f1)

83.5
77.9
80.5

79.7
80.1
80.0

80.0
83.1
81.5

81.8
83.5
82.7

Slot
(p/r/f1)

42.0
30.3
35.2

60.6
63.6
62.1

63.7
64.7
64.2

64.6
69.1
66.8

KB
(p/r/f1)

N/A 48.9
55.3
51.9

55.4
70.8
62.2

58.2
71.9
64.4

BLEU 36.9 54.6 59.3 60.5

Table 1: Performance of each model on automatic
measures.

Four systems were compared: the basic
encoder-decoder models without EI (vanilla), the
basic model with EI pre-processing (EI), the
model with attentional decoder (EI+Attn) and the
model trained on the dataset augmented with chat-
ting data (EI+Attn+Chat). The comparison was
carried out on exactly the same held-out test
dataset that contains 261 dialogs. Table 1 shows
the results. It can be seen that all four mod-
els achieve similar performance on the dialog act
metrics, even the vanilla model. This confirms
the capacity of encoder-decoders models to learn
the “shape” of a conversation, since they have
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achieved impressive results in more challenging
settings, e.g. modeling open-domain conversa-
tions. Furthermore, since the DSTC1 data was
collected over several months, there were minor
updates made to the dialog manager. Therefore,
there are inherent ambiguities in the data (the dia-
log manager may take different actions in the same
situation). We conjecture that ∼80% is near the
upper limit of our data in modeling the system’s
next dialog act given the dialog history.

On the other hand, these proposed methods sig-
nificantly improved the metrics related to slots
and KB queries. The inclusion of EI alone was
able to improve the F-score of slots by a relative
76%, which confirms that EI is crucial in develop-
ing slot-value independent encoder-decoder mod-
els for modeling task-oriented dialogs. Likewise,
the inclusion of attention further improved the pre-
diction of slots in system utterances. Adding at-
tention also improved the performance of predict-
ing KB queries, more so than the overall slot accu-
racy. This is expected, since KB queries are usu-
ally issued near the end of a conversation, which
requires global reasoning over the entire dialog
history. The use of attention allows the decoder
to look over the history and make better decisions
rather than simply depending on the context sum-
mary in the last hidden layer of the encoder. Be-
cause of the good performance achieved by the
models with the attentional decoder, the attention
weights in Equation 1 at every step of the decod-
ing process in two example dialogs from test data
are visualized. For both figures, the vertical axes
show the dialog history flowing from the top to the
bottom. Each row is a turn in the format of (sys-
tem utterance # user utterance). The top horizon-
tal axis shows the predicted next system utterance.
The darkness of a bar indicates the value of the
attention calculated in Equation 1.

The first example shows attention for ground-
ing the new entity [LOCATION-1] in the previ-
ous turn. The attention weights become focus on
the previous turn when predicting [LOCATION-
1] in the implicit confirm action. The second di-
alog example shows a more challenging situation,
in which the model is predicting a KB query. We
can see that the attention weights when generating
each input argument of the KB query clearly fo-
cus on the specific mention in the dialog history.
The visualization confirms the effectiveness of the
attention mechanism in dealing with long-term de-

pendency at discourse level.

Figure 4: Visualization of attention weights when
generating implicit confirm (top) and KB query
(bottom).

Surprisingly, the model trained on the data aug-
mented with chat achieved slightly better slot ac-
curacy performance, even though the augmented
data is not directly related to task-oriented di-
alogs. Furthermore, the model trained on chat-
augmented data achieved better scores for the
KB query metrics. Several reasons may explain
this improvement: 1) since chat data exposes the
model to a significantly larger vocabulary, the re-
sulting model is more robust to words that it had
not seen in the original task-oriented-only training
data, and 2) the augmented dialog turn can be seen
as noise in the dialog history, which adds extra
regularization to the model and enables the model
to learn more robust long-term reasoning mecha-
nisms.

5.2 Human Evaluation

Although the model achieves good performance
in offline evaluation, this may not carray over
to real user dialogs, where the system must si-
multaneously deal with several challenges, such
as automatic speech recognition (ASR) errors,
OOD requests, etc. Therefore, a real user study
was conducted to evaluate the performance of
the proposed systems in the real world. Due to
the limited number of real users, only two best
performing system were compared, EI+Attn and
EI+Attn+Chat. Users were able to talk to a web
interface to the dialog systems via speech. Google
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Chrome Speech API 2 served as the ASR and text-
to-speech (TTS) modules. Turn-taking was done
via the built-in Chrome voice activity detection
(VAD) plus a finite state machine-based end-of-
turn detector (Zhao et al., 2015). Lastly, a hybrid
named entity recognizer (NER) was trained using
Conditional Random Field (CRF) (McCallum and
Li, 2003) and rules to extract 4 types of entities
(location, hour, minute, pm/am) for the EI process.

The experiment setup is as follows: when a user
logs into the website, the system prompts the user
with a goal, which is a randomly chosen combina-
tion of departure place, arrival place and time (e.g.
leave from CMU and go to the airport at 10:30
AM). The system also instructs the user to say
goodbye if the he/she thinks the goal is achieved
or wants to give up. The user begins a conversa-
tion with one of the two evaluated systems, with a
50/50 chance of choosing either system (not vis-
ible to the user). After the user’s session is fin-
ished, the system asks the him/her to give two
scores between 1 and 5 for correctness and nat-
uralness of the system respectively. The subjects
in this study consist of undergraduate and grad-
uate students. However, many subjects did not
follow the prompted goal, but rather asked about
bus routes of their own. Therefore, the dialog
was manually labeled for dialog success. A dia-
log is successful if and only if the systems give at
least one bus schedule that matches with all three
slots expressed by the users. Table 2 shows the

Metrics EI+Attn EI+Attn
+Chat

# of Dialog 75 74
Slot Precision 73.3% 71.8%
KB Precision 88.6% 93.7%
Success Rate 73.3% 77.0%
Avg Turns 4.88 4.91
Avg Correctness 3.45 (1.32) 3.22 (1.40)
Avg Naturalness 3.46 (1.41) 3.53 (1.34)

Table 2: Performance of each model on automatic
measures. The standard deviations of subjective
scores are in parentheses.

results. Overall, our systems achieved reasonable
performance in terms of dialog success rate. The
EI+Attn+Chat model achieves slightly higher suc-
cess and subjective naturalness metrics (although
the difference between EI+Attn+Chat and EI+Attn

2www.google.com/intl/en/chrome/demos/speech.html

was not statistically significant due to the limited
number of subjects). The precision of ground-
ing the correct slots and predicting the correct KB
query was also manually labelled. EI+Attn model
performs slightly better than the EI+Attn+Chat
model in slot precision, while the latter model per-
forms significantly better in KB query precision.
In addition, EI+Attn+Chat leads to slightly longer
dialogs because sometimes it generates chatting
utterances with users when it cannot understand
users’ utterances.

At last, we investigated the log files and iden-
tified the following major types of sources of dia-
log failure: RNN Decoder Invalid Output: Oc-
casionally, the RNN decoder outputs system ut-
terances as “Okay going to [LOCATION-2]. Did
I get that right?”, in which [LOCATION-2] can-
not be found in the indexed entity table. Such in-
valid output confuses users. This occurred in 149
of the dialogs, where 4.1% of system utterances
contain invalid symbols. Imitation of Subopti-
mal Dialog Policy: Since our models are only
trained to imitate the suboptimal hand-crafted di-
alog policy, their limitations show when the orig-
inal dialog manager cannot handle the situation,
such as failing to understand slots that appeared in
compound utterances. Future plans involves im-
proving the models to perform better than the sub-
optimal teacher policy.

6 Conclusions

In conclusion, this paper discusses constructing
task-oriented dialog systems using generative en-
coder decoder models. EI is effective in solving
both the OOV entity and KB query challenges for
encoder-decoder-based task-oriented SDSs. Addi-
tionally, the novel data augmentation technique of
interleaving task-oriented dialog corpus with chat
data led to better model performance in both on-
line and offline evaluation. Future work includes
developing more advanced encoder-decoder mod-
els that to better deal with long-term dialog his-
tory and complex reasoning challenges than cur-
rent models do. Furthermore, inspired by the suc-
cess of mixing chatting with slot-filling dialogs,
we will take full advantage of the extensibility of
encoder-decoder models by investigating how to
make systems that are able to interleave various
conversational tasks, e.g. different domains, chat-
ting or task-oriented, which in turn can create a
more versatile conversational agent.
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Abstract

Neural task-oriented dialogue systems of-
ten struggle to smoothly interface with a
knowledge base. In this work, we seek to
address this problem by proposing a new
neural dialogue agent that is able to effec-
tively sustain grounded, multi-domain dis-
course through a novel key-value retrieval
mechanism. The model is end-to-end dif-
ferentiable and does not need to explicitly
model dialogue state or belief trackers. We
also release a new dataset of 3,031 dia-
logues that are grounded through underly-
ing knowledge bases and span three dis-
tinct tasks in the in-car personal assistant
space: calendar scheduling, weather infor-
mation retrieval, and point-of-interest nav-
igation. Our architecture is simultaneously
trained on data from all domains and sig-
nificantly outperforms a competitive rule-
based system and other existing neural di-
alogue architectures on the provided do-
mains according to both automatic and hu-
man evaluation metrics.

1 Introduction

With the success of new speech-based human-
computer interfaces, there is a great need for ef-
fective task-oriented dialogue agents that can han-
dle everyday tasks such as scheduling events and
booking hotels. Current commercial dialogue
agents are often brittle pattern-matching systems
which are unable to maintain the kind of flexible
conversations that people desire. Neural dialogue
agents present one of the most promising avenues
for leveraging dialogue corpora to build statisti-
cal models directly from data by using powerful
distributed representations (Bordes and Weston,
2016; Wen et al., 2016b; Dhingra et al., 2016).

Event Time Date Party Agenda
opt. appt. 10am Thursday sister -

dinner 8pm the 13th Ana -
opt. appt. 7pm the 20th Jeff -
opt. appt. 4pm the 13th Alex -

... ... ... ... ...

DRIVER: I need to find out the time and parties
attending my optometrist appointment.

CAR: I have 3 appointments scheduled, with Alex,
your sister, and Jeff. Which are you
referring to?

DRIVER: I want to know about the one that Alex is
joining me at

CAR: That optometrist appointment is at 4 pm.
DRIVER: Thanks
CAR: no problem

Figure 1: Sample dialogue from our dataset. Note
some columns and rows from the knowledge base
are not included due to space constraints. A dash
indicates a missing value.

While this work has been somewhat successful,
these task-oriented neural dialogue models suffer
from a number of problems: 1) They struggle to
effectively reason over and incorporate knowledge
base information while still preserving their end-
to-end trainability and 2) They often require ex-
plicitly modelling user dialogues with belief track-
ers and dialogue state information, which neces-
sitates additional data annotation and also breaks
differentiability.

To address some of the modelling issues in
previous neural dialogue agents, we introduce a
new architecture called the Key-Value Retrieval
Network. This model augments existing recur-
rent network architectures with an attention-based
key-value retrieval mechanism over the entries
of a knowledge base, which is inspired by re-
cent work on key-value memory networks (Miller
et al., 2016). By doing so, it is able to learn how to
extract useful information from a knowledge base
directly from data in an end-to-end fashion, with-
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out the need for explicit training of belief or in-
tent trackers as is done in traditional task-oriented
dialogue systems. The architecture has no depen-
dence on the specifics of the data domain, learn-
ing how to appropriately incorporate world knowl-
edge into its dialogue utterances via attention over
the key-value entries of the underlying knowledge
base.

In addition, we introduce and make publicly
available a new corpus of 3,031 dialogues span-
ning three different domain types in the in-
car personal assistant space: calendar schedul-
ing, weather information retrieval, and point-of-
interest navigation. The dialogues are grounded
through knowledge bases. This makes them ideal
for building dialogue architectures that seamlessly
reason over world knowledge. The multi-domain
nature of the dialogues in the corpus also makes
this dataset an apt test bed for generalizability of
modelling architectures.1

The main contributions of our work are there-
fore two-fold: 1) We introduce the Key-Value Re-
trieval Network, a highly performant neural task-
oriented dialogue agent that is able to smoothly in-
corporate information from underlying knowledge
bases through a novel key-value retrieval mech-
anism. Unlike other dialogue agents which only
rely on prior dialogue history for generation (Kan-
nan et al., 2016; Eric and Manning, 2017), our ar-
chitecture is able to access and use database-style
information, while still retaining the text genera-
tion advantages of recent neural models. By do-
ing so, our model outperforms a competitive rule-
based system and other baseline neural models on
a number of automatic metrics as well as human
evaluation. 2) We release a new publicly-available
dialogue corpus across three distinct domains in
the in-car personal assistant space that we hope
will help further work on task-oriented dialogue
agents.

2 Key-Value Retrieval Networks

While recent neural dialogue models have explic-
itly modelled dialogue state through belief and
user intent trackers (Wen et al., 2016b; Dhingra
et al., 2016; Henderson et al., 2014b), we choose
instead to rely on learned neural representations
for implicit modelling of dialogue state, forming

1The data is available for download at
https://nlp.stanford.edu/blog/a-new-multi-turn-multi-
domain-task-oriented-dialogue-dataset/

a truly end-to-end trainable system. Our model
starts with an encoder-decoder sequence architec-
ture and is further augmented with an attention-
based retrieval mechanism that effectively reasons
over a key-value representation of the underlying
knowledge base. We describe each component of
our model in the subsequent sections.

2.1 Encoder

Given a dialogue between a user (u) and a sys-
tem (s), we represent the dialogue utterances as
{(u1, s1), (u2, s2), . . . , (uk, sk)} where k denotes
the number of turns in the dialogue. At the
ith turn of the dialogue, we encode the aggre-
gated dialogue context composed of the tokens of
(u1, s1, . . . , si−1, ui). Letting x1, . . . , xm denote
these tokens, we first embed these tokens using a
trained embedding function φemb that maps each
token to a fixed-dimensional vector. These map-
pings are fed into the encoder to produce context-
sensitive hidden representations h1, . . . , hm, by
repeatedly applying the recurrence:

hi = LSTM(φemb(xi), hi−1) (1)

where the recurrence uses a long-short-term mem-
ory unit, as described by (Hochreiter and Schmid-
huber, 1997).

2.2 Decoder

The vanilla sequence-to-sequence decoder pre-
dicts the tokens of the ith system response si by
first computing decoder hidden states via the re-
current unit. We denote h̃1, . . . , h̃n as the hidden
states of the decoder and y1, . . . , yn as the output
tokens. We extend this decoder with an attention-
based model (Bahdanau et al., 2015; Luong et al.,
2015a), where, at every time step t of the decod-
ing, an attention score at

i is computed for each
hidden state hi of the encoder, using the attention
mechanism of (Vinyals et al., 2015). Formally this
attention can be described by the following equa-
tions:

ut
i = wT tanh(W2 tanh(W1[hi, h̃t]))) (2)

at
i = Softmax(ut

i) (3)

h̃′t =
m∑

i=1

at
ihi (4)

ot = U [h̃t, h̃
′
t] (5)

yt = Softmax(ot) (6)
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where U , W1, W2, and w are trainable parameters
of the model and ot represents the logits over the
tokens of the output vocabulary V . In (2) above,
the attention logit on hi is computed via a two-
layer MLP function with a tanh nonlinearity at
the intermediate layers. During training, the next
token yt is predicted so as to maximize the log-
likelihood of the correct output sequence given the
input sequence.

2.3 Key-Value Knowledge Base Retrieval

Recently, some neural task-oriented dialogue
agents that query underlying knowledge bases
(KBs) and extract relevant entities either do the
following: 1) create and execute well-formatted
API calls to the KB, operations which require in-
termediate supervision in the form of training slot
trackers and which break differentiability (Wen
et al., 2016b), or 2) softly attend to the KB and
combine this probability distribution with belief
trackers as state input for a reinforcement learn-
ing policy (Dhingra et al., 2016). We choose to
build off the latter approach as it fits nicely into
the end-to-end trainable framework of sequence-
to-sequence modelling, though we are in a super-
vised learning setting and we do away with ex-
plicit representations of belief trackers or dialogue
state.

For storing the KB of a given dialogue, we
take inspiration from the work of (Miller et al.,
2016) which found that a key-value structured
memory allowed for efficient machine reading of
documents. We store every entry of our KB us-
ing a (subject, relation, object) representation. In
our representation a KB entry from the dialogue
in Figure 1 such as (event=dinner, time=8pm,
date=the 13th, party=Ana, agenda=“-”) would be
normalized into four separate triples of the form
(dinner, time, 8pm). Every KB has at most 230
normalized triples. This formalism is similar to
a neo-Davidsonian or RDF-style representation of
events.

Recent literature has shown that incorporat-
ing a copying mechanism into neural architec-
tures improves performance on various sequence-
to-sequence tasks (Jia and Liang, 2016; Gu et al.,
2016; Ling et al., 2016; Gulcehre et al., 2016; Eric
and Manning, 2017). We build off this intuition
in the following way: at every timestep of decod-
ing, we take the decoder hidden state and compute
an attention score with the key of each normalized

KB entry. For our purposes, the key of an entry
corresponds to the sum of the word embeddings
of the subject (meeting) and relation (time). The
attention logits then become the logits of the value
for that KB entry. For our KB attentions, we re-
place the embedding of the value with a canonical-
ized token representation. For example, the value
5pm is replaced with the canonicalized represen-
tation meeting time. At runtime, if we decode this
canonicalized representation token, we convert it
into the actual value of the KB entry (5pm in our
running example) through a KB lookup. Note that
this means we are expanding our original output
vocabulary to |V | + n where n is the number of
separate canonical key representation KB entries.

In particular, let kj denote the word embedding
of the key of our j th normalized KB entry. We can
now formalize the decoding for our KB attention-
based retrieval. Assume that we have m distinct
triples in our KB and that we are in the tth timestep
of decoding:

ut
j = rT tanh(W ′2 tanh(W ′1[kj , h̃t]))) (7)

ot = U [h̃t, h̃
′
t] + v̄t (8)

yt = Softmax(ot) (9)

where r, W ′1, and W ′2 are trainable parameters.
In (8) above, v̄t is a sparse vector with length
|V | + n. Within v̄t, the entry for the value em-
bedding vj corresponding to the key kj is equal
to the logit score ut

j on kj . Hence, the m en-
tries of v̄t corresponding to the values in the KB
are non-zero, whereas the remaining entries cor-
responding to the original vocabulary tokens are
0. This sparse vector contains our aggregated KB
logit scores which we combine with the original
logits to get a modified ot. We then select the
argmax token as input to the next timestep. This
description seeks to capture the intuition that in
response to the query What time is my meeting,
we want the model to put a high attention weight
on the key representation for the (meeting, time,
5pm) KB triple, which should then lead the model
to favor outputting the value token at the given
timestep. We provide a visualization of the Key-
Value Retrieval Network in Figure 2.

3 A Multi-Turn, Multi-Domain Dialogue
Dataset

In an effort to further work in multi-domain
dialogue agents, we built a corpus of multi-turn
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Figure 2: Key-value retrieval network. For each time-step of decoding, the cell state is used to compute
an attention over the encoder states and a separate attention over the key of each entry in the KB. The
attentions over the encoder are used to generate a context vector which is combined with the cell state to
get a distribution over the normal vocabulary. The attentions over the keys of the KB become the logits
for their associated values and are separate entries in a now augmented vocabulary that we argmax over.

dialogues in three distinct domains: calendar
scheduling, weather information retrieval, and
point-of-interest navigation. While these domains
are different, they are all relevant to the overar-
ching theme of tasks that users would expect of a
sophisticated in-car personal assistant.

3.1 Data Collection

The data for the multi-turn dialogues was collected
using a Wizard-of-Oz scheme inspired by that of
(Wen et al., 2016b). In our scheme, users had two
potential modes they could play: Driver and Car
Assistant. In the Driver mode, users were pre-
sented with a task that listed certain information
they were trying to extract from the Car Assistant
as well as the dialogue history exchanged between
Driver and Car Assistant up to that point. An ex-
ample task presented could be: You want to find
what the temperature is like in San Mateo over
the next two days. The Driver was then only re-
sponsible for contributing a single line of dialogue
that appropriately continued the discourse given
the prior dialogue history and the task definition.

Tasks were randomly specified by selecting val-
ues (5pm, Saturday, San Francisco, etc.) for three
to five slots (time, date, location, etc.), de-

pending on the domain type. Values specified for
the slots were chosen according to a uniform dis-
tribution from a per-domain candidate set.

In the Car Assistant mode, users were presented
with the dialogue history exchanged up to that
point in the running dialogue and a private knowl-
edge base known only to the Car Assistant with
information that could be useful for satisfying the
Driver query. Examples of knowledge bases could
include a calendar of event information, a collec-
tion of weekly forecasts for nearby cities, or a col-
lection of nearby points-of-interest with relevant
information. The Car Assistant was then respon-
sible for using this private information to provide
a single utterance that progressed the user-directed
dialogues. The Car Assistant was also asked to fill
in dialogue state information for mentioned slots
and values in the dialogue history up to that point.

Each private knowledge base had six to seven
distinct rows and five to seven attribute types. The
private knowledge bases used were generated by
uniformly selecting a value for a given attribute
type, where each attribute type had a variable
number of candidate values. Some knowledge
bases intentionally lacked attributes to encourage
diversity in discourse.

During data collection, some of the dialogues
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Calendar Scheduling Weather Information Retrieval POI Navigation

Slot Types event, time, date,
party, room, agenda

location, weekly time,
temperature, weather attribute

POI name, traffic info,
POI category, address, distance

# Distinct Slot Values 79 65 140

Table 1: Slots types and number distinct slot values for different domains. POI denotes point-of-interest.

Training Dialogues 2,425
Validation Dialogues 302
Test Dialogues 304
Calendar Scheduling Dialogues 1034
Navigation Dialogues 1000
Weather Dialogues 997
Avg. # of Utterances Per Dialogue 5.25
Avg. # of Tokens Per Utterance 9
Vocabulary Size 1,601
# of Distinct Entities 284
# of Entity (or Slot) Types 15

Table 2: Statistics of Dataset.

in the calendar scheduling domain did not ex-
plicitly require the use of a KB. For example, in
a task such as Set a meeting reminder at 3pm,
we hoped to encourage dialogues that required
the Car Assistant to execute a task while asking
for Driver clarification on underspecified informa-
tion. Roughly half of the scheduling dialogues fell
into this category.

While specifying the attribute types and val-
ues in each task presented to the Driver allowed
us to ground the subject of each dialogue with
our desired entities, it would occasionally result
in more mechanical discourse exchanges. To en-
courage more naturalistic, unbiased utterances, we
had users record themselves saying commands in
response to underspecified visual depictions of an
action a car assistant could perform. These com-
mands were transcribed and then inserted as the
first exchange in a given dialogue on behalf of
the Driver. Roughly ∼1,500 of the dialogues
employed this transcribed audio command first-
utterance technique.

241 unique workers from Amazon Mechanical
Turk were anonymously recruited to use the
interface we built over a period of about six days.
Data statistics are provided in Table 1 and slot
types and values are provided in Table 2. A
screenshot of the user-facing interfaces for the
data collection, as well as a visual used to prompt
user recorded commands, are provided in the
supplementary material.

4 Related Work

Task-oriented agents for spoken dialogue systems
have been the subject of extensive research ef-
fort. One line of work by (Young et al., 2013)
has tackled the problem using partially observ-
able Markov decision processes and reinforcement
learning with carefully designed action spaces,
though the number of distinct action states makes
this approach often brittle and computationally in-
tractable.

The recent successes of neural architectures on
a number of traditional natural language process-
ing subtasks (Bahdanau et al., 2015; Sutskever
et al., 2014; Vinyals et al., 2015) have moti-
vated investigation into dialogue agents that can
effectively make use of distributed neural repre-
sentations for dialogue state management, belief
tracking, and response generation. Recent work
by (Wen et al., 2016b) has built systems with
modularly-connected representation, belief state,
and generation components. These models learn
to explicitly represent user intent through interme-
diate supervision, which breaks end-to-end train-
ability. Other work by (Bordes and Weston, 2016;
Liu and Perez, 2016) stores dialogue context in a
memory module and repeatedly queries and rea-
sons about this context to select an adequate sys-
tem response from a set of all candidate responses.

Another line of recent work has developed task-
oriented models which are amenable to both su-
pervised learning and reinforcement learning and
are able to incorporate domain-specific knowledge
via explicitly-provided features and model-output
restrictions (Williams et al., 2017). Our model
contrasts with these works in that training is done
in a strictly supervised fashion via a per utterance
token generative process, and the model does not
need dialogue state trackers, relying instead on
latent neural embeddings for accurate system re-
sponse generation.

Research in task-oriented dialogue often strug-
gles with a lack of standard, publicly available
datasets. Several classical corpora have consisted
of moderately-sized collections of dialogues re-
lated to travel-booking (Hemphill et al., 1990;
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Bennett and Rudnicky, 2002). Another well-
known corpus is derived from a series of com-
petitions on the task of dialogue-state tracking
(Williams et al., 2013). While the competitions
were designed to test systems for state tracking,
recent work has chosen to repurpose this data by
only using the transcripts of dialogues without
state annotation for developing systems (Bordes
and Weston, 2016; Williams et al., 2017). More re-
cently, Maluuba has released a dataset of hotel and
travel-booking dialogues collected in a Wizard-of-
Oz Scheme with elaborate semantic frames an-
notated (Asri et al., 2017). This dataset aims to
encourage research in non-linear decision-making
processes that are present in task-oriented dia-
logues.

5 Experiments

In this section we first introduce the details of the
experiments and then present results from both au-
tomatic and human evaluation.

5.1 Details

For our experiments, we divided the dialogues
into train/validation/test sets using a 0.8/0.1/0.1
data split and ensured that each domain type was
equally represented in each of the splits.

To reduce lexical variability, in a pre-processing
step, we map the variant surface expression of
entities to a canonical form using named entity
recognition and linking. For example, the surface
form 20 Main Street is mapped to Pizza My Heart
address. During inference, our model outputs the
canonical forms of the entities, and so we realize
their surface forms by running the system output
through an inverse lexicon. The inverse lexicon
converts the entities back to their surface forms by
sampling from a multinomial distribution with pa-
rameters of the distribution equal to the frequency
count of a given surface form for an entity as ob-
served in the training and validation data. Note
that for the purposes of computing our evaluation
metrics, we operate on the canonicalized forms,
so that any non-deterministic variability in surface
form realization does not affect the computed met-
rics.

5.2 Hyperparameters

We trained using a cross-entropy loss and
the Adam optimizer (Kingma and Ba, 2015)
with learning rates sampled from the interval

[10−4, 10−3]. We applied dropout (Hinton et al.,
2012) as a regularizer to the input and output of the
LSTM. We also added an l2 regularization penalty
on the weights of the model. We identified hyper-
parameters by random search, evaluating on the
held-out validation subset of the data. Dropout
keep rates were sampled from [0.8, 0.9] and the
l2 coefficient was sampled from [3 · 10−6, 10−5].
We used word embeddings, hidden layer, and cell
sizes with size 200. We applied gradient clipping
with a clip-value of 10 to avoid gradient explo-
sions during training. The attention, output param-
eters, word embeddings, and LSTM weights were
randomly initialized from a uniform unit-scaled
distribution in the style of (Sussillo and Abbott,
2015). We also added a bias of 1 to the LSTM cell
forget gate in the style of (Pham et al., 2014).

5.3 Baseline Models

We provide several baseline models for comparing
performance of the Key-Value Retrieval Network:

• Rule-Based Model: This model is a tra-
ditional rule-based system with modular di-
alogue state trackers, KB query, and natu-
ral language generation components. It first
does an extensive domain-dependent key-
word search in the user utterances to detect
intent. The user utterances are also provided
to a lexicon to extract any entities mentioned.
Collectively, this information forms the dia-
logue state up to a given point in the dialogue.
This dialogue state is used to query the KB as
appropriate, and the returned KB values are
used to fill in predefined template system re-
sponses.

• Copy-Augmented Sequence-to-Sequence
Network: This model is derived from the
work of (Eric and Manning, 2017). It aug-
ments a sequence-to-sequence architecture
with encoder attention, with an additional
attention-based hard-copy mechanism over
the KB entities mentioned in the encoder
context. This model does not explicitly
incorporate information from the underlying
KB and instead relies solely on dialogue
history for system response generation.
Unlike the best performing model of (Eric
and Manning, 2017), we do not enhance
the inputs to the encoder with additional
entity type features, as we found that the
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Model BLEU Ent. F1 Scheduling Ent. F1 Weather Ent. F1 Navigation Ent. F1

Rule-Based 6.6 43.8 61.3 39.5 40.4
Copy Net 11.0 37.0 28.1 50.1 28.4
Attn. Seq2Seq 10.2 30.0 30.0 42.4 17.9
KV Retrieval Net (no enc. attn.) 10.8 40.9 59.5 35.6 36.6
KV Retrieval Net 13.2 48.0 62.9 47.0 41.3
Human Performance 13.5 60.7 64.3 61.6 55.2

Table 3: Evaluation on our test data. Bold values indicate best model performance. We provide both
an aggregated F1 score as well as domain-specific F1 scores. Attn. Seq2Seq refers to a sequence-to-
sequence model with encoder attention. KV Retrieval Net (no enc. attn.) refers to our new model with
no encoder attention context vector computed during decoding.

model performed worse on our data with this
added mechanism. We choose this model for
comparison as it is also end-to-end trainable
and implicitly models dialogue state through
learned neural representations, putting it in
the same class of dialogue models as our
key-value retrieval net. This model has also
been shown to be a competitive task-oriented
dialogue baseline that can accurately inter-
pret user input and act on this input through
latent distributed representation. We refer to
this model as Copy Net in the results tables.

5.4 Automatic Evaluation

5.4.1 Metrics
Though prior work has shown that automatic eval-
uation metrics often correlate poorly with human
assessments of dialogue agents (Liu et al., 2016),
we report a number of automatic metrics in Table
3. These metrics are provided for coarse-grained
evaluation of dialogue response quality:

• BLEU: We use the BLEU metric, commonly
employed in evaluating machine translation
systems (Papineni et al., 2002), which has
also been used in past literature for evaluat-
ing dialogue systems both of the chatbot and
task-oriented variety (Ritter et al., 2011; Li
et al., 2016; Wen et al., 2016b). While work
by (Liu et al., 2016) has demonstrated that n-
gram based evaluation metrics such as BLEU
and METEOR do not correlate well with hu-
man performance on non-task-oriented dia-
logue datasets, recently (Sharma et al., 2017)
have shown that these metrics can show com-
paratively stronger correlation with human
assessment on task-oriented datasets. We,
therefore, calculate average BLEU score over
all responses generated by the system, and
primarily report these scores to gauge our

model’s ability to accurately generate the lan-
guage patterns seen in our data.

• Entity F1: Each human Turker’s Car Assis-
tant response in the test data defines a gold
set of entities. To compute an entity F1,
we micro-average over the entire set of sys-
tem dialogue responses and use the entities
in their canonicalized forms. This metric
evaluates the model’s ability to generate rele-
vant entities from the underlying knowledge
base and to capture the semantics of the user-
initiated dialogue flow. Given that our test
set contains dialogues from all three domains,
we compute a per-domain entity F1 as well
as an aggregated dataset entity F1. We note
that other work on task-oriented dialogue by
(Wen et al., 2016b; Henderson et al., 2014a)
have reported the slot-tracking accuracy of
their systems, which is a similar but perhaps
more informative and fine-grained notion of
a system’s ability to capture user semantics.
Because our model does not have provisions
for slot-tracking by design, we are unable to
report such a metric and hence report our en-
tity F1.

5.4.2 Results
We see that of our baseline models, Copy Net
has the lowest aggregate entity F1 performance.
Though it has the highest model entity F1 for the
weather domain dialogues, it performs very poorly
in the other domains, indicating its inability to
generalize well to multiple dialogue domains and
to accurately integrate relevant entities into its re-
sponses. Copy Net does, however, have the sec-
ond highest BLEU score, which is not surprising
given that the model is a powerful extension to
the sequence-to-sequence modelling class, which
is known to have very robust language modelling
capabilities.
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Our rule-based model has the lowest BLEU
score, which is a consequence of the fact that the
naturalness of the system output is very limited by
the number of diverse and distinct response tem-
plates we manually provided. This is a common
issue with heuristic dialogue agents and one that
could be partially alleviated through a larger col-
lection of lexically rich response templates. How-
ever, the rule-based system has a very competitive
aggregate entity F1. This is because it was de-
signed to accurately parse the semantics of user
utterances and query the underlying KB of the di-
alogue, through manually-provided heuristics.

As precursors to our key-value retrieval net, we
first report results of a model that does not com-
pute an attention over the KB (referred to as Attn.
Seq2Seq) and show that without computing atten-
tion over the KB, the model performs poorly in
entity F1 as its output is agnostic to the world state
represented in the KB. Note that this model is ef-
fectively a sequence-to-sequence model with en-
coder attention. If we include an attention over
the KB but do not compute an encoder attention
(referred to as KV Retrieval Net no enc. attn.),
the entity F1 increases drastically, showing that
the model is able to incorporate relevant entities
from the KB. Finally, we combine these two at-
tention mechanisms to get our final key-value re-
trieval net. Our proposed key-value retrieval net
has the highest modelling performance in BLEU,
aggregate entity F1, and entity F1 for the schedul-
ing and navigation domains. It outperforms the
rule-based aggregate entity F1 by 4.2% and out-
performs the Copy Net BLEU score by 2.2 points
as well as its entity F1 by 11%. These salient
gains are noteworthy because our model is able to
achieve them by learning its latent representationts
directly from data, without the need for heuristics
or manual labelling.

We also report human performance on the pro-
vided metrics. These scores were computed by
taking the dialogues of the test set and having a
second distinct batch of Amazon Mechanical Turk
workers provide system responses given prior di-
alogue context. This, in effect, functions as an
interannotator agreement score and sets a human
upper bound on model performance. We see that
there is a sizable gap between human performance
on entity F1 and that of our key-value retrieval net
(∼ 12.7%), though our model is on par with hu-
man performance in BLEU score.

5.5 Human Evaluation

We randomly generated 120 distinct scenarios
across the three dialogue domains, where a sce-
nario is defined by an underlying KB as well as a
user goal for the dialogue (e.g. find the nearest gas
station, avoiding heavy traffic). We then paired
Amazon Mechanical Turkers with one of our sys-
tems in a real-time chat environment, where each
Turker played the role of the Driver. We evaluated
the rule-based model, Copy Net, and key-value
retrieval network on each of the 120 scenarios.
We also paired a Turker with another Turker for
each of the scenarios, in order to get evaluations
of human performance. At the end of the chat,
the Turker was asked to judge the quality of their
partner according to fluency, cooperativeness, and
humanlikeness on a scale from 1 to 5. The aver-
age scores per pairing are reported in Table 4. In
a separate experiment, we also had Turkers evalu-
ate the outputs of the systems on 80 randomly se-
lected dialogues from the test split of our dataset.
Those outputs were evaluated according to cor-
rectness, appropriateness, and humanlikeness of
the responses, and the scores are reported in Ta-
ble 5.

We see that on real-time dialogues the key-value
retrieval network outperforms the baseline mod-
els on all of the metrics, with especially sizeable
performance gains over the Copy Net which is
the only other recurrent neural model evaluated.
We also see that human performance on this as-
sessment sets the upper bound on scores, as ex-
pected. The results on human evaluation of test
outputs show that the rule-based model provides
the most correct system responses, the KV net-
work provides the most appropriate responses, and
the Copy Net gives the most humanlike responses
by small margins. We should note, however, that
the second regime for human evaluation is more
unrealistic because it involves providing a dia-
logue context that is directly sampled from our
dataset, whereas the first regime of real-time di-
alogues measures the models’ abilities to adapt to
new and noisier user input. This suggests that the
first set of results are more meaningful and repre-
sentative for assessing overall model efficacy.

Examples of dialogues conducted between our
model and Turkers are included in Figure 3.
Particularly noteworthy is our model’s ability to
seamlessly integrate world information from the
underlying KBs in the respective dialogues, while
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Model Fluency Cooperative Humanlike
Rule-based 3.20 3.39 2.87
Copy Net 2.33 2.42 2.02
KV Ret. Net 3.36 3.43 3.09
Human 3.98 3.95 4.04

Table 4: Human evaluation results on realtime di-
alogues.

still producing very naturalistic utterances. The
model is able to do this effectively across multi-
ple domains.

POI Category Traffic Info ...
Civic Center parking garage car collision ...

Valero gas station road block ...
Webster Garage parking garage car collision ...

Trader Joes grocery store heavy ...
Mandarin Rts. chinese rest. moderate ...

... ... ... ...

DRIVER: I am looking for a gas station near me with
the shortest route from me.

CAR: the closest gas station is valero but, but there
is a road block nearby.

DRIVER: What is the next nearest gas station?
CAR: valero is the only gas station that i can find
DRIVER: Thanks
CAR: here to serve.

Event Time Date Party Agenda
swimming act. 3pm the 11th sister -

dinner 7pm the 3rd mother -
football 2pm the 20th mother -
lab appt. 10am the 17th Jeff -

... ... ... ... ...

DRIVER: car when is gonna be my next swimming
activity?

CAR: your next swimming activity is on the 11th
at 3pm.

DRIVER: who is gonna attend with me?
CAR: your swimming activity is on the 11th, one at

3pm with sister
DRIVER: thank you!
CAR: you are welcome

Figure 3: Sample dialogues from our human eval-
uation, conducted between a Turker and the KV
Retrieval Net. In the dialogue, our model re-
sponses are italicized. Additional dialogues are
included in the supplementary material.

6 Conclusion and Future Work

In this work, we have presented a novel neural
task-oriented dialogue model that is able to sus-
tain grounded discourse across a variety of do-
mains by retrieving world knowledge represented
in knowledge bases. It smoothly incorporates

Model Correct Appropriate Humanlike
Rule-based 3.96 3.57 3.28
Copy Net 3.52 3.63 3.56
KV Ret. Net 3.70 3.64 3.50

Table 5: Human evaluation of system outputs on
test set.

this world knowledge into natural-sounding sys-
tem responses in an end-to-end trainable fash-
ion, without the need to explicitly model dialogue
state. Our model outperforms competitive heuris-
tic and neural baselines on both automatic and
human evaluation metrics. In addition, we have
introduced a publicly available dialogue dataset
across three domains in the in-car personal assis-
tant space that we hope will help the data scarcity
issue present in task-oriented dialogue research.

Future work will address closing the margin be-
tween the Key-Value Retrieval Network and hu-
man performance on the various metrics. This will
include developing new methods for robust han-
dling of joint KB attributes as well as usage of the
KB that requires more pragmatic understanding of
the world via notions such as temporal reasoning.
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POI Category Address Traffic Info Distance
Dish Parking parking garage 550 Alester Ave no traffic 3 miles
Cafe Venetia coffee or tea place 329 El Camino Real road block nearby 4 miles

Mandarin Roots chinese restaurant 271 Springer St car collision nearby 3 miles
Dominos pizza restaurant 776 Arastradero Rd moderate traffic 6 miles

Travelers Lodge rest stop 333 Arbol Dr moderate traffic 4 miles

DRIVER: What is the nearest parking garage within 4 miles
that has no traffic.

CAR: the nearest is dish parking at 550 alester ave, 3 miles away
DRIVER: Does it have any traffic?
CAR: there is no traffic on the route to dish parking
DRIVER: Thanks
CAR: you’re welcome!

Event Time Date Party Agenda Location
dinner 5pm the 4th brother - -

meeting 1pm the 18th vice president discuss company picnic room 100
conference 11am the 1st HR go over budget room 50

meeting 4pm the 9th HR onboard new members room 100
lab appt. 6pm the 14th Jon - -
dinner 6pm the 1st Jon - -

DRIVER: When is my dinner going to be and who will be attending
CAR: your next dinner is on the 1st at 6 pm with your jon
DRIVER: Great, thanks.
CAR: you’re welcome!

POI Category Address Traffic Info Distance
Dominos pizza restaurant 776 Arastradero Rd moderate traffic 7 miles

Stanford Express Care hospital 214 El Camino Real car collision nearby 1 miles
Travelers Lodge rest stop 333 Arbol Dr no traffic 4 miles

Coupa coffee or tea place 394 Van Ness Ave moderate traffic 7 miles
The Clement Hotel rest stop 657 Ames Ave road block nearby 6 miles
5672 barringer st. certain address 5672 barringer st. car collision nearby 4 miles

DRIVER: Hi, I’d like to find a coffee place near me
CAR: we’re 7 miles away from coupa but there is a moderate traffic
DRIVER: What’s the address?
CAR: the address is 394 van ness ave, i sent it on your screen
DRIVER: Great. Can you find me the fastest route there?
CAR: the fastest route is for coupa.
DRIVER: Ok, so coupa is the closest place and you have the fastest route there
CAR: the fastest route has moderate traffic and there is a moderate traffic on the route

do you want to go there?
DRIVER: yes
CAR: i sent the info on your screen, drive carefully!
DRIVER: Thanks
CAR: you’re welcome, have a great day.

monday tuesday wednesday thursday friday ...
los angeles hail, 60-70f foggy, 30-40f cloudy, 20-30f stormy 30-40f drizzle, 30-50f ...
durham rain, 80-90f cloudy, 50-70f misty, 40-60f dry, 80-100f rain, 50-70f ...
boston overcast, 30-50f misty, 40-60f foggy, 40-50f foggy, 40-50f clear skies 20-30f ...
seattle warm, 60-70f foggy, 30-40f cloudy, 20-30f stormy, 30-40f drizzle, 30-50f ...
fresno clear skies, 40-60f drizzle, 70-80f humid, 70-90f stormy, 60-70f cloudy, 90-100f ...
san francisco foggy, 40-60f hot, 90-100f humid, 50-70f rain, 80-100f misty, 20-40f ...
alhambra dew, 30-40f dry, 30-50f dry, 50-60f humid, 80-90f snow, 60-80f ...

DRIVER: how is the weather
CAR: what city would you like the weather for?
DRIVER: is it foggy in seattle?
CAR: it will not be foggy in seattle today
DRIVER: thanks
CAR: you’re welcome!

Figure 4: Sample dialogues from our model. Note in the weather dialogue, the current day is italicized.
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Figure 5: An image provided to users to elicit unbiased audio commands for prompting more naturalistic
dialogues

Figure 6: Driver mode in the wizard-of-oz collection scheme

Figure 7: Car Assistant mode in the wizard-of-oz collection scheme
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Abstract

We address the problem of acquiring
the ontological categories of unknown
terms through implicit confirmation in di-
alogues. We develop an approach that
makes implicit confirmation requests with
an unknown term’s predicted category.
Our approach does not degrade user ex-
perience with repetitive explicit confirma-
tions, but the system has difficulty deter-
mining if information in the confirmation
request can be correctly acquired. To over-
come this challenge, we propose a method
for determining whether or not the pre-
dicted category is correct, which is in-
cluded in an implicit confirmation request.
Our method exploits multiple user re-
sponses to implicit confirmation requests
containing the same ontological category.
Experimental results revealed that the pro-
posed method exhibited a higher preci-
sion rate for determining the correctly pre-
dicted categories than when only single
user responses were considered.

1 Introduction

Much attention has recently been paid to
non-task-orienteddialogue systems —orchat-
oriented dialogue systems— both in research
(Higashinaka et al., 2014; Yu et al., 2016) and
in industry. In addition to pure chat-oriented
systems, some task-oriented dialogue systems
can engage in chat-oriented dialogues (Lee et al.,
2009; Dingli and Scerri, 2013; Kobori et al.,
2016; Papaioannou and Lemon, 2017) because
such dialogues are expected to buildrapport
(Bickmore and Picard, 2005) between users and
systems. For simplicity, we will call any system
that can engage in chat-oriented dialogue achat-

bot. Since an open-domain chatbot that always
generates appropriate utterances is still difficult
to build (Higashinaka et al., 2015), we think it is
worth building a closed-domain chatbot, which
tries to continue dialogues in a specific domain.

One problem in building closed-domain chat-
bots is that, although they should preferably have
comprehensive lexical knowledge in their do-
mains, all the knowledge cannot realistically be
prepared in advance. Therefore, we must consider
the case where a user uses terms outside of the sys-
tem’s vocabulary1, i.e. terms that have ontological
categories the system does not know. If the system
can acquire the term’s category during dialogues,
it will be able to interact with users more naturally
and the cost of expanding its knowledge base will
be reduced.

We call the problem of acquiring the category of
an unknown termlexical acquisition. If the system
can predict the category of an unknown term, it
can ask the user if it is correct (Otsuka et al., 2013;
Komatani et al., 2016). However, repeating such
explicit confirmation requests can degrade the user
experience in chat-oriented dialogues2. We there-
fore need to find a way to enable chatbots to: (1)
interact with the user naturally and (2) acquire
lexical information. To solve this dilemma, we
proposed an approach usingimplicit confirmation
(Ono et al., 2016), where the system makes a con-
firmation request about the predicted category and
uses the user’s response to decide if the category
is correct or not. However, whether such an ap-
proach is really possible or not has not been well
studied.

This paper proposes a method that utilizes im-

1Here, we useterm to mean an expression denoting an
entity that can be in the knowledge base. A term may consist
of multiple words.

2Some typical examples will be shown in Section2. We
will verify this intuition by conducting a user study.
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Figure 1: Server-based system can confirm the
same prediction with different users

plicit confirmation dialogues from multiple users
to increase the accuracy for determining if the pre-
dicted category is correct or not3. The system es-
timates the confidence score that the category pre-
diction is correct from the responses of multiple
users to the same implicit confirmation requests
(Figure 1: right). Our proposed method has the
goal of improving the confidence score estimation
by using implicit confirmation sub-dialogues with
multiple users. Then the system can determine if it
should add the lexical information to the system’s
knowledge. For a sub-task, we consider the prob-
lem of estimating how likely the predicted cate-
gory is to be correct from implicit confirmation
sub-dialogues with one user (Figure1: left).

It is reasonable to assume that the system can
make confirmation requests about the same un-
known term with different users because chatbots
typically run on servers so they can share inter-
action logs for different users. Furthermore, it is
difficult to ask a single user to respond to confir-
mation requests with the same predicted category
many times, so collecting responses from multiple
users is desirable.

This paper is organized as follows. The prob-
lem settings and related work are discussed in the
next two sections. Section4 describes the pro-
posed method to determine correct categories in
implicit confirmation requests on the basis of mul-
tiple implicit confirmation sub-dialogues with dif-
ferent users. Sections5 and6 show the data col-
lection by crowdsourcing and several results as
preparation for the main experimental evaluation
of the proposed method, which is detailed in Sec-
tion 7. Section8 concludes this paper and dis-
cusses future work.

3We do not deal with multi-party dialogues but utilize the
interaction logs of two-party dialogues with different users.

U1: I will try to cook nasi goreng

today.

S1: Is nasi goreng Indonesian?

(a) explicit, correct

U1: Mutton Biryani was good.

S1: Is Mutton Biryani Italian?

(b) explicit, incorrect

U1: I love cheese and mushroom

ravioli.

S1: Is cheese and mushroom

ravioli Italian?

(c) explicit, correct but too obvious

Figure 2: Examples of explicit confirmation re-
quests

2 Problem Setting

This section describes the problem we address in
this paper in detail. We are building a closed-
domain Japanese language chatbot targeting the
food and restaurant domain, so we use examples in
this domain throughout this paper. In this domain,
the problem is to acquire the categories of foods
that the system does not know. We assume that the
system can identify a food name in the user’s in-
put even if it is not in the system’s vocabulary by
using methods such as named entity recognition
(Mesnil et al., 2015). Note that in this paper we
also assume the category of an unknown term is
predicted with an existing method (Otsuka et al.,
2013; Ono et al., 2016). We do not assume any
ontological structure of foods.

This paper focuses on deciding if the pre-
dicted category of unknown terms is correct or
not in dialogues. To this end, methods for gen-
erating explicit confirmation have been proposed.
Otsuka et al.(2013) proposed lexical acquisition
methods that explicitly ask the user questions on
the basis of category prediction results. For ex-
ample, if the system does not knownasi goreng
in the user input (denote asU1) in Figure 2 (a),
the system predicts its category asIndonesian food
and asks the user “Is nasi goreng Indonesian?”4

Komatani et al.(2016) also proposed a utility-
based method for selecting appropriate questions

4Note that Figures2 through4 show artificial examples,
rather than those excerpted from the experimental data de-
scribed in Section5 because the experimental data are in
Japanese and their direct translations are not natural.
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U1: Tempura soba is great!

(a) implicit, correct

U1: Philly cheesesteaks have a lot of

calories, but I can’t give them up!

S1: I love rare steak.

U2: No, a Philly cheesesteak is 

a sandwich. 

(b) implicit, incorrect; judgement is easy

S1: Japanese food is healthy,

isn’t it?

U2: Yes, I ate tempura soba

for lunch today.

Figure 3: Examples of implicit confirmation re-
quests

S1: Sometimes I want to have

Japanese food.

U2: Me too.

U1: I baked Pandoro yesterday.

Figure 4: Example of implicit confirmation re-
quest for which judgement is difficult

on the basis of the results of category prediction.
However, such explicit confirmation requests can
degrade the user experience in chat-oriented dia-
logues, especially when the predicted category is
incorrect as in Figure2 (b), or the category of the
unknown term is obvious as in Figure2 (c).

We have proposed using implicit confirmation
(Ono et al., 2016). For example,S1 in Figure3 (a)
does not explicitly ask the user if the category of
tempura sobais Japanese, but fromU2, it is pos-
sible to determine the category is correct. As an-
other example, in Figure3 (b), the system can de-
termine the predicted category is incorrect from
U2.

Determining if the predicted category is correct
or not in implicit confirmation, however, is not al-
ways easy. Since user responses to implicit confir-
mation requests can come in various forms, look-
ing at just the linguistic expressions of the user
responses is not enough. For example, in Fig-
ure4, the system incorrectly predicts the category
Japanese foodfor Pandoromentioned inU1 al-
though it is Italian and generates an implicit con-
firmation request,S1. The user then talks about
Japanese food to continue the dialogue (U2). In

such cases, it is not simple to determine if the cat-
egory is incorrect. If the system’s determination
is wrong, it might add incorrect information to its
database. Thus, we need to find a way to accu-
rately determine the correctness of the predicted
categories through implicit confirmation.

3 Related Work

So far, several studies have addressed lexical ac-
quisition in dialogues. Meng et al. (2004) and
Takahashi et al.(2002) proposed methods for pre-
dicting the categories of unknown terms. They ac-
quire coarse categories for unknown terms, which
roughly correspond to named entity categories.
Those categories can be acquired more easily than
the more specific categories that we are trying
to acquire. Holzapfel et al.(2008) proposed a
method for a robot to acquire fine-grained cat-
egories for unknown terms by iteratively asking
questions. We do not think this method is suit-
able for chatbots as it repeats explicit questions.
Whereas a previous study tried to acquire rela-
tionships among domain-dependent entities in di-
alogues (Pappu and Rudnicky, 2014), here we fo-
cus on acquiring lexical information, which is re-
quired before such relations are obtained.

We address the problem of deciding if the con-
tent of an implicit confirmation request is correct
or not. Some studies related to this problem have
tried to classify affirmative and negative sentences
by using rules or statistical methods. For exam-
ple, de Marneffe et al.(2009) built rules for judg-
ing if a response to a yes/no question is affirmative
or negative when it is not a simple “yes” or “no.”
Gokcen and de Marneffe(2015) investigated fea-
tures for detecting disagreement in the corpus of
arguments on the Web. In contrast, in this paper,
we do not try to classify user responses into af-
firmative and negative ones but try to determine
whether a category in an implicit confirmation re-
quest is correct or not. Furthermore, we utilize
multiple sub-dialogues with different users.

Our method can be considered as
an instance of implicitly supervised
learning (Banerjee and Rudnicky, 2007;
Komatani and Rudnicky, 2009) in that user
responses to implicit confirmation requests are
used as indicators for acquisition, though the
target knowledge is different from those works.
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Figure 5:Overview of calculating confidence scoreConf (w , c)

4 Determining Correct Categories Using
Responses from Multiple Users

The purpose of our method is to prevent the system
from learning incorrect categories for an unknown
term by using multiple implicit confirmation sub-
dialogues with different users. This is possible
because our system is designed as a server-based
dialogue system and can give implicit confirma-
tion requests with the same predicted category to
different users. The proposed method determines
more accurately whether or not the predicted cate-
gory in the implicit confirmation request is correct
by exploiting multiple responses to them.

Let pi(w, c) be the probability that a predicted
categoryc of an unknown termw is correct after
a single implicit confirmation request. The cate-
gory can be predicted using surface information
of the unknown term such as character n-gram and
character types in Japanese (Otsuka et al., 2013).
The indexi denotes thei-th response to implicit
confirmation requests. Our goal here is to obtain
a confidence scoreConf (w , c) representing how
likely categoryc of the unknown termw is to be
correct on the basis of replies to implicit confirma-
tion requests fromn different users. We can then
determine whether or not the system can add the
pair of the unknown termw and categoryc into
the system knowledge by setting a threshold for
Conf (w , c).

4.1 Procedure

Figure 5 gives an overview of the proposed
method. The steps below initially start withi = 1.

1. Generate an implicit confirmation request
containing a predicted categoryc for useri
after an unknown termw appears.

2. Obtain the probabilitypi(w, c) from the im-
plicit confirmation sub-dialogue with useri.
The probability can be obtained by machine
learning that has features based on expres-
sions from the user response and its context.

3. Extract features fromp1(w, c), ..., pi(w, c)
and calculate the confidence score
Conf (w , c) that represents how likely
the categoryc of the unknown termw is to
be correct.

4. If Conf (w , c) exceeds a predetermined
threshold,c is regarded as correct and is ac-
quired as knowledge. Otherwise, increment
i, go to Step 1, and generate one more im-
plicit confirmation withc to another user af-
ter the unknown termw appears.

4.2 Obtaining Confidence Scores for Correct
Categories

The problem of obtaining the confidence score
Conf (w , c) can be formulated as a regres-
sion using probabilities ofn user responses
{p1(w, c), ..., pn(w, c)} as its input. Intuitively,
the categoryc can be regarded as more likely to be
correct whenpi(w, c) with higher values are ob-
tained more times.

Table 1 lists the features used in this regres-
sion for when probabilitiespi(w, c) are obtainedn
times. To use the same regression function when
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Table 1:Features fromn responses(1 ≤ i ≤ n)
f1 Average ofpi(w, c)
f2 n
f3 maxi pi(w, c)
f4 mini pi(w, c)
f5 |{i|pi(w, c) ≥ 0.5}|/n

Please talk about “bagna cauda.”

What is it?

Specified term

YOU: I ate bagna cauda for the first time.

SYSTEM: Italian is perfect for a date, isn’t it?

YOU: 

Link to Wikipedia

Send

Figure 6: Schematic diagram of GUI used in
crowdsourcing

n increases, we design features that consist of a
constant number even whenn varies and that are
derived fromn responses to implicit confirmation
requests with categoryc.

5 Data Collection via Crowdsourcing

We conducted experiments to verify if our method
is effective. Although it would have been desir-
able to collect experimental data by incorporat-
ing our method into the chatbot we are develop-
ing and having it used by many people without
giving any instructions, this would have required
a huge amount of interactions to collect enough
data to verify our method. We therefore collected
user responses to implicit confirmation requests
from 100 workers via crowdsourcing5. The data
collection procedure consists of three steps: (1) a
worker inputs an utterance containing a term spec-
ified on the interface at the crowdsourcing site,
(2) the system generates an implicit confirmation
request about the term, and (3) the worker fills
in the response to the confirmation request. This
procedure was repeated for 20 specified terms per
worker.

Figure 6 shows a schematic diagram of the
graphical user interface (GUI) used in the crowd-
sourcing. Note that it was actually in Japanese.
The lines starting with “YOU” and “SYSTEM”
denote the worker’s and the system’s utterances,
respectively. At Step (1), the worker was asked to
input an utterance that contains a term specified in

5 We used a crowdsourcing platform provided by Crowd-
works, Inc.https://crowdworks.co.jp/

Table 2: Features forpi() with single user re-
sponses

g1 U2 includes an expression affirmative toS1
g2 U2 includes an expression negative toS1
g3 U2 includes an expression correctingS1
g4 U1 andU2 contain the same word
g5 U2 includes the category name used inS1
g6 U2 includes a category name not used inS1,

excluding cases that fall under g3
g7 U2 includes a word preventing change of topic

in S1
g8 U1 includes the category name used inS1
g9 U1 includes a category name not used inS1

g10 U1 includes any interrogative
g11 U1 includes an expression corresponding to the

category mentioned inS1

the uppermost part in Figure6. The worker was
able to check the Wikipedia page for the specified
term by following a link on the GUI. This was to
prevent them from talking without understanding
the term.

We prepared 20 terms and their corresponding
implicit confirmation requests used at Step (2): 10
had correct categories and the other 10 had incor-
rect categories. For example, for “shurasuko” (the
Japanese rendering of churrasco), an implicit con-
firmation request with its correct category “meat
dish6” is “Eating meat is fun, isn’t it?” On the
other hand, for “sangria,” an implicit confirma-
tion request with an incorrect category “yogashi7”
is “Yogashi have a rich taste, don’t they?” Fur-
thermore, expressions of the implicit confirmation
request were altered to make the confirmation re-
quest more natural when a worker’s input was in-
terrogative or negative.

We obtained 1,956 responses from 98 workers,
half of which were responses to implicit confirma-
tion requests with correct categories, and the other
half were responses to those with incorrect ones.
We removed data from two workers who just in-
put only specified words or repeated the same sen-
tences. We also removed four invalid inputs con-
sisting of only spaces.

6 Preliminary Experiment with Single
User Responses

6.1 Features for Obtaining Probabilities with
Single User Responses

Table2 lists the features for estimating how likely
the categories in system confirmations are to be

6Food category hierarchies usually used in Japan are dif-
ferent from those used in other countries.

7Yogashi means western sweets in Japanese.
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correct. Here,U1，S1，andU2 respectively de-
note a user input, the implicit confirmation request
by the system afterU1, and the user response to
the request. All feature values are binary; if the
sentence for a feature is true, its value is1, other-
wise it is0. These features were designed to rep-
resent differences in expressions of user responses
to implicit confirmation requests with either a cor-
rect or incorrect category.

We briefly explain some important features by
using the examples below. A user often uses affir-
mative expressions when responding to an implicit
confirmation request with a correct category. This
is represented by Feature g1, for which 15 affir-
mative expressions in Japanese were used such as
“Yes” and “That’s right.”

When a category in an implicit confirmation re-
quest is correct, a user tends to continue with the
same topic inU2 as inU1. In the example in Fig-
ure 3 (a), the user continues with the same topic
and uses the same termtempura sobain U1 and
U2. This is represented by Feature g4.

When the system makes an implicit confirma-
tion request on the basis of an incorrect category,
users tend to feel the system has suddenly changed
the topic. In this case, the user tries to return the
topic in U2 to the original one inU1. An example
is as follows.

U1: I like sangria with its fruity taste.
S1: Yogashi have a rich taste, don’t they?
U2: I am talking about the alcoholic bev-

erage.

In this example, the system generates an im-
plicit confirmation with the incorrect category
“yogashi” in S1 although the correct category of
sangria is “alcoholic beverage.” Then the user says
that the topic is an alcoholic beverage and tries to
return to the original topic. Here, another category
name not used inS1 is included inU2. This is
represented as Feature g6.

For Feature g2, 17 negative expressions were
used such as “is not [category name used inS1]”
and “No.” For Feature g3, six expressions such as
“It is [category name not used inS1]” that tries
to correct the system’s previous confirmation re-
quest were used. Our system has 20 categories,
and five more names such as “cheese” and “pasta”
were used as category names for Features g6 and
g9. Eighteen expressions including interrogatives
were used for Feature g10.

Table 3:Confusion matrices with single responses
Reference

Features Output Correct Incorrect
all Correct 742 313

Incorrect 236 665
g1, g2 Correct 320 220
only Incorrect 658 758

Table 4: Classification results with single re-
sponses

Features P R F
all Correct 0.703 0.759 0.730

Incorrect 0.738 0.680 0.708
g1, g2 Correct 0.593 0.327 0.422
only Incorrect 0.535 0.775 0.633

P: precision, R: recall, F: F-measure

6.2 Classification Performance with Single
User Responses

We conducted a preliminary experiment to clas-
sify responses to implicit confirmation requests
with correct and incorrect categories. The data
consists of the 1,956 responses and their contexts
obtained by crowdsourcing as described in Sec-
tion 5. We applied logistic regression to them
with the features listed in Table2. We used the
module in Weka (version 3.8.1) (Hall et al., 2009)
as its implementation. The parameters were the
default values. The classification was performed
by setting a threshold to the obtained probability
pi(w, c). The threshold was0.5, which is also the
default value of Weka. Evaluation was conducted
with a 10-fold cross validation.

We compared two feature sets: one consists of
all 11 features listed in Table2 and the other con-
sists of Features g1 and g2 only. The latter cor-
responds to a baseline condition that only consid-
ers affirmative and negative expressions ofU2 and
does not consider any relationship withS1 and
U1.

The results are shown in Tables3 and4. Table
3 shows confusion matrices of the raw outputs for
the two feature sets. Table4 summarizes the re-
sults as precision and recall rates and F-measures
of the two categories (correct and incorrect) also
for the two feature sets. The average-F scores,
i.e. the arithmetic means of F-measures for the
two categories, were 0.719 and 0.528 when all fea-
tures and only g1 and g2 were used, respectively.
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Table 5:Top-10 feature sets after removing arbitrary features for classification with single responses
Removed Correct Incorrect
features P R F P R F avg-F

g10 .704 .759 .730 .738 .681 .709 .719
None .703 .759 .730 .738 .680 .708 .719

g7,g10 .701 .760 .729 .738 .676 .705 .717
g1,g4,g10 .699 .764 .730 .740 .672 .704 .717

g1,g4 .699 .765 .730 .740 .671 .704 .717
g7 .701 .759 .729 .737 .676 .705 .717

g4,g10 .691 .784 .735 .751 .649 .696 .715
g4 .690 .784 .734 .750 .648 .696 .715

g1,g4,g7,g10 .696 .765 .729 .739 .666 .700 .715
g1,g4,g7 .695 .766 .729 .739 .665 .700 .715

P: precision, R: recall, F: F-measure

This indicates that using the features representing
context improves the classification more than us-
ing only the features obtained fromU2.

We also performed feature selection to analyze
which features were effective for the classification.
More specifically, we performed the same exper-
iments with all combinations of the 11 features,
i.e., 2047(= 211 − 1) feature sets, and calculated
their average-F scores. Table5 lists top-10 fea-
ture sets sorted by the scores. “None” denotes the
case when all the 11 features were used. First, the
“None” condition was ranked second in the table,
which shows that almost all features were effec-
tive for the classification. Next, when Feature g10
was removed, the F-value for the Incorrect cat-
egory slightly improved and thus the average-F
score also improved, as shown in the table. Be-
cause Feature g10 also appears in the table several
times, Feature g10 was implied to be less help-
ful in this classification. On the other hand, the
weight value for Feature g8 of the logistic regres-
sion function had the largest and positive value
when Feature g10 was removed. This shows Fea-
ture g8 gave strong evidence and resultingpi(w, c)
tended to be higher when Feature g8 was1. This
means that, when the common category name is
included both inU1 andS1, the category included
in S1 tended to be correct because the topic is not
changed abruptly.

The results shown above indicate the classifica-
tion performance was about 70% precision and re-
call rates on the basis of the user response and its
context. However, we need higher precision be-
cause pairs of an unknown term and its predicted
category will be added to the system knowledge,
which must not contain errors. Thus, we have pro-
posed a method using multiple user responses as
described in Section4, the effectiveness of which

is verified in the following section.

7 Experimental Evaluation in Dialogues
with Multiple Users

7.1 Data Preparation

In this section, we explain how to prepare data for
training and evaluating the regression function to
obtainConf (w , c). We performed the experiment
in a perfectly open manner: no data were shared
in training and test phases from the viewpoint of
either workers or questions. More specifically, we
had 98 (or 97) responses to implicit confirmation
requests with 10 correct and 10 incorrect cate-
gories for making implicit confirmation requests,
as explained in Section5. Thus, we divided them
into four disjointed groups, i.e., one group consists
of 49 (or 48) workers with five correct and five in-
correct categories.

The data were generated using responses col-
lected from multiple users. The responses are mu-
tually independent because they are obtained by a
server-based dialogue system, so they can be com-
bined in an arbitrary order. Thus, when we haveN
responses to single implicit confirmation requests,
we can generate

(
N
n

)
patterns. In our experiment,

N was49 (or 48) in each group. Since the values
of

(
N
n

)
become very large, we set a cut-off value

when generating the combination randomly. The
value was set to1, 000 when

(
N
n

)
exceeds1, 000.

From this data combination, we obtained fea-
ture values listed in Table1 with the reference val-
ues for every case. The reference value was set to
either1 or 0 depending on whether the category
used in the implicit confirmation request was cor-
rect or not, respectively.

We then trained the regression function with
each set of divided data of the four groups. We
selected test data sets to be completely disjointed
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from each of the four data sets from the view-
point of both workers and questions. We also used
the logistic regression, which was implemented in
Weka (version 3.8.1) (Hall et al., 2009), with its
default parameters. The results by the regression
for the four test sets are used together and analyzed
hereafter.

7.2 Performance of Regression with Multiple
Responses

We first investigated if the performance was bet-
ter when the system used multiple responses from
users. The precision and recall rates were calcu-
lated by setting various thresholds toConf (w , c)
representing how likely a categoryc is to be cor-
rect for an unknown termw.

Figure7 depicts the precision and recall curves
for n up to 8. It also shows a line indicating
the breakeven points (BEPs), meaning the value
where the two rates are equal. The BEP is used
as a single point representing a precision and re-
call curve and to show how good the estimated
confidence score is whenn changes. Note that
n = 1 corresponds to the case when only single
responses were used for the regression.

The performance represented by the BEP val-
ues became better asn became larger. In particu-
lar, the BEP values ofn ≥ 2 were larger than that
of n = 1. This proves that the proposed method
using multiple user responses more accurately de-
termines whether the predicted category is correct
or not.

We also performed feature selection by remov-
ing arbitrary features listed in Table1. The per-
formance of the regression function was measured
by the summation of BEP values for eachn (1 ≤
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Figure 8: Increase in BEP values whenn was in-
cremented by1

n ≤ 48). The result revealed the best performance
in the case was obtained when we used only Fea-
tures f3 and f4. One reason for this result was that
the correlations among the features might be high.
We still need to further investigate feature sets to
obtain betterConf(w, c), which is future work.

7.3 Discussion on Reasonable Number of
Responses

We discuss the relationship between the values of
n and the performance of the regression function
in more detail. Figure7 shows that the perfor-
mance represented by the BEP improved whenn
increased. On the other hand, cost will need to be
incurred for increasingn, i.e., collecting responses
from more human users. Thus, we investigate how
much the performance of the regression function
changed whenn increased.

We first investigated how the BEP values in-
creased in accordance withn values. Figure8
depicts the increases in the BEP values whenn
was incremented by1. It shows the increases were
large whilen ≤ 5. This result indicates that it
is worthwhile to ask more users implicit confir-
mation requests with predicted categoryc espe-
cially while n is small, to more accurately deter-
mine whether or not the category is correct. The
figure also shows that the improvement mostly di-
minished, especially whenn ≥ 10. This indicates
that the effect by asking implicit confirmation re-
quests to more human users shows diminishing re-
turns asn increases from the viewpoint of the per-
formance represented by the BEP.

We furthermore investigated recall rates when
thresholds were set toConf (w , c) so as to keep
precision rates high. In our problem setting, high
precision rates rather than high recall rates are re-
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quired to avoid incorrect information being mis-
takenly added to the system knowledge. Figure7
also shows the precision rate approached1 for n ≥
5 by setting very large thresholds toConf (w , c).
These cases indicate that the system can be al-
most perfectly confident that the predicted cate-
gory c is correct. The recall rates were low for
such cases because the precision and recall rates
are in a trade-off relationship. We investigated the
recall rates for such cases whenn increased.

Figure 9 depicts the recall rates when we set
very high threshold values forConf (w , c) so that
the precision rates become almost one, i.e.,1 − ϵ.
Here, we setϵ = 0.0058. First, the graph shows
that the precision rate existed whenn was 5 or
more. For example, the recall rate forn = 5
was 0.175. This recall rate was rather low, but
we think high precision rates should be prioritized
over recall rates, even if some correct information
is discarded at the currentn. Second, the graph
also shows that the recall rates increased withn.
This means that, if the system asks more implicit
confirmation requests with categoryc, more un-
known terms the categories of which arec will be
acquired with a sufficiently high precision rate.

8 Concluding Remarks

We have proposed a method to determine if the
ontological category of an unknown term included
in an implicit confirmation request is correct or
not. Although responses to implicit confirmation
requests seem to be insufficient for determining
this, our method makes it effective by using the
information on the context of the responses and
exploiting responses from multiple users. Exper-

8 The marginϵ is required because the confidence score
obtained by the logistic regression function cannot be1 the-
oretically (the score can only converge to1). Therefore, we
selected the smallestϵ with which we can calculate reason-
able recall values.

imental results revealed that the proposed method
exhibited higher performance than when only sin-
gle user responses were used. We hope the perfor-
mance will be improved with further feature engi-
neering.

The proposed method is expected to enable a
chatbot to acquire knowledge through dialogues
without annoying users with repetitive simple ex-
plicit confirmation requests, while it can avoid ac-
quiring wrong knowledge by achieving a high pre-
cision rate for determining the correctness of the
knowledge.

We are planning to address several issues be-
fore deploying this method in a chatbot. Although
we intuitively think implicit confirmation requests
do not degrade users’ impressions compared with
repetitive explicit confirmation requests, we need
to experimentally verify this by a user study. On
the basis of its results, we will define a strategy of
when to make implicit confirmation requests and
when to make explicit confirmation requests. De-
spite these remaining issues, we believe that the
experimental results presented in this paper are
valuable in that they show the possibility of lex-
ical acquisition through implicit confirmation.
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Abstract

Recursive autoencoders (RAEs) for com-
positionality of a vector space model were
applied to utterance intent classification
of a smartphone-based Japanese-language
spoken dialogue system. Though the
RAEs express a nonlinear operation on the
vectors of child nodes, the operation is
considered to be different intrinsically de-
pending on types of child nodes. To re-
lax the difference, a data-driven untying
of autoencoders (AEs) is proposed. The
experimental result of the utterance intent
classification showed an improved accu-
racy with the proposed method compared
with the basic tied RAE and untied RAE
based on a manual rule.

1 Introduction

A spoken dialogue system needs to estimate the ut-
terance intent correctly despite of various oral ex-
pressions. It has been a basic approach to classify
the result of automatic speech recognition (ASR)
of an utterance into one of multiple predefined in-
tent classes, followed with slot filling specific to
the estimated intent class.

There have been active studies on word
embedding techniques (Mikolov et al., 2013),
(Pennington et al., 2014), where a continuous
real vector of a relatively low dimension is
estimated for every word from a distribu-
tion of word co-occurence in a large-scale
corpus, and on compositionality techniques
(Mitchell and Lapata, 2010), (Guevara, 2010),
which estimate real vectors of phrases and clauses
through arithmetic operations on the word em-
beddings. Among them, a series of composi-
tionality models by Socher, such as recursive
autoencoders (Socher et al., 2011), matrix-vector

model which models the dependencies explicitly
(Socher et al., 2012), compositional vector gram-
mar which combines a probabilistic context free
grammar (PCFG) parser with compositional vec-
tors (Socher et al., 2013a) and the neural ten-
sor network (Socher et al., 2013b) are gaining at-
tention. The methods which showed effective-
ness in polarity estimation, sentiment distribution
and paraphrase detection are effective in utter-
ance intent classification task (Guo et al., 2014),
(Ravuri and Stolcke, 2015). The accuracy of in-
tent classification should improve if the composi-
tional vector gives richer relations between words
and phrases compared to thesaurus combined with
a conventional bag-of-words model.

Japanese, an agglutative language, has a rela-
tively flexible word order though it does have an
underlying subject-object-verb (SOV) order. In
colloquial expressions, the word order becomes
more flexible. In this paper, we applied the re-
cursive autoencoder (RAE) to the utterance intent
classification of a smartphone-based Japanese-
language spoken dialogue system. The original
RAE uses a single tied autoencoder (AE) for all
nodes in a tree. We applied multiple AEs that
were untied depending on node types, because the
operations must intrinsically differ depending on
the node types of word and phrases. In terms of
syntactic untying, the convolutional vector gram-
mar (Socher et al., 2013a) introduced syntactic un-
tying. However, a syntactic parser is not easy to
apply to colloquial Japanese expressions.

Hence, to obtain an efficient untying of AEs, we
propose a data-driven untying of AEs based on a
regression tree. The regression tree is formed to
reduce the total error of reconstructing child nodes
with AEs. We compare the accuracies of utterance
intent classification among the RAEs of a single
tied AE, AEs untied with a manually defined rule,
and AEs untied with a data-driven split method.
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Table 1: Relative frequency distribution of utter-
ance intent classes

intent class tag freq sample utterance (translation)
CheckWeather 20.4 How’s the weather in Tokyo now?
Greetings 16.5 Good morning.
AskTime 11.3 What time is it now?
CheckSchedule 7.2 Check today’s schedule.
SetAlarm 5.7 Wake me up at 6AM tomorrow.
Thanks 3.6 Thank you.
Yes 3.1 Yes.
Goodbye 2.4 Good night.
WebSearch 2.2 Search (keyword)
Praise 2.2 You are so cute.
Time 1.9 Tomorrow.
MakeFun 1.6 Stupid.
GoodFeeling 0.9 I’m fine.
BadFeeling 0.8 I am tired
CheckTemp 0.8 What is the temperature today?
BackChannel 0.7 Sure.
AddSchedule 0.7 Schedule a party at 7 on Friday.
FortuneTeller 0.7 Tell my fortune today.
Call 0.6 Ho.
No 0.6 No way.

freq. : relative frequency distribution in percent.

2 Spoken Dialog System on Smartphone

The target system is a smartphone-based Japanese-
language spoken dialog application designed to
encourage users to constantly use its speech inter-
face. The application adopts gamification to pro-
mote the use of interface. Variations of responses
from an animated character are largely limited in
the beginning, but variations and functionality are
gradually released along with the use of the appli-
cation. Major functions include weather forecast,
schedule management, alarm setting, web search
and chatting.

Most of user utterances are short phrases and
words, with a few sentences of complex contents
and nuances. The authors reviewed ASR log data
of 139,000 utterances, redifined utterance intent
classes, and assigned a class tag to every utterance
of a part of the data. Specifically, three of the au-
thors annotated the most frequent 3,000 variations
of the ASR log, which correspond to 97,000 utter-
ances i.e. 70.0 % of the total, redefined 169 utter-
ance intent classes including an others class, and
assigned a class tag to each 3,000 variations.

Frequent utterance intent classes and their rela-
tive frequency distribution are listed in Table 1. A
small number of major classes occupy more than
half of the total number of utterances, while there
are a large number of minor classes having small
portions.

xi xj

x’i x’j d

W(2), b(2) W(label), b(label)

W(1), b(1)

reconstruction error        classification error

yi,j

Figure 1: Model parameters and error functions of
the recursive autoencoder

3 Intent Class Estimation based on
Untied RAE

3.1 Training of Basic RAE

Classification based on RAE takes word embed-
dings as leaves of a tree and applies an AE to
neighboring node pairs in a bottom-up manner re-
peatedly to form a tree. The RAE obtains vec-
tors of phrases and clauses at intermediate nodes,
and that of a whole utterance at the top node of
the tree. The classification is performed by an-
other softmax layer which takes the vectors of the
words, phrases, clauses and whole utterance as in-
puts and then outputs an estimation of classes.

An AE applies a neural network of model pa-
rameters: weighting matrix W(1), bias b(1) and ac-
tivation function f to a vector pair of neighboring
nodes xi and x j as child nodes, and obtains a com-
position vector y(i, j) of the same dimension as a
parent node.

y(i, j) = f (W (1)[xi; x j] + b(1)) (1)

The AE applies another neural network of an in-
version which reproduces xi and x j as x′i and x′j
from y(i, j) as accurately as possible. The inversion
is expressed as equation (2).

[x′i ; x′j] = f (W(2)y(i, j) + b(2)) (2)

The error function is reconstruction error Erec in
(3).

Erec =
1
2
|[x′i ; x′j] − [xi; x j]|2 (3)

The tree is formed in accordance with a syn-
tactic parse tree conceptually, but it is formed by
greedy search minimizing the reconstruction error
in reality. Among all pairs of neighboring nodes
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at a time, a pair that produces the minimal recon-
struction error Erec is selected to form a parent
node.

Here, the AE applied to every node is a single
common one, specifically, a set of model param-
eters W(1), b(1), W(2) and b(2). The set of model
parameters of the tied RAE is trained to minimize
the total of Erec for all the training data.

The softmax layer for intent classification takes
the vectors of nodes as inputs, and outputs pos-
terior probabilities of K units. It outputs dk ex-
pressed in equation (4).

dk = f (W (label)y + b(label)) (4)

The correct signal is one hot vector.

t = [0, . . . , 0, 1, 0, . . . , 0]t (5)

The error function is cross-entropy error Ece ex-
pressed in (6).

Ece(y, t) = −
K∑

k=1

tk log dk(y) (6)

Figure 1 lists the model parameters and error
functions of RAE. While AE aims to obtain a con-
densed vector representation best reproducing two
child nodes of neighboring words or phrases, the
whole RAE aims to classify the utterance intent
accurately. Accordingly, the total error function
is set as a weighted sum of two error functions in
equation (7).

E = αErec + (1 − α)Ece (7)

The training of RAE optimizes the model pa-
rameters in accordance with a criterion of mini-
mizing the total error function for all training data.

3.2 Rule-based Syntactic Untying of RAE
To relax the difference of the nonlinear operation
depending on types of nodes, we designed a rule to
switch two AEs depending on types of two child
nodes manually. At the leaf level of a tree, most
of words are nouns, while a sentence or a phrase
is composed of a predicate with a subject or an
object or a complement. The operation of vec-
tors between words and noun phrases, and that
between phrases and clauses are assumed to dif-
fer considerably. Hence, the manual rule switches
two AEs, one for words and noun phrases, and the
other for phrases and clauses. Along a tree, the

1) Preparation

Attach part-of-speech tags to all morphemes 

of training data.

2) Training a tied RAE of a single AE

Train a tied RAE of a single AE for all nodes.

3) Data collection for split

Apply the RAE to training data, and tally Erec

for each node type. 

4) Selection of an AE to split

Select an AE of the maximum total Erec.

5) Binary split for untying of the AE

Split the AE into two classes based on a 

regression tree with a response of Erec.

6) Retraining of the untied RAE

Retrain the RAE. Softmax layer is kept single. 

Untied RAE

Figure 2: Procedure for training RAE of multiple
AEs with data-driven untying

AE for words and noun phrases is applied at lower
nodes around leaves, and the AE for phrases and
clauses is applied at upper nodes close to the root
node.

The node type is determined as follows. At leaf
nodes, every word of a sentence is given a part-of-
speech tag as a node type by Japanese morpheme
analyzer (Kudo et al., 2004). The number of tags
is set at 10. At upper nodes, the node type is de-
termined by the combination of node types of two
child nodes. A look-up table of the node type is
defined on the basis of Japanese grammar. An-
other look-up table determining which AE to ap-
ply on the basis of the node type is defined as well.

3.3 Data-driven Untying of RAE

To obtain a more effective untied RAE, we de-
signed a training method including data-driven un-
tying of RAE. The method is based on sequentially
splitting an AE with regression trees to reduce the
total reconstruction error Erec. Specifically, the
method splits an AE into two on the basis of a re-
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Table 2: Precision, recall, and accuracy of utterance intent classification of 65 classes
.

method training set test set
prec. recall acc. prec. recall acc.

(1) Cosine similarity of bag-of-words (BoW) - - - 76.0% 74.2% 85.1%
(2) Tied RAE based on random word vectors 37.2% 33.2% 70.6% 32.0% 65.6% 66.4%
(3) Tied RAE based on word2vec vectors 81.2% 78.8% 88.7% 74.7% 70.5% 82.7%
(4) RAE of two AEs untied by manual rule 65.9% 68.3% 88.1% 63.0% 62.5% 84.0%
(5) RAE of two AEs untied by data-driven split 80.3% 79.8% 91.3% 72.4% 72.3% 85.6%
(6) RAE of three AEs untied by data-driven split 73.9% 75.2% 90.3% 70.8% 67.9% 84.8%

gression tree with the response of the reconstruc-
tion error Erec, and optimizes the model parame-
ters of split AEs alternatively.

Figure 2 shows the procedure. The procedure
starts with giving a part-of-speech tag to every
word of a sentence. While forming a tree, a unique
node type is given according to the node types
of child nodes. To be precise, a new node type
is given to an unseen combination of node types
of two child nodes, whereas the same node type
is given when the combination of node types has
been seen before.

Initially, a single tied AE for all node types
is trained. Applying the AE to all training data,
reconstruction error Erec is tallied for each node
type. Then, a class of all node types is split into
two classes based on a regression tree of CART
(Breiman et al., 1984) with the response of Erec.
The predictor variables are the node types of the
left and right child nodes. Then, the AEs are re-
trained with L2 regularization after every binary
split. Note that the softmax layer is kept single in
order not to make the generated vector space com-
pletely different.

4 Experiments

4.1 Experimental Setup

An experiment of utterance intent classification
was conducted with the annotated data described
in Section 2. The number of classes was reduced
to 65 by merging classes with few pieces of data
with a similar class or into the others class. Con-
sidering the balance of frequent utterances and
less-frequent ones, the frequencies of utterances
were smoothed by applying a square root function.
The numbers of utterances in the training and test
sets were 7,833 and 870, respectively. The ratio of
unknown utterances in the test set was 15 percent.

4.2 Conditions of Experiments

Two types of word vectors, ramdom word vec-
tors and word2vec vectors, were compared as the
minimal elements of a tree. A total of 1.08 mil-
lion word2vec vectors were trained with Japanese
wikipedia texts of 1.1 billion words. The dimen-
sion of the vectors was fixed at 100. The word2vec
vectors were trained by using skip-gram mode on
the basis of results of preliminary experiments.

Three types of RAE, that is, a single tied AE,
two AEs untied by the manual rule, and multiple
AEs untied by the data-driven split, and a baseline
method of cosine similarity of bag-of-words were
evaluated.

4.3 Experimental Results

Table 2 shows the precision, recall, and accu-
racy of the classification for the training and test
sets. The baseline method (1) showed relatively
high performance, because the test set randomly
chosen in consideration of the smoothed frequen-
cies contained many known utterances and words
seen in the training set. The tied RAE based on
word2vec vectors (3) showed significantly better
performance than the tied RAE based on random
word vectors (2). While the RAE of two AEs un-
tied by a manual rule (4) made a slight improve-
ment, the RAE of two AEs untied by data-driven
split (5) made more improvement. The resulting
split was not simple, but one of the two AEs was
to add a modifier, roughly speaking. However, the
RAE of three AEs untied by data-driven split (6)
showed a fall. We believe that the RAE was prob-
ably overlearned with thousands pieces of training
data.

5 Conclusions

RAE was applied to utterance intent classification
of a smartphone-based Japanese-language spoken
dialogue system. To improve the classification ac-
curacy, we examined the RAE of multiple AEs un-
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tied by a manual rule and RAEs of multiple AEs
untied by data-driven split.

Comparing the untied RAEs of two AEs be-
tween the manual rule and data-driven split, the
AEs untied by the data-driven split showed better
accuracy. This means that splitting AEs based on
a regression tree with the response of the recon-
stuction error is effective to some extent.

Reducing the model parameters effectively to
circumvent overlearning, and utterance intent clas-
sification with more variations of utterances are
future work.
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Abstract

Reinforcement learning is widely used for
dialogue policy optimization where the re-
ward function often consists of more than
one component, e.g., the dialogue success
and the dialogue length. In this work, we
propose a structured method for finding a
good balance between these components
by searching for the optimal reward com-
ponent weighting. To render this search
feasible, we use multi-objective reinforce-
ment learning to significantly reduce the
number of training dialogues required. We
apply our proposed method to find opti-
mized component weights for six domains
and compare them to a default baseline.

1 Introduction

In a Spoken Dialogue System (SDS), one of the
main problems is to find appropriate system be-
haviour for any given situation. This problem is
often modelled using reinforcement learning (RL)
where the task is to find an optimal policy π(b) =
a which maps the current belief state b—an esti-
mate of the user goal— to the next system action
a. To do this, RL algorithms seek to optimize an
objective function, the reward r, using sample di-
alogues. In contrast to other RL tasks (like Al-
phaGo (Silver et al., 2016)), the reward used in
goal-oriented dialogue systems usually consists of
more than one objective (e.g., task success and di-
alogue length (Levin et al., 1998; Lemon et al.,
2006; Young et al., 2013)).

However, balancing these rewards is rarely con-
sidered and the goal of this paper is to propose a
structured method for finding the optimal weights
for a multiple objective reward function. Finding a
good balance between multiple objectives is usu-
ally domain-specific and not straight-forward. For

example, in the case of task success and dialogue
length, if the reward for success is too high, the
learning algorithm is insensitive to potentially ir-
ritating actions such as repeat provided that the
dialogue is ultimately successful. Conversely, if
the reward for success is too small, the resulting
policy may irritate users by offering inappropriate
solutions before fully illiciting the user’s require-
ments.

In this paper, we propose to find a suitable re-
ward balance by searching through the space of re-
ward component weights. Doing this with conven-
tional RL techniques is infeasible as a policy must
be trained for each candidate balance and this re-
quires an enormous number of training dialogues.
To alleviate this, we propose to use multi-objective
RL (MORL) which is specifically designed for this
task (among others (Roijers et al., 2013)). Then,
only one policy needs to be trained which may be
evaluated with several candidate balances. To the
best of our knowledge, this is the first time MORL
has been applied to dialogue policy optimization.

In contrast to previous work which explicitly
selects component weights to maximize user sat-
isfaction (Walker, 2000) explicitly, the proposed
method enables optimisation of an implicit goal
by allowing the interplay each reward component
to be explored at low computational cost.

Several different algorithms have previously
been used for MORL (Castelletti et al., 2013;
Van Moffaert et al., 2015; Pirotta et al., 2015;
Mossalam et al., 2016). In this work, we pro-
pose a novel MORL algorithm based on Gaussian
processes. This is described in Section 2 along
with a brief introduction to MORL. In Section 3,
the proposed method for finding a good reward
balance with MORL is presented. Section 4 de-
scribes the application and evaluation of the bal-
ancing method on six different domains. Finally
conclusions are drawn in Section 5.
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2 Multi-objective Reinforcement
Learning with Gaussian Processes

In this Section we present our proposed exten-
sion of the GPSARSA algorithm for MORL af-
ter giving a brief introduction to single- and multi-
objective RL and the GPSARSA algorithm itself.

Reinforcement Learning Reinforcement learn-
ing (RL) is used in a sequential decision-making
process where a decision-model (the policy π) is
trained based on sample data and a potentially de-
layed objective signal (the reward r) (Sutton and
Barto, 1998). Implementing the Markov assump-
tion, the policy selects the next action a ∈ A based
on the current system belief state b to optimise the
accumulated future reward Rt at time t:

Rt =
∞∑
k=0

γkrt+k+1 . (1)

Here, k denotes the number of future steps, γ a
discount factor and rτ the reward at time τ .

The Q-function models the expected accumu-
lated future reward Rt when taking action a in be-
lief state b and then following policy π:

Qπ(b, a) = Eπ[Rt|bt = b, at = a] . (2)

GPSARSA For most real-world problems, find-
ing the exact optimal Q-values is not feasible. In-
stead, Engel et al. (2005) have proposed the GP-
SARSA algorithm which uses Gaussian processes
(GP) to approximate the Q-function. Gašić and
Young (2014) have shown that this works well
when applied to the problem of spoken dialogue
policy optimisation. GPSARSA is a Bayesian
on-line learning algorithm which models the Q-
function as a zero-mean GP which is fully defined
by a mean and a kernel function k:

Qπ(b, a) ∼ GP(0, k(b, a), (b, a))) , (3)

where the kernel models the correlation between
data points. Based on sample data, the GP is
trained to approximate Q such that the variance
derived from the kernel represents the uncertainty
of the approximation.

In dialogue management, the following kernel
has been successfully used:

k((b, a), (b′, a′)) = δ(a, a′) · klin(b, b′) . (4)

It consists of a linear kernel for the continuous be-
lief representation b and the δ-kernel for the dis-
crete system action a.

Multi-objective Reinforcement Learning In
multi-objective reinforcement learning (MORL),
the objective function does not consist of only one
but of many dimensions. Thus, the reward rt be-
comes a vector rt = (r1t , r

2
t , . . . , r

m
t ), where m is

the number of objectives.
To define the contribution of each objective, a

scalarization function f is introduced which uses
weights w for the different objectives to map the
vector representation to a scalar value. The solu-
tion to a MORL problem is a set of optimal poli-
cies containing an optimal policy for any given
weight configuration.

In MORL, the Q-function may either be mod-
elled as a vector of Q-functions or directly
as the expectation of the scalarized vector of
(R1

t . . . R
m
t ):

Qπw(b) = E[f(Rt,w)|π, b, a] . (5)

In practice, the scalarization function is often
modelled as a linear function (the weighted sum):

f(rt,w) =
∑
m

wmr
m
t . (6)

Multi-objective GPSARSA The proposed
multi-objective (MO) GPSARSA is based on
Equation 5. By approximating the scalarized
Q-function directly using a GP, the GPSARSA
algorithm may be applied for MORL. The GP
(and thus the Q-function) is extended by one
parameter—the weight vector w: Q(b, a,w).

Approximating the Q-function with a GP relies
on the fact that the accumulated future reward Rt
(Eq. 1) may be decomposed as

Rt = rt+1 + γRt+1 . (7)

Accordingly, for using a GP to directly esti-
mate the scalarized reward in MO-GPSARSA, the
equation

f(Rt,w) = f(rt+1 + γRt+1,w)
!= f(rt+1,w) + γf(Rt+1,w) (8)

must hold. This is true in case of using a linear
scalarization function f (Eq. 6).

To alter the kernel accordingly, a linear kernel
for w is added to the state kernel1 resulting in

k((b, a,w), (b′, a′,w′))
= δ(a, a′) · (klin(b, b′) + klin(w,w′)

)
. (9)

1A similar type of kernel extension has been proposed
previously in a different context, e.g., (Casanueva et al.,
2015).
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Algorithm 1: Training of the MO-GPSARSA.
Input: dialogue success reward rs, dialogue length

penalty rl

1 foreach training dialogue do
2 select ws, wl randomly
3 execute dialogue and record (bt, at,w) in D for

each turn t
// dialogue length penalty

4 r ← wl · |D| · rl

// dialogue success reward
5 if dialogue successful then
6 r ← r + wr · rs

7 update GP using D and r
8 reset D

Since a linear scalarization function is applied,
the correlations with other data points are also as-
sumed to be linear.

To train a policy using multi-objective GP-
SARSA, a new weight configuration is sampled
randomly for each training dialogue. An example
of the training process being applied to dialogue
policy optimization with the two objectives task
success and dialogue length is depicted in Algo-
rithm 1.

3 Reward Balancing using MORL

The main contribution of this paper is to provide a
structured method for finding a good balance be-
tween multiple rewards for learning dialogue poli-
cies. For the two-objective problem of having a
task success reward rs and a dialogue length re-
ward rl, r = (rs, rl), the scalarized reward is

r = f(r,w) = 1TS · wsrs + T · wsrl
= 1TS · rws + T · rwl , (10)

where T is the number of turns and 1TS = 1 iff
the dialogue is successful, zero otherwise.

To find a good reward balance, we adopt the fol-
lowing procedure:

1. Set initial reward values rws and rwl along
with the initial weight configuration.

2. Apply MORL to train a policy for a given
number of training dialogues and evaluate
with different weight configurations.

3. Select an appropriate balance based on
success-weight and length-weight curves to
optimise the individual implicit goal.

The method may be refined by applying it re-
cursively with different grid sizes. After selecting

a suitable weight configuration, a single-objective
policy may be trained.

4 Experiments and Results

The reward balancing method described in the pre-
vious section is applied to six domains: finding
TVs, laptops, restaurants or hotels (the latter two
in Cambridge and San Francisco). The following
table depicts the domain statistics with the number
of search constraints, the number of informational
items the user can request, and the number of data-
base entities:

Domain # constr. # requests # entities

CamRestaurants 3 9 110
CamHotels 5 11 33

SFRestaurants 6 11 271
SFHotels 6 10 182

TV 6 14 94
Laptops 11 21 126

For consistency with previous work (Gašić and
Young, 2014; Young et al., 2013; Su et al., 2016)
the rewards rws = 20 and rwl = −1 are used repre-
senting the weight configuration w = (0.5, 0.5).
This results in rs = 40 and rl = −2.

For the evaluation, simulated dialogues were
created using the statistical spoken dialogue
toolkit PyDial (Ultes et al., 2017). It contains
an agenda-based user simulator (Schatzmann and
Young, 2009) with an error model to simulate the
semantic error rate (SER) encountered in real sys-
tems due to the noisy speech channel.

A policy has been trained for each domain using
multi-objective GPSARSA with 3,000 dialogues
and an SER of 15%. Each policy was evaluated
with 300 dialogues for each weight configuration
in {(0.1, 0.9), (0.2, 0.8), . . . , (0.9, 0.1)}. The re-
sults in Figure 1 are the averages of five trained
policies with different random seeds. All curves
follow a similar pattern: at some point, the success
curve reaches a plateau where the performance
does not increase any further with higher ws.

The following weights were selected: Cam-
Restaurants ws = 0.4; CamHotels ws = 0.6;
SFRestaurants ws = 0.6; SFHotels ws = 0.7; TV
ws = 0.6; Laptops ws = 0.7. These weights were
selected by hand according to the success rate2 as
well as the average dialogue length.

The selected weights were scaled to keep the

2Taking into account the overall performance and the
proximity to the edge of the plateau. To compensate for pos-
sible inaccuracies of the MO-GPSARSA, the configuration
right at the edge has not been chosen.
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Figure 1: The MORL success-weight and length-weight curves (m, task success rate (TSR) on left,
number of turns T on right vertical axes; success weights ws on horizontal axes) after 3,000 training
dialogues. Each data point is the average over five policies with different seeds where each policy/weight
configuration is evaluated with 300 dialogues. As a comparison, the same curves using single-objective
RL (s, separate policies trained for each balance) have been created after selecting the weights.

rw
s

TSR # Turns

base. opt. base. opt.

CamRestaurants 14 88.8% 86.2% 6.4 6.3
CamHotels 30 75.1% 79.8% 8.1 8.2
SFRestaurants 47 62.4% 65.7% 8.5 9.1
SFHotels 30 66.7% 69.4% 8.0 8.0
TV 30 75.7% 80.5% 7.4 7.4
Laptops 47 44.6% 54.6% 7.5 8.7

Table 1: Task success rates (TSRs) and number of
turns after 4,000 training dialogues using a success
reward of 20 (baseline) compared to the optimised
success reward rws . All TSR differences are statis-
tically significant (t-test, p < 0.05).

turn penalty wwl constant at −1. Using these re-
ward settings, each domain was evaluated with
4,000 dialogues in 10 batches. After each batch,
the policies were evaluated with 300 dialogues.
The final results shown in Table 1 (selection of
learning curves in Figure 2) are compared to the
baseline of w = (0.5, 0.5) (i.e. standard unopti-
mised reward component weight balance). Evi-
dently, optimising the balance has a significant im-
pact on the performance of the trained polices.

To analyse the performance of multi-objective
GPSARSA, policies were trained and evaluated
for each reward balance with single-objective (SO)
GPSARSA (see Figure 1) after the weights had
been selected. Each SO policy was trained with

1,000 dialogues and evaluated with 300 dialogues,
all averaged over five runs. The success-weight
curves for SORL clearly resemble the MORL
curves for almost all domains except for Cam-
Restaurants where it leads to an incorrect selection
of weights. This may be attributed to the kernel
used for multi-objective GPSARSA.

It is worth noting that for the presented full
MORL analysis, 3,000 training dialogues were
necessary for each domain to find a good balance.
This is significantly less than the 9,000 dialogues
needed for the SORL analysis and this difference
would increase further for a finer grain search grid.

5 Conclusion

In this work, we have addressed the problem of
finding a good balance between multiple rewards
for learning dialogue policies. We have shown
the relevance of the problem and demonstrated the
usefulness of multi-objective reinforcement learn-
ing to facilitate the search for a suitable balance.
Using the proposed procedure, only one policy
needs to be trained which can then be evaluated
for an arbitrary number of reward balances thus
drastically reducing the total amount of training
dialogues needed.

We have proposed and employed an extension
of the GPSARSA algorithm for multiple objec-
tives and applied it to six domains. The ex-
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Figure 2: The task success rates (TSR, left axes) and dialogue length in number of turns (T, right axes)
for all six domains comparing the baseline (rws = 20, w = (0.5, 0.5)) with the optimised balance. The
horizontal axes show the number of training dialogues. Each data point is the average over five policies
with different seeds where each policy is evaluated with 300 dialogues.

periments show the successful application of our
method: the optimal balance improved task suc-
cess without unduly impacting on dialogue length
in all domains except CamRestaurants, where it is
clear that the weight selection criteria failed. In
practice, this could have been easily trapped by
applying a minimum weight to the success crite-
ria. Furthermore, the domain-dependence of the
reward balance has been confirmed.

For future work, the accuracy of the proposed
multi-objective GPSARSA will be further im-
proved with the ultimate goal of using the pro-
posed method to directly learn a multi-objective
policy through interaction with real users. To
achieve this, alternative weight kernels will be ex-
plored. The resulting multi-objective policy may
then directly be applied (without the need of re-
training a single-objective policy) and the weights
may even be adjusted according to a specific situ-
ation or user preferences.

Future work will also include an automatic
method to find the optimal balance as well as in-
vestigating the relationship between the optimal
success reward value and the domain characteris-
tics (similar to Papangelis et al. (2017)).
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Université Paris-Saclay
75013 Paris, France
clavel@enst.fr

Frédéric Landragin
Lattice Laboratory, CNRS, ENS,
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Abstract

This work aims at characterising ver-
bal alignment processes for improving
virtual agent communicative capabilities.
We propose computationally inexpen-
sive measures of verbal alignment based
on expression repetition in dyadic tex-
tual dialogues. Using these measures,
we present a contrastive study between
Human-Human and Human-Agent dia-
logues on a negotiation task. We exhibit
quantitative differences in the strength and
orientation of verbal alignment showing
the ability of our approach to characterise
important aspects of verbal alignment.

1 Introduction

Convergence of behaviour is an important feature
of Human-Human (H-H) interaction that occurs
both at low-level (e.g., body postures, accent and
speech rate, word choice, repetitions) and at high-
level (e.g., mental, emotional, cognitive) (Gal-
lois et al., 2005). In particular, dialogue partici-
pants (DPs) automatically align their communica-
tive behaviour at different linguistic levels includ-
ing the lexical, syntactic and semantic ones (Pick-
ering and Garrod, 2004). A key ability in dialogue
is to be able to align (or not) to show a conver-
gent, engaged behaviour or at the opposite a diver-
gent one. Such convergent behaviour may facil-
itate successful task-oriented dialogues (Nenkova
et al., 2008; Friedberg et al., 2012). Our goal is
to provide a virtual agent with the ability to detect
the alignment behaviour of its human interlocutor,
as well as the ability to align with the user to en-
hance its believability, to increase interaction nat-
uralness and to maintain user’s engagement (Yu
et al., 2016). In this paper, we aim at provid-
ing measures characterising verbal alignment pro-

cesses based on repetitions between DPs. We pro-
pose a framework based on repetition at the lexical
level which deals with textual dialogues (e.g., tran-
scripts), along with automatic and generic mea-
sures indicating verbal alignment between inter-
locutors. We offer a study that contrasts H-H and
Human-Agent (H-A) dialogues on a negotiation
task and show how our proposed measures can
be used to quantify verbal alignment. We con-
firm quantitatively some predictions from previ-
ous literature regarding the strength and orienta-
tion of verbal alignment in Human-Machine Inter-
action (Branigan et al., 2010).

Section 2 presents and discusses the related
work. Section 3 describes the proposed model
and outlines its main features. Next, Section 4
presents the corpus-based experimentation proto-
col and states the main investigated hypotheses.
Then, Section 5 presents the quantitative analysis
and discusses the main results. Finally, Section 6
concludes this paper.

2 Related Work

When people are engaged in a dialogue there is ev-
idence that their behaviours tend to converge (Gal-
lois et al., 2005) and automatically align at sev-
eral levels (Pickering and Garrod, 2004). This in-
cludes non-linguistic levels such as facial expres-
sions and body postures as well as linguistic lev-
els such as lexical, syntactic and semantic ones.
In particular, alignment theory predicts the exis-
tence of patterns of repetition via a priming mech-
anism stating that “encountering an utterance that
activates a particular representation makes it more
likely that the person will subsequently produce
an utterance that uses that representation” (Picker-
ing and Garrod, 2004). Thus, DPs tend to reuse
lexical as well as syntactic structure (Reitter et al.,
2006; Ward and Litman, 2007). One consequence
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of successful alignment at several levels between
DPs is a certain repetitiveness in dialogue and the
development of a lexicon of fixed expressions es-
tablished during dialogue (Pickering and Garrod,
2004). DPs tend to automatically establish and
use fixed expressions that become dialogue rou-
tines via a process called “routinization”. Recent
work argues that these patterns of repetition may
be specific to task-oriented dialogues and do not
generalise to ordinary conversation in H-H inter-
actions (Healey et al., 2014). Here, we are specif-
ically interested in verbal alignment in H-H and
H-A task-oriented interactions. We use the term
alignment to say that DPs converge at the lex-
ical level by using the same words and expres-
sions (e.g., by employing the expression “that’s
not gonna work for me” to reject a proposition).

Studies point out evidence that lexical items and
syntactic structures used by a system are subse-
quently adopted by users (Brennan, 1996; Stoy-
anchev and Stent, 2009; Parent and Eskenazi,
2010; Branigan et al., 2010). (Branigan et al.,
2010) argue that linguistic alignment should occur
in Human-Machine interaction. In particular, they
outline the fact that the strength of alignment may
be dependent on the human’s belief about the com-
municative capability of the machine. As such,
alignment might be stronger from a human par-
ticipant who believes that it might improve com-
munication and understanding. In this work, we
bring quantitative evidence supporting the fact that
human align more with a virtual agent than with
another human based on a study contrasting H-H
and H-A interactions at the level of repetition of
expressions. While previous studies have mainly
focused on H-H dialogues, we offer in this work
an analysis of verbal alignment in H-A dialogues
based on a corpus.

Several studies aim at providing virtual agents
with the ability to verbally align with the user in
order to improve credibility, naturalness, and also
to foster user engagement (Clavel et al., 2016). It
involves high-level alignment such as politeness
(De Jong et al., 2008) or aligning on apprecia-
tions (Campano et al., 2015). Work on conver-
gence in the spoken dialogue system community
has mainly focused on lexical entrainment, i.e. the
tendency to use the same terms when DPs refer re-
peatedly to the same objects (Brennan and Clark,
1996). Several entrainment models have been pro-
posed to let the system entrains to user utterances

(e.g., (Brockmann et al., 2005; Buschmeier et al.,
2010; Hu et al., 2014; Lopes et al., 2015)). These
models are completely or partially rule-based and
focus on specific aspects of entrainment. Recent
work aims at introducing entrainment in a fully
trainable natural language system by exploiting
the preceding user utterance (Dušek and Jurcıcek,
2016).

Several metrics have been employed to auto-
matically measure linguistic alignment in written
corpora. At the word or token levels, (Nenkova
et al., 2008) quantify verbal alignment based
on high-frequency words while (Campano et al.,
2014) quantify verbal alignment based on vocab-
ulary overlap between DPs. (Healey et al., 2014)
compute similarity at the syntax and lexical levels
on windows of a fixed number of turns. (Fusaroli
and Tyln, 2016) employ (cross-)recurrence quan-
tification analysis to quantify interactive align-
ment and interpersonal synergy at the lexical,
prosodic and speech/pause levels. (Reitter et al.,
2006; Ward and Litman, 2007) focus on re-
gression models to study priming effects within
a small window of time in single dialogues.
(Stenchikova and Stent, 2007) use a frequency-
based approach (Church, 2000) to measure adapta-
tion between dialogues. In this paper, we propose
global and speaker-specific measures based on the
automatic construction of the expression lexicon
built by the DPs. An originality of our approach is
to consider lexical patterns predicted by the rou-
tinization process of the interactive alignment the-
ory. These measures rely on efficient algorithms
making an online usage in a dialogue system re-
alistic. They indicate both verbal alignment at the
level of repetitions and the orientation of verbal
alignment between DPs in single dialogues.

3 Model: Expression-based Measures of
Verbal Alignment

To address the problem of detecting (possibly
overlapping) repetitions between DPs, we propose
a framework defining key features of repeated ex-
pressions, along with an efficient computational
mean of building an expression lexicon.

In this work, we define an expression as a sur-
face text pattern at the utterance level that has been
produced by both speakers in a dialogue. In other
words, it is a contiguous sequence of tokens that
appears in at least two utterances produced by two
different speakers. An expression may be a single
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token (e.g., “you”, “I”). However, an expression
should contain at least one non-punctuation token.
Thus, sequences like “?”, “!”, “,” are not expres-
sions. An instance of an expression can either be
free or constrained in a given utterance1. A free in-
stance is an instance of an expression that appears
in an utterance without being a subexpression of
a larger expression. A constrained instance is an
expression that appears in a turn as a subexpres-
sion of a larger expression. The initiator of the
expression is the interlocutor that first produced
an instance of the expression either in a free or
constrained form. Lastly, an expression is estab-
lished as soon as the two following criteria are
met: (i) the expression has been produced by both
interlocutors (either in a free or constrained form),
and (ii) the expression has been produced at least
once in a free form. The first turn in which these
criteria are all met is the establishment turn of the
expression. Eventually, the expression lexicon of a
dialogue is the set of established expressions that
appear in this dialogue. Importantly, the expres-
sion lexicon contains all expressions that appear
in a dialogue at least once in a free form. Ex-
pressions that are always constrained (i.e. which
instances are always a subpart of a larger expres-
sion) are discarded.

Table 1 presents an excerpt of dialogue ex-
tracted from the corpus used in this work. In this
example, “that’s not gonna work for me” is an ex-
pression initiated by A in turn 1 and established
in turn 4. This expression is free in this excerpt,
and it belongs to the expression lexicon. Simi-
larly, “work for” is an expression initiated by A
in turn 1 and established in turn 2. It appears in
a constrained form in the expression “that’s not
gonna work for me” in turns 1 and 4, and in a
free form in turn 2. It belongs to the expression
lexicon. The expression “that’s not gonna” occurs
in a constrained form in turns 1 and 4, and never
occurs in a free form. This expression is never es-
tablished (contrary to its parent expression “that’s
not gonna work for me”) and thus is not included
in the expression lexicon.

The automatic extraction of expressions from a
dialogue is an instance of sequential pattern min-
ing (Mooney and Roddick, 2013) applied to tex-
tual dialogues. In this work, we follow a similar
approach than (Dubuisson Duplessis et al., 2017)

1This terminology is borrowed and adapted from the tex-
tual data analysis field and the notion of “repeated seg-
ment” (Lebart et al., 1997)

Loc. Utterance
A1 well, that’s an interesting idea. but no,

that’s not gonna work for me.
B2 what will work for you?
A3 what do you think about me getting two

chairs and one plate and you getting one
chair, one plate, and the clock?

B4 that’s not gonna work for me
A5 well which of these items would be your

first choice?
B6 well i don’t want the clock
A7 oh really?

Table 1: Excerpt of dialogue extracted from the H-
A corpus (described in Section 4.1). Expressions
are coloured. Established expressions are in italic.

by employing a generalised suffix tree in order to
solve the multiple common subsequence problem
(MCSP) (Gusfield, 1997) to extract frequent sur-
face text patterns between utterances, and then fil-
tering patterns used by both DPs. Notably, the
MCSP is solved in linear time with respect to the
number of tokens in a dialogue (Gusfield, 1997).

3.1 Properties of Expressions

An expression has a frequency which corresponds
to the number of utterances in which the expres-
sion appears. For example, the expression “work
for” has a frequency of 3 because it appears in ut-
terance 1, 2 and 4. Next, the size of an expres-
sion is its number of tokens (e.g., expression “the
clock” has size 2). Then, the span of an expres-
sion is the number of utterances between the first
production and the last production of this expres-
sion in the dialogue (including the first and last
utterances). The minimum span is 2, meaning the
expression has been established in two adjacent ut-
terances. For instance, the expression “the clock”
has a span of 4 because it appears first in utterance
3 and last in utterance 6. We derive the density of
an expression which is given by the ratio between
its frequency and its span. For instance, the den-
sity of the expression “well” is 0.5. Eventually, the
priming of an expression is the number of repeti-
tions of the expression by the initiator before be-
ing used by the other interlocutor (either in a free
or constrained form). For example, the expression
“well” has a priming of 2 because it is repeated by
speaker A in utterance 1 and 5 before being estab-
lished in utterance 6.
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3.2 Measures

Globally, we derive the following measures from
the model:
Expression lexicon size (ELS) the number of

items in the expression lexicon, i.e. the num-
ber of established expressions in the dialogue

Expression variety (EV) the expression lexicon
size normalised by the total number of to-
kens in the dialogue. It is given by: EV =

ELS
# Tokens . This ratio indicates the variety of
the expression lexicon relatively to the length
of the dialogue. The higher it is, the more
there are different expressions established be-
tween DPs.

Expression repetition (ER) the ratio of pro-
duced tokens belonging to an instance
of an established expression, i.e. the
ratio of tokens belonging to a repeti-
tion of an expression. It is given by:

ER = # Tokens in an established expr.
# Tokens ,

ER ∈ [0, 1]. The higher the ER is, the more
DPs dedicate tokens to the repetition of es-
tablished expressions.

We also derive the following measures for each
speaker S:
Initiated expressions (IES) number of expres-

sions initiated by S (and further established)
normalised by the expression lexicon size. It

is given by: IES = # Expr. initiated by S
ELS ,

∀ S, IES ∈ [0, 1]. Note that in a dyadic di-
alogue involving speaker S1 and S2, IES1

+
IES1

= 1.
Expression repetition (ERS) ratio of pro-

duced tokens belonging to an instance
of an established expression, i.e. ratio
of tokens belonging to a repetition of
an expression. It is given by: ERS =
# Tokens from S in an established expr.

# Tokens from S ,
∀ S, ERS ∈ [0, 1]

Eventually, we also consider a measure inde-
pendent of the model: the Token Overlap (TO)
which is the ratio of shared tokens between locu-
tor S1 and locutor S2 in a dialogue. It is given by:

TO =
#(TokensS1

∩TokensS2
)

#(TokensS1
∪TokensS2

)
. The higher is TO,

the more vocabulary is shared between S1 and S2.

4 Experimentation

Our methodology aims at comparing quantita-
tively both H-H and H-A task-oriented corpora at

the level of the repetition of expressions.

4.1 Negotiation Corpora

The corpus of this study focuses on a negotiation
task between two DPs and is detailed in (Gratch
et al., 2016). It focuses on a common abstrac-
tion of negotiation known as the multi-issue bar-
gaining task (Kelley and Schenitzki, 1972). Here,
it requires two interlocutors to find an agreement
over the amount of a product each player wishes
to buy. Each player receives some payoff for each
possible agreement, usually unknown to the other
party. Negotiation can take two structures in this
scenario. The integrative structure represents a
negotiation that can turn out to be a win-win for
both players (if they realise through conversation
that this is a cooperative negotiation). On the
other hand, the distributive negotiation represents
a competitive (zero-sum) negotiation where play-
ers share the same interests in objects. However,
players do not know in advance and often assume a
distributive negotiation (i.e. their opponent wants
the same thing as them) rather than an integrative
negotiation. This corpus can be broken down into
two parts: a H-H corpus and a H-A corpus. In both
parts, people were given similar instructions, i.e.
humans are told that they must negotiate with an-
other player how to divide the contents of a storage
locker filled with three classes of valuable items
(such as records, lamps or painting).

In the H-H corpus, pairs of people performed
one negotiation which was either distributive or
integrative in structure. Independently, they were
given information in the instructions that sug-
gested the negotiation was integrative or distribu-
tive. Note that this condition does not affect the
results presented below.

In the H-A corpus, the human participant en-
gaged in two negotiations with two different vir-
tual agents (a male called Brad and a female
called Ellie). The first negotiation was a cooper-
ative/integrative negotiation while the second was
a competitive/distributive negotiation. The order
of interaction with the agents (Brad-Ellie or Ellie-
Brad) was randomly chosen. The interaction was
framed. Half of the human participants was told
they were interacting with an autonomous agent
while the other half was told they were interact-
ing with a human wizard (though the agent was
always controlled by a wizard). The Woz system
controlling virtual agents has been designed to be

74



Table 2: Figures about the H-H corpus and the H-
A corpus. U = Unique, T/Utt.=Tokens per Utter-
ance, med. = median

H-H H-A
Dialogue 84 154
Utterance (U) 10319 (7840) 17125 (6109)
. . . avg (std) 122.8 (84.1) 111.2 (57.5)
Token (U) 79396 (2516) 90479 (1335)
T/Utt.
avg/med. (std) 7.7/6.0 (7.4) 5.3/4.0 (5.7)
avg (std) 7.7 (7.4) 5.3 (5.7)
min/max 1/66 1/154

as natural as possible (DeVault et al., 2015). It
involves low-level functions carried out automati-
cally (such as the selection of gestures and expres-
sions related to speech) and high-level decisions
about verbal and non-verbal behaviour carried out
by two wizards. Notably, it includes a large
number of possible utterances (more than 11,000)
along with a specific interface enabling the hu-
man operator to rapidly select among those (De-
Vault et al., 2015). For both virtual human agents,
wizards were rather free but followed some guide-
lines. First, the goal in both negotiations is for
the agent to win. Next, in the distributive con-
dition, wizards were requested to be soft, polite
and vague trying hard to get the human partici-
pant to make the first offer and avoiding revealing
what they wanted (unless the human directly asks).
In the integrative condition, wizards could share
preferences and were not requested to be vague.
However, they were requested to try getting the
human share first and make the first offer. Table 1
presents an excerpt from a competitive negotiation
from the H-A corpus.

Figures about both corpora can be found in Ta-
ble 2. Globally, dialogues in both corpora contains
more than 100 utterances. It shows that H-A di-
alogues are a bit shorter than H-H dialogues but
still comparable. Besides, utterances are shorter
in terms of tokens in the H-A dialogues than in the
H-H dialogues.

4.2 Randomised Corpora

To investigate hypotheses stated in Section 4.3,
we constituted two randomised corpora HHR and
HAR respectively for the randomised version of
the H-H corpus and the H-A corpus. This ran-
domisation process is similar to the ones adopted

by various work investigating verbal alignment
(e.g., (Ward and Litman, 2007), (Healey et al.,
2014), (Fusaroli and Tyln, 2016)). To constitute
the HHR corpus, the following process is per-
formed for each dialogue of the initial corpus:
each interlocutor’s real turns in sequence are in-
terleaved with turns randomly chosen from the H-
H corpus. A similar process is followed for the
HAR corpus with the exception that each human
turn is substituted by a random human turns from
the H-A corpus when keeping the sequence of wiz-
ard turns; while each wizard turn is substituted
by a random wizard turns from the H-A corpus
when keeping the sequence of human turns. In all,
two dialogues are generated by these processes for
each original H-H/A dialogue (one for each locu-
tor). These surrogate corpora lack the coherence
of dialogues in the H-H and H-A corpora. Indeed,
utterances are no longer in their original relation-
ship with their response utterances. We thus ex-
pect to find reduced verbal alignment at the level
of expressions in these corpora.

4.3 Hypotheses
4.3.1 “Above Chance” Hypotheses
Our first hypothesis is that DPs should verbally
align at the level of expressions in both the H-H
corpus and the H-A corpus more than would be
expected by chance. This hypothesis can be ex-
pressed in the following way:
routinization DPs should constitute a richer ex-

pression lexicon than they would by chance
(this should be indicated by the EV measure)

repetition DPs should repeat expressions more
often than chance (this should be indicated by
the ER and the TO measures)

4.3.2 H-H VS H-A Hypotheses
Following Branigan et al’s hypothesis (Branigan
et al., 2010), we should expect more verbal align-
ment at the level of expressions in the H-A corpus
than in the H-H corpus. Besides, we should expect
more verbal alignment from the human participant
than from the agent. Indeed, the human participant
both has the ability to verbally align (contrary to
the agent) and may be influenced by beliefs about
the communicative limitations of the agent. This
hypothesis can be expressed in the following way:
routinization DPs should constitute a richer ex-

pression lexicon in the H-A corpus than in
the H-H corpus (this should be indicated by
the EV measure)

75



repetition DPs should dedicate more tokens to
the repetition of established expressions in
the H-A corpus than in the H-H corpus (this
should be indicated by the ER and the TO
measures)

orientation the human participant should repeat
more expressions initiated by the agent than
the other way around (this should be indi-
cated by the IES and the ERS measures)

4.3.3 H-A-specific Hypotheses
In this study, we also consider conditions that af-
fects only the H-A corpus. First, interactions with
the virtual agent were randomly “framed” mean-
ing that, prior interactions, the human participant
was either told that the agent was controlled by a
human operator (72 dialogues) or that it was au-
tonomous (82 dialogues). This condition affects
the mediated component of verbal alignment i.e.
the beliefs of the human participant about the com-
municative capabilities of the agent (e.g., in terms
of understanding). This leads us to the following
hypothesis:
framing framing should impact verbal alignment

in the routinization, repetition and orientation
aspects.

More specifically, “human” framing should lead
to a more “human-like verbal alignment” while
“agent” framing should lead to a “HMI-like ver-
bal alignment” (Branigan et al., 2010).

Moreover, the human participants interacted
with two versions of the virtual agent. One was
Ellie, a female agent, while the other was Brad, a
male agent. Interaction order was random (Brad-
Ellie or Ellie-Brad). This condition leads us to the
following hypothesis:
gender gender matching (Male-Male or Female-

Female) or unmatching (Male-Female,
Female-Male) should not impact verbal
alignment

Lastly, interactions involved two types of nego-
tiations (integrative and distributive). We study the
impact of the negotiation type on the verbal align-
ment at the level of expressions.

5 Quantitative Analysis and Results

5.1 Comparisons to the Surrogate Corpora

We compare the H-H and H-A corpora of real in-
teractions to the surrogate HHR and HAR corpora
to ensure that established expressions in the dia-
logues are actually due to the coherent sequence

of utterances and are not incidental.
We investigated whether DPs in the H-H cor-

pus verbally align at the level of expressions more
than would be expected by chance by compar-
ing it to the HHR corpus (following hypotheses
stated in Section 4.3.1). First, the expression va-
riety is significantly higher for the H-H corpus
(mean=0.118, std=0.023) than for the HHR corpus
(mean=0.110, std=0.015). Statistical difference is
checked by a Wilcoxon rank sum test (U = 8951,
p = 0.00051 < 0.001, r = 0.22)2. This in-
dicates that H-H interactions lead to a richer ex-
pression lexicon. However, the expression repe-
tition is not significantly different (p = 0.3446)
between the H-H corpus (mean=0.436, std=0.107)
and the HHR corpus (mean=0.420, std=0.108).
This means that the amount of tokens dedicated
to the repetition of expressions is similar between
the H-H corpus and the HHR corpus. An explana-
tion of this may be that the dialogues happen in a
closed domain on a specific task (negotiations of
a set of objects) and thus in a constrained vocab-
ulary. This inevitably leads random dialogues to
include repetitions though in a lesser variety. This
is confirmed by the token overlap that is signif-
icantly higher for the H-H corpus (mean=0.316,
std=0.073) than for the HHR corpus (mean=0.276,
std=0.058) (U = 9468.5, p = 9.781 × 10−6 <
0.001, r = 0.28). DPs share a richer vocabulary
than what would happen by chance.

We performed a similar analysis by comparing
the H-A corpus and the HAR corpus. It turns
out that both the expression lexicon variety and
the expression repetition are significantly higher
in the H-A corpus than in the HAR corpus. In-
deed, the expression variety is significantly higher
(U = 30126, p = 2.155 × 10−6 < 0.001,
r = 0.22) for the H-A corpus (mean=0.134,
std=0.022) than for the HAR corpus (mean=0.124,
std=0.020). Besides, the expression repetition is
significantly higher (U = 28124, p = 0.0011 <
0.01, r = 0.15) for the H-A corpus (mean=0.416,
std=0.086) than for the HAR corpus (mean=0.386,
std=0.088). This is comforted by the fact that the
token overlap is significantly higher (U = 30164,
p = 1.875×10−6 < 0.001, r = 0.22) for the H-A
corpus (mean=0.322, std=0.06) than for the HAR
corpus (mean=0.293, std=0.06).

All in all, it turns out that both H-H and H-A di-

2For each test, we report the test statistics (U/W), the p-
value (p) and the effect size (r).
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alogues constitute a richer expression lexicon than
they would by chance (routinization hypothesis).
As for the repetition hypothesis, DPs clearly re-
peat expressions more often than chance in the H-
A corpus. However, repetition in the H-H corpus
is comparable to what would happen by chance in
closed domain task-oriented dialogues. All things
considered, our indicators show that both corpora
tends to verbally align at the level of shared ex-
pressions more than they would by chance.

5.2 Differences between H-H/A Interactions

We compare verbal alignment at the expression
level between the H-H corpus and the H-A corpus
globally, per speaker and at the lexicon level.

5.2.1 Global Interaction Analysis
It turns out that the expression variety is signif-
icantly lower for the H-H corpus (mean=0.118,
std=0.023) than for the H-A corpus (mean=0.134,
std=0.022). This is checked via a Wilcoxon rank
sum test (U = 4056.5, p = 2.035×10−6 < 0.001,
r = 0.31). This indicates that DPs constitute a
richer expression lexicon in the H-A corpus than
in the H-H corpus. However, we noticed that there
is no significant difference between the H-H cor-
pus and the H-A corpus in terms of expression rep-
etition and token overlap. Indeed, the expression
repetition is not significantly different between the
H-H corpus (mean=0.436, std=0.107) and the H-
A corpus (mean=0.416, std=0.086) by a Wilcoxon
rank sum test (p = 0.1261). Besides, the token
overlap is not significantly different between the
H-H corpus (mean=0.316, std=0.073) and the H-
A corpus (mean=0.322, std=0.06) by a similar test
(p = 0.6618).

H-A interactions lead to a richer expression lex-
icon than the H-H interactions (routinization hy-
pothesis). This indicates more verbal alignment at
the level of shared expressions in H-A dialogues.
However, DPs do not dedicate more tokens to the
repetition of established expressions in the H-A
corpus than in the H-H corpus (repetition hyp.).

5.2.2 Speaker Perspective Analysis
We investigated verbal alignment at the level
of expressions by having a closer look at each
speaker in a dialogue in terms of initiated expres-
sions (IE) and expression repetition (ER). In the
H-H corpus, both speakers play a symmetrical role
at the level of expressions. First, they initiate a
similar amount of expressions. Indeed, IES1

and

the IES2
are not significantly different (Wilcoxon

signed rank test, p = 0.5978). Next, they dedi-
cate the same amount of tokens to the repetition of
expressions (see Figure 1). In fact, ERS1

and the
ERS2

are not significantly different (p = 0.9875).
On the contrary, the H-A corpus shows an

asymmetrical role at the level of expressions be-
tween the Woz and the human participant. First,
the Woz initiates more expressions than the hu-
man participant. Indeed, IEWoz (mean=0.596,
std=0.116) is significantly higher than IEH
(mean=0.404, std=0.116) (Wilcoxon signed rank
test, W = 10161, p < 2.2 × 10−16 < 0.001, r =
0.87). Then, the human participant dedicates more
tokens to the repetition of an established expres-
sion than the Woz (see Figure 1). As a matter of
fact, ERWoz (mean=0.347, std=0.104) is signifi-
cantly lower than ERH (mean=0.492, std=0.086)
(Wilcoxon signed rank test, W = 545, p <
2.2 × 10−16 < 0.001, r = 0.87). Notably, this
asymmetry does not appear when considering the
number of tokens produced by each speaker, i.e.
the Woz and the human tend to produce the same
amount of tokens. Indeed, there is not a significant
difference in the proportion of tokens produced
by the Woz (mean=0.483, std=0.134) and by
the human participant (mean=0.517, std=0.134)
(Wilcoxon signed rank test, p = 0.08067). Be-
sides, a closer look at the shared vocabulary
shows that there is not a significant difference
in the proportion of vocabulary shared by the
Woz (mean=0.4853, std=0.116) and by the human
participant (mean=0.515, std=0.093)3 (Wilcoxon
signed rank test, p = 0.08029). That is, globally,
the Woz does not share more of its vocabulary than
the human participants, and conversely.

It turns out that verbal alignment at the level of
shared expressions is symmetrical in the H-H cor-
pus. On the contrary, it is asymmetrical in the H-A
corpus (orientation hypothesis) where it indicates
that the human participant verbally align more by
(i) adopting more Woz-initiated expressions (than
the Woz adopting Human-initiated expressions),
and (ii) dedicating more tokens to the repetition
of established expressions.

5.2.3 Expression Lexicon Analysis
Eventually, we took a closer look at the expres-
sion lexicon produced in the H-H corpus and the

3Relative shared vocabulary for S1is computed as follow:

SVS1
=

#(TokensS1
∩TokensS2

)

#(TokensS1
)
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Figure 1: Comparison of the H-H/A corpora for
ERS . Difference is significant for H-A (p <
0.001), not for H-H (cf. Section 5.2.2).

H-A corpus. Regarding the size in tokens of the
expressions, there is no significant difference be-
tween the two corpora (Wilcoxon rank sum test,
p = 0.9897). The majority of expressions con-
tains less than 3 tokens. Around 70% of expres-
sions are 1-token expressions, 20% are 2-token
expressions, 5% are 3-token expressions, and the
other 5% are 4-token and more expressions.

Considering the priming of an expression (i.e.
the number of repetitions of the expression by
the initiator before being used by the other inter-
locutor), most expressions have a priming of less
than 3 repetitions in both corpora. However, there
is a significant difference between the two cor-
pora (Wilcoxon rank sum test, U = 57185000,
p < 2.2 × 10−16 < 0.001). The most striking
one is about the proportion of 1-repetition prim-
ing expressions. 63% of expressions have a 1-
repetition priming in the H-H corpus while it is
higher in the H-A corpus at 72%. 20% of expres-
sions have a 2-repetition priming in the H-H cor-
pus while it is 17% in the H-A corpus. Lastly, 8%
of the H-H expressions have a 3-repetition prim-
ing while it reaches 6% for the H-A corpus. The
main reason of the difference at the priming level
may be found in the functions that serve expres-
sion repetition in the corpora. This is supported by
the study of the density of expressions (i.e. their
ratio frequency/span) in both corpora. Expres-
sions in the H-A corpus are denser (mean=0.174,
std=0.238) than expressions in the H-H corpus

(mean=0.146, std=0.206). This difference is sig-
nificant (Wilcoxon rank sum test, U = 45419000,
p < 2.2× 10−16 < 0.001). Expressions in the H-
A corpus tend to occur more frequently between
their first and last appearance in the dialogue than
in the H-H corpus.

5.3 Other Conditions in Human-Agent
Interactions

We studied the impact of the “human operator”
framing against the “AI” framing on the ver-
bal alignment at the level of expressions. It
turns out there is no difference in the variety
of the expression lexicon between the two fram-
ing modes. Indeed, the expression variety is not
significantly different between “human operator”
framing (mean=0.131, std=0.023) and the “AI”
framing (mean=0.136, std=0.021) (Wilcoxon rank
sum test, p = 0.1338). Study about repetition does
not reveal any effect from the framing condition.
As a matter of fact, the expression repetition is
not significantly different between “human oper-
ator” framing (mean=0.423, std=0.087) and “AI”
framing (mean=0.409, std=0.085) (p = 0.2915).
Similarly, no effect is found at the token overlap.
Besides, analyses on the expression initiation (EI)
and the expression repetition at the speaker level
(ERS) yield the same results than the entire H-A
corpus i.e. the verbal alignment is asymmetrical
between the agent and the human. Contrary to our
hypothesis, framing does not quantitatively impact
verbal alignment at the level of expressions.

A similar analysis at the gender mismatch or
match between the human participant and the
agent (Brad or Ellie) does not reveal any differ-
ence at the expression variety, expression repeti-
tion (globally or by speaker), token overlap, and
expression initiation. These analyses confirm our
hypothesis that gender does not quantitatively im-
pact verbal alignment at the level of expressions in
our H-A corpus.

It turns out that some significant differ-
ences exist between the two types of nego-
tiation (integrative and distributive) in the H-
A corpus. First, distributive negotiation leads
to longer dialogues in number of utterances
(mean=144.3, std=58.757) than integrative nego-
tiation (mean=82.5, std=41.09). Despite this dif-
ference in dialogue length, the expression vari-
ety is similar between the integrative negotiations
(mean=0.133, std=0.022) and the distributive ones

78



(mean=0.133, std=0.020) (Wilcoxon signed rank
test, p = 0.9847). However, a major differ-
ence can be observed at the expression repetition
which is significantly higher for the distributive
negotiations (mean=0.456, std=0.073) than for the
integrative negotiations (mean=0.375, std=0.084)
(W = 142, p = 7.665 × 10−10 < 0.001, r =
0.87). All in all, this indicates that participants
align more at the level of expressions in compet-
itive negotiations than in cooperative ones. This
may be due to the fact that they need to verbally
align more on (counter-)propositions in competi-
tive negotiations.

5.4 Discussion

We have presented automatic and generic mea-
sures of verbal alignment based on an expression
framework focusing on repetition between DPs at
the level of surface of text utterances. This frame-
work mainly takes into account lexical cues by
building a lexicon of shared expressions emerging
during dialogue, but also syntactic cues to the ex-
tent of expressions (other work on conversations
report a strong correlation between lexical and
syntactic cues regarding alignment (Healey et al.,
2014)). The proposed measures make it possible
to quantify the routinization process (via EV), the
degree of repetition between DPs (via ER), and the
orientation of the verbal alignment (via IES and
ERS) at the level of expressions. Besides, these
measures are based on efficient algorithms (Gus-
field, 1997) that make it realistic to envision an on-
line usage in a dialogue system. They have made it
possible to check quantitatively that verbal align-
ment was real in both H-H and H-A task-oriented
interactions (i.e. it is not likely to happen ran-
domly). Next, they have helped contrasting quan-
titatively H-H interactions from H-A interactions,
showing that verbal alignment was symmetrical in
H-H interactions while being asymmetrical in H-A
(comforting previous hypotheses (Branigan et al.,
2010)). Finally, we have observed that H-A ver-
bal alignment was independent of the gender of
the agent (male or female) and of the framing of
the experiment (human operator VS AI). However,
the proposed measures indicate more verbal align-
ment in competitive negotiations than in coopera-
tive ones that may be due to the need to reach more
agreements during competitive negotiations.

Nevertheless, this work is limited to automat-
ically quantifying repetitions at the lexical level.

Hence, it does not take into account other aspects
of alignment such as linguistic style (Niederhof-
fer and Pennebaker, 2002) or higher level such
as concepts (Brennan and Clark, 1996). How-
ever, the alignment theory proposes that align-
ment “percolates” between levels. As such, align-
ment at the level of repetition of expressions in-
dicate alignment at other levels to some extent.
Besides, this work does not consider the func-
tions behind repetition such as conveying the re-
ception of a message, appraising a proposal, in-
troducing a disagreement, complaining (Tannen,
2007; Schenkein, 1980). A functional analysis
could explain more in depth the differences be-
tween the H-H and the H-A corpora. Lastly, an
interesting perspective would be to confirm these
results on another corpora involving comparable
H-H and H-A dialogues.

6 Conclusion and Future Work

This paper has presented a framework based on
expression repetition at the surface text of dia-
logue utterances involving automatic and compu-
tationally inexpensive measures. These measures
make it possible to quantitatively characterise the
strength and orientation of verbal alignment be-
tween DPs in a task-oriented dialogue. A promis-
ing perspective of this work lies in the exploita-
tion of these measures to adapt and align the ver-
bal communicative behaviour of a virtual agent.
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Chloé Clavel, Angelo Cafaro, Sabrina Campano, and
Catherine Pelachaud. 2016. Fostering user engage-
ment in face-to-face human-agent interactions: a
survey. In Toward Robotic Socially Believable Be-
having Systems-Volume II, Springer, pages 93–120.
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Abstract

This is a demonstration of interactive
teaching for practical end-to-end dialog
systems driven by a recurrent neural net-
work. In this approach, a developer
teaches the network by interacting with the
system and providing on-the-spot correc-
tions. Once a system is deployed, a devel-
oper can also correct mistakes in logged
dialogs. This demonstration shows both of
these teaching methods applied to dialog
systems in three domains: pizza ordering,
restaurant information, and weather fore-
casts.

1 Introduction

Whereas traditional dialog systems consist of a
pipeline of components such as intent detection,
state tracking, and action selection, an end-to-end
dialog system is driven by a machine learning
model which takes observable dialog history as in-
put, and directly outputs a distribution over dialog
actions. The benefit of this approach is that in-
termediate quantities such as intent or dialog state
do not need to be labeled – rather, learning can be
done directly on example dialogs.

In practice, purely end-to-end methods can re-
quire large amounts of data to learn seemingly
simple behaviors, such as sorting database results.
This is problematic because when building a new
dialog system, typically no in-domain dialog data
exists, so data efficiency is crucial. Moreover,
machine-learned models alone cannot guarantee
practical constraints are followed – for example a
bank would require that a user must be logged in
before they are allowed to transfer funds. For these
reasons, in past work we introduced Hybrid Code
Networks (HCN) (Williams et al., 2017). HCNs
make end-to-end learning of task-oriented dialog

systems practical by combining a recurrent neu-
ral network (RNN) with domain-specific software
provided by the developer; domain-specific action
templates; and a conventional entity extraction
module for identifying entity mentions in text. Ex-
periments on a public corpus show that HCNs can
substantially reduce the number of training dialogs
required compared to purely end-to-end learning
methods, and also outperform purely rule-based
systems.

This demonstration shows a practical imple-
mentation of HCNs, as a web service for building
task-oriented dialog systems. Once the developer
has provided their domain-specific software, they
can add training dialogs in several ways. First, the
developer can simply upload dialogs to the train-
ing set. Second, the developer can interactively
teach the HCN, and make on-the-spot corrections.
Finally, as the HCN interacts with end-users, the
developer can inspect logged dialogs, make cor-
rections if needed, and add the dialogs to the train-
ing set.

2 Dialog learning platform

The practical operation of the HCN is shown in
Figure 1, where the left-hand block in white shows
an end-user messaging client, the center block in
blue shows a web service implemented by the sys-
tem developer that hosts domain-specific logic,
and the right-hand block in green is the HCN web
service. A software development kit (SDK) facili-
tates using the HCN web service.

When interacting with end users, the process
begins when the end user provides input text, such
as “What’s the 5 day forecast for Seattle?”, shown
as item 1 in Figure 1. This text can be typed or
output by a standard speech recognizer. This text
is passed to the developer’s web service, which in
turn calls the HCN service to perform entity ex-
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Figure 1: Development platform for interactive dialog learning. Entity extraction is done with Condi-
tional Random Fields (CRFs). See text for full details.

traction (item 2). The HCN service then returns
entity mentions detected in text, such as “loca-
tion=Seattle” (3). Domain-specific code on the de-
veloper’s service then resolves entity mentions to
a canonical form, such as a latitude/longitude pair,
and to store entities for use in later turns in the di-
alog (4). The developer’s code then calls the HCN
service again, optionally passing in context which
can include which entities have been recognized
so far in the dialog, as well as an action mask that
limits which action templates are available at the
current step (5).

The HCN service returns a distribution over
all un-masked action templates, and the developer
code executes the highest-ranked action (6). If this
action template is an API call – such as displaying
rich content to the user, executing a transaction in
a database, or raising a robot’s arm – that API is
invoked (7), and the HCN service is called again
to choose the next action. If the API call returns
context features, those can be passed to the HCN
service (8). If the action template is text, the de-
veloper’s code can substitute in entity values such
as a weather forecast, and the text is rendered to
the end user (9). The cycle then repeats.

Dialogs conducted with users are logged by the
HCN service, and can later be reviewed and cor-
rected by the system developer through a web user
interface (10). Also, the cycle can be augmented
to support interactive teaching. These aspects are
described in the next section.

3 Illustrative interactions

When creating a new dialog system, typically no
in-domain data exists. To address this, the dialog
learning platform supports interactive teaching. In
interactive teaching, the developer alternates be-
tween the role of the end user, and the role of the
teacher. The operational loop shown in Figure 1 is
modified so that results of entity extraction and ac-
tion selection can be corrected before continuing.

Figure 4 shows an example of interactive teach-
ing for pizza ordering. The developer – playing
the part of the user – enters “medium pizza with
olives”. The current entity extraction model finds
entity mentions for the $pizza and $size entities,
but not the “olive” $topping. So, the developer
corrects this by adding a corrected entity label, and
this corrected label is used going forward. The in-
terface then displays the contents of the developer-
defined state, and provides a list of actions, each
with their score under the current RNN model. In
this example, all but one of the actions are shown
as “disqualified”, meaning that the action mask
prohibits them. For example, the action “Would
you like a Small, Medium, or Large $crust pizza
...” is masked because the pizza size is already
known. The developer enters the index of the ac-
tion to take (“1”) and the dialog continues. At this
point, the developer could have alternatively en-
tered a new action – for example, by typing “So
you want $toppings, is that right?”. As each cor-
rection is made, the CRF and RNN models are re-
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Figure 2: Example interaction with an end user.
Note the system mistake after the user enters
“search for sushi restaurants”.

trained.
Once a rudimentary model is in place, end-

users can start using the system. An example dia-
log with an end-user is shown in Figure 2, which
shows an error at the last system turn. Figure 3
shows how this dialog appears to the developer,
and how a correction can be made. Each system
utterance is shown in a drop-down box. If the
developer identifies a turn where the system out-
put the wrong action, the developer can select the
correct action from the drop-down. When an ac-
tion which differs from the action in the log is se-
lected, the remainder of the dialog is discarded,
since it is no longer known how the user would
have responded. If none of the actions is appro-
priate, the developer can choose “new action...”,
and enter a new action into a provided text box.
When the dialog has been corrected, the devel-
oper clicks on “submit”, which saves the labeled
dialog to the training set, re-trains the model, and
re-deploys the new model. In the example in Fig-
ure 3, the user’s fourth input was “search for sushi

Drop-down menus with 
existing actions, plus “new 

action…” choice

New action 
entry textbox

Figure 3: Example of off-line dialog correction,
showing the dialog collected in Figure 2. After the
user says “search for sushi restaurants”, the devel-
oper changed the action “$forecast” to “new ac-
tion...” and typed in “Sorry, I can’t help with that”.

restaurants”, and the system had answered with a
weather forecast. The developer changed this re-
sponse to “new action...” and typed in the new
action “Sorry, I can’t help with that”.

In the demonstration, we have three working di-
alog systems available, for pizza ordering, restau-
rant information, and weather forecasts. The
demonstration shows applying the two interactive
methods described above to each of these three do-
mains.
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Abstract

Human conversation is inherently com-
plex, often spanning many different top-
ics/domains. This makes policy learn-
ing for dialogue systems very challeng-
ing. Standard flat reinforcement learning
methods do not provide an efficient frame-
work for modelling such dialogues. In
this paper, we focus on the under-explored
problem of multi-domain dialogue man-
agement. First, we propose a new method
for hierarchical reinforcement learning us-
ing the option framework. Next, we show
that the proposed architecture learns faster
and arrives at a better policy than the exist-
ing flat ones do. Moreover, we show how
pretrained policies can be adapted to more
complex systems with an additional set of
new actions. In doing that, we show that
our approach has the potential to facilitate
policy optimisation for more sophisticated
multi-domain dialogue systems.

1 Introduction

The statistical approach to dialogue modelling has
proven to be an effective way of building conver-
sational agents capable of providing required in-
formation to the user (Williams and Young, 2007;
Young et al., 2013). Spoken dialogue systems
(SDS) usually consist of various statistical com-
ponents, dialogue management being the central
one. Optimising dialogue management can be
seen as a planning problem and is normally tack-
led using reinforcement learning (RL). Many ap-
proaches to policy management over single do-
mains have been proposed over the last years with
ability to learn from scratch (Fatemi et al., 2016;
Gašić and Young, 2014; Su et al., 2016; Williams
and Zweig, 2016).

The goal of this work is to propose a coherent
framework for a system capable of managing con-

versations over multiple dialogue domains. Re-
cently, a number of frameworks were proposed
for handling multi-domain dialogue as multiple
independent single-domain sub-dialogues (Lison,
2011; Wang et al., 2014; Mrkšić et al., 2015; Gašić
et al., 2015). Cuayáhuitl et al. (2016) proposed a
network of deep Q-networks with an SVM classi-
fier for domain selection. However, such frame-
works do not scale to modelling complex con-
versations over large state/action spaces, as they
do not facilitate conditional training over multi-
ple domains. This inhibits their performance, as
domains often share sub-tasks where decisions in
one domain influence learning in the other ones.

In this paper, we apply hierarchical reinforce-
ment learning (HRL) (Barto and Mahadevan,
2003) to dialogue management over complex di-
alogue domains. Our system learns how to han-
dle complex dialogues by learning a multi-domain
policy over different domains that operate on inde-
pendent time-scales with temporally-extended ac-
tions.

HRL gives a principled way for learning poli-
cies over complex problems. It overcomes the
curse of dimensionality which plagues the major-
ity of complex tasks by reducing them to a se-
quence of sub-tasks. It also provides a learning
framework for managing those sub-tasks at the
same time (Dietterich, 2000; Sutton et al., 1999b;
Bacon et al., 2017).

Even though the first work on HRL dates back
to the 1970s, its usefulness for dialogue manage-
ment is relatively under-explored. A notable ex-
ception is the work of Cuayáhuitl (2009; 2010),
whose method is based on the MAXQ algorithm
(Dietterich, 2000) making use of hierarchical ab-
stract machines (Parr and Russell, 1998). The
main limitation of this work comes from the tab-
ular approach which prevents the efficient approx-
imation of the state space and the objective func-
tion. This is crucial for scalability of spoken dia-
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logue systems to more complex scenarios. Parallel
to our work, Peng et al. (2017) proposed another
HRL approach, using deep Q-networks as an ap-
proximator. In separate work, we found deep Q-
networks to be unstable (Su et al., 2017); in this
work, we focus on more robust estimators.

The contributions of this paper are threefold.
First, we adapt and validate the option framework
(Sutton et al., 1999b) for a multi-domain dialogue
system. Second, we demonstrate that hierarchi-
cal learning for dialogue systems works well with
function approximation using the GPSARSA al-
gorithm. We chose the Gaussian process as the
function approximator as it provides uncertainty
estimates which can be used to speed up learning
and achieve more robust performance. Third, we
show that independently pre-trained domains can
be easily integrated into the system and adapted to
handle more complex conversations.

2 Hierarchical Reinforcement Learning

Dialogue management can be seen as a control
problem: it estimates a distribution over possible
user requests – belief states, and chooses what to
say back to the user, i.e. which actions to take to
maximise positive user feedback – the reward.

Reinforcement Learning The framework de-
scribed above can be analyzed from the per-
spective of the Markov Decision Process (MDP).
We can apply RL to our problem where we
parametrize an optimal policy π : B×A → [0, 1].
The learning procedure can either directly look for
the optimal policy (Sutton et al., 1999a) or model
the Q-value function (Sutton and Barto, 1999):

Qπ(b, a) = Eπ{
T−t∑
k=0

γkrt+k|bt = b, at = a},

where rt is the reward at time t and 0 < γ ≤ 1
is the discount factor. Both approaches proved to
be an effective and robust way of training dialogue
systems online in interaction with real users (Gašić
et al., 2011; Williams and Zweig, 2016).

Gaussian Processes in RL Gaussian Process
RL (GPRL) is one of the state-of-the-art RL algo-
rithms for dialogue modelling (Gašić and Young,
2014) where theQ-value function is approximated
using Gaussian processes with a zero mean and
chosen kernel function k(·, ·), i.e.

Q(b, a) ∼ GP (0, k((b, a), (b, a))) .

Figure 1: Comparison of two analysed architec-
tures.

Gaussian processes follow a pure Bayesian frame-
work, which allows one to obtain the posterior
given a new collected pair (b, a). The trade-off be-
tween exploration and exploitation is handled nat-
urally as given belief state b at the time t we can
sample from posterior Q(b, a) over set of avail-
able actions A to choose the action with the high-
est sampled Q-value.

Hierarchical Policy Standard flat models where
a single Markov Decision Process is responsible
for solving multi-task problems have proven to be
inefficient. These models have trouble overcom-
ing the cold start problem and/or suffer from the
curse of dimensionality (Barto and Mahadevan,
2003). This pattern was also observed with state-
of-the-art models proposed recently (Mnih et al.,
2013; Duan et al., 2016).

To overcome this issue, many frameworks have
been proposed in the literature (Fikes et al., 1972;
Laird et al., 1986; Parr and Russell, 1998). They
make use of hierarchical control architectures and
learning algorithms whereby specifying a hierar-
chy of tasks and reusing parts of the state space
across many sub-tasks can greatly improve both
learning speed and agent performance.

The key idea is the notion of temporal abstrac-
tion (Sutton et al., 1999b) where decisions at the
given level are not required at each step but can
call temporally-extended sub-tasks with their own
policies.

The Option Framework One of the most nat-
ural generalisations of flat RL methods to com-
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plex tasks and easily interchangeable with prim-
itive actions is the option model (Sutton et al.,
1999b). The option is a generalisation of a single-
step action that might span across more than
one time-step and can be used as a standard ac-
tion.From mathematical perspective option is a tu-
ple 〈π, β, I〉 that consists of policy π : S × A →
[0, 1] which conducts the option, stochastic termi-
nation condition β : S → [0, 1] and an input set
I ⊆ S which specifies when the option is avail-
able.

As we consider hierarchical architectures with
temporally extended activities, we have to gener-
alise the MDP to the semi-Markov Decision Pro-
cess (SMDP) (Parr and Russell, 1998) where ac-
tions can take a variable amount of time to com-
plete. This creates a division between primitive
actions that span over only one action (and can be
seen as a classic reinforcement learning approach)
and composite actions (options) that involve an ex-
ecution of a sequence of primitive actions. This
introduces a policy µ over options that selects op-
tion o in state s with probability µ(s, o), o′s pol-
icy might in turn select other options until o ter-
minates and so on. The value function for op-
tion policies can be defined in terms of the value
functions of the semi-Markov flat policies (Sutton
et al., 1999b). Define the value function under a
semi-Markov flat policy as:

V π(s) = E{rt+1 + γrt+2 + ...|E(π, s, t)},

where E(π, s, t) is the event of π being initiated
at time t in s. The value function for the policy
over options µ can be defined as the value func-
tion for corresponding flat policy. This means we
can apply off-the-shelf RL methods in HRL using
different time-scales.

3 Hierarchical Policy Management

We propose a multi-domain dialogue system with
a pre-imposed hierarchy that uses the option
framework for learning an optimal policy. The
user starts a conversation in one of the master do-
mains and switches to the other domains (having
satisfied his/her goal) that are seen by the model
as sub-domains. To model individual policies, we
can use any RL algorithm. In separate work, we
found deep RL models performing worse in noisy
environment (Su et al., 2017). Thus, we employ
the GPSARSA model from section 2 which proves
to handle efficiently noise in the environment. The

Algorithm 1 Hierarchical GPRL
1: Initialize dictionary sets DM,DS and policies πM, πS

for master and sub-domains accordingly
2: for episode=1:N do
3: Start dialogue and obtain initial state b
4: while b is not terminal do
5: Choose action a according to πm

6: if a is primitive then
7: Execute a and obtain next state b′

8: Obtain extrinsic reward re

9: else
10: Switch to chosen sub-domain
11: while b is not terminal or a terminates do
12: Choose action a according to πs

13: Obtain next state b′

14: Obtain intrinsic reward ri

15: Store transition in Ds

16: b← b′

17: Store transition in Dm

18: b← b′

19: Update parameters with Dm,Ds

system is trained from scratch where the system
has to learn appropriate policy using both primi-
tive and temporally extended actions.

We consider two task-oriented master domains
providing restaurant and hotel information for the
Cambridge (UK) area. Having found the desired
entity, the user can then book it for a specified
amount of time or pay for it. The two domains
have a set of primitive actions (such as request,
confirm or inform (Ultes et al., 2017)) and a set
of composite actions (e.g., book, pay) which call
sub-domains shared between them.

The Booking and Payment domains were
created in a similar fashion: the user wants to re-
serve a table in a restaurant or a room in a hotel
for a specific amount of money or duration of time.
The system’s role is to determine whether it is pos-
sible to make the requested booking. The sub-
domains operates only on primitive actions and it’s
learnt following standard RL framework.

Figure 1 shows the analysed architecture: the
Booking and Payment tasks/sub-domains are
shared between two master domains. This means
we can train general policies for those sub-tasks
that adapt to the current dialogue given the infor-
mation passed to them by the master domains.

Learning proceeds on two different time-scales.
Following (Dietterich, 2000; Kulkarni et al.,
2016), we use pseudo-rewards to train sub-
domains using an internal critic which assesses
whether the sub-goal has been reached.

The master domains are trained using the re-
ward signal from the environment. If a one-step
option (i.e., a primitive action) is chosen, we ob-
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Figure 2: Learning curves for flat and the hierar-
chical reinforcement learning models.

tain immediate extrinsic reward while for the com-
posite actions the master domain waits until the
sub-domain terminates and the cumulative reward
information is passed back to the master domain.
The pseudo-code for the learning algorithm is
given in Algorithm 1.

4 Experiments

The PyDial dialogue modelling tool-kit (Ultes
et al., 2017) was used to evaluate the proposed ar-
chitecture. The restaurant domain consists of ap-
proximately 100 venues with 3 search constraint
slots while the hotel domain has 33 entities with
5 properties. There are 5 slots in the booking do-
main that the system can ask for while the payment
domain has 3 search constraints slots.

In the case of the flat approach, each master do-
main was combined with the sub-domains, result-
ing in 11 and 13 requestable slots for the restau-
rants and hotel domains, respectively.

The input for all models was the full belief state
b, which expresses the distribution over the user
intents and the requestable slots. The belief state
has size 311, 156, 431 and 174 for the restaurants,
hotels, booking and payment domains in the hi-
erarchical approach. The flat models have input
spaces of sizes 490 and 333 for the restaurant and
hotel domains accordingly.

The proposed models were evaluated with an
agenda-based simulated user (Schatzmann et al.,
2006) where the user intent was perfectly captured
in the dialogue belief state. For both intrinsic and
extrinsic evaluation, the total return of each dia-
logue was set to 1(D) ∗ 20 − T , where T is the
dialogue length and 1(D) is the success indicator
for dialogueD. Maximum dialogue length was set
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Figure 3: Comparison of policies learnt from
scratch and those pre-trained on master domains.

to 30 in both hierarchical and flat model scenarios
with γ = 0.99.

At the beginning of each dialogue, the master
domain is chosen randomly and the user is given a
goal which consists of finding an entity and either
booking it (for a specific date) or paying for it. The
user was allowed to change the goal with a small
probability and could not proceed with the sub-
domains before achieving the master domain goal.

4.1 Hierarchical versus the Flat Approach
Following (Dietterich, 2000; Kulkarni et al.,
2016), we apply a more exploratory policy in the
case of master domains, allowing greater flexibil-
ity in managing primitive and composite actions
during the initial learning stages. Figure 2 presents
the results with 4000 training dialogues, where the
policy was evaluated after each 200 dialogues.

The results validate the option framework: it
learns faster and leads to a better final policy than
the flat approach. The flat model did overcome
the cold start problem but it could not match the
performance of the hierarchical model. The poli-
cies learnt for sub-tasks with the flat approach per-
form only 10% worse (on average) than in the hi-
erarchical case. However, providing the entity in
both master domains has around 20% lower suc-
cess rate compared to HRL.

Moreover, the flat model was not able to match
the performance of the HRL approach even with
more training dialogues. We let it run for another
6000 dialogues and did not observe any improve-
ments in success rate (not reported here). This
confirms the findings from other RL tasks - the
flat approach is not able to remember successful
strategies across different tasks (Peng et al., 2017;
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Duan et al., 2016). An example of two success-
ful dialogues for both models is presented in the
Figure 4.

4.2 Adaptation of Pretrained Policies
Following the idea of curriculum learning (Ben-
gio et al., 2009), we test the adaptation capabilities
of pre-trained policies to more complex situations.
Adaptation has proven to be an effective way of
reusing existing dialogue policies in new domains
(Gašić et al., 2014). Since the kernel function is
factored into the kernel for the belief state space
and the action space, we can consider them sep-
arately. Following (Gašić et al., 2014) the action
kernel function is defined only on actions that ap-
pear both in original and extended sets and defined
0 otherwise. The kernel for the belief state space
is not changed as we operate on the same belief
space.

We first train both master domains (without sub-
goals) until robust policies are learned. Subse-
quently, both master domains are re-trained in a
hierarchical manner for 4000 dialogues (testing af-
ter each 200). Figure 3 shows the results com-
pared to the policy learnt from scratch. Both poli-
cies trained on independent domains were able to
adapt to more complicated tasks very quickly us-
ing the hierarchical framework with new options.
This confirms that our approach can substantially
speed up learning time by training a policy in a
supervised way with the available data and then
adapting it to more complex multi-task conversa-
tions.

5 Conclusion and Future Work

This paper introduced a hierarchical policy man-
agement model for learning dialogue policies
which operate over composite tasks. The proposed
model uses hierarchical reinforcement learning
with the Gaussian Process as the function approx-
imator. Our evaluation showed that our model
learns substantially faster and achieves better per-
formance than standard (flat) RL models. The nat-
ural next step towards the generalisation of this
approach is to deepen the hierarchy and apply to
more complex tasks.
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constraint slot
pricerange moderate
kind guesthouse
stars don’t care
hasparking no
hour 4 pm
peopleNo 4
durationDays 4
day don’t care

requestable slots
name of hotel
price of hotel

S: Hello, welcome to the Cambridge Multi-Domain dia-
logue system. How may I help you? [master domain]

U: Hello.
S: Do you want a hotel or a guesthouse?
U: I’m looking for a guesthouse in a moderate pricerange. I

don’t care about stars and don’t need a parking access.
S: A and B guest house is in a moderate pricerange and has

4 stars.
U: How much does it cost?
S: Cheapest single room is 50 pounds and a cheapest double

room is 70 pounds .
U: Ok. Can you book it for 4 people?
S: book() [option action]
S: What time are you planning to check in? [sub-domain]
U: 4 pm.
S: How long do you want to stay?
U: 4 days anytime soon.
S: You want to book it for 4 people, is that right?
U: Yes.
S: I confirm a reservation for 4 days on Saturday for 4 peo-

ple. Reservation number is 8.
U: Bye.
S: Goodbye. [master domain]

S: Hello, welcome to the Cambridge Multi-Domain dia-
logue system. How may I help you?

U: I am looking for a guesthouse.
S: How many stars should the place have? From 0 to 4.
U: I don’t need a parking access.
S: How many stars should the place have? From 0 to 4.
U: I don’t care but the price should be moderate.
S: A and B guest house is in a moderate pricerange and has

4 stars.
U: How much does it cost?
S: Cheapest single room is 50 pounds and a cheapest double

room is 70 pounds.
U: Ok. Can you book it for 4 people anytime soon?
S: It doesn’t have to have a parking, right? [wrong do-

main]
U: Yes.
S: For what day should I make a reservation?
U: I don’t care.
S: You are looking for a 4 stars hotel right? [wrong do-

main]
U: Yes.
S: Would you like the place to have a parking? [wrong

domain]
U: No.
S: How many days do you want to stay there?
U: 4.
S: I confirm a reservation for 4 days on Saturday. Reserva-

tion number is 10.
U: Bye.
S: Goodbye.

Figure 4: An example dialogue with the same user
goal (top) handled by HRL (middle) and flat (bot-
tom) models.
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Milica Gašić, Filip Jurcicek, Blaise. Thomson, Kai Yu,
and Steve Young. 2011. On-line policy optimisation
of spoken dialogue systems via live interaction with
human subjects. In IEEE ASRU.
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son, Milica Gašić, Pei-Hao Su, David Vandyke,
Tsung-Hsien Wen, and Steve Young. 2015. Multi-
domain Dialog State Tracking using Recurrent Neu-
ral Networks. In Proceedings of ACL.

Ronald Parr and Stuart J Russell. 1998. Reinforce-
ment learning with hierarchies of machines. In Ad-
vances in Neural Information Processing Systems.
pages 1043–1049.

B. Peng, X. Li, L. Li, J. Gao, A. Celikyilmaz, S. Lee,
and K.-F. Wong. 2017. Composite Task-Completion
Dialogue System via Hierarchical Deep Reinforce-
ment Learning. ArXiv e-prints .

Jost Schatzmann, Karl Weilhammer, Matt Stuttle, and
Steve Young. 2006. A survey of statistical user sim-
ulation techniques for reinforcement-learning of di-
alogue management strategies. The knowledge en-
gineering review 21(02):97–126.

Pei-Hao Su, Paweł Budzianowski, Stefan Ultes, Milica
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Abstract

We propose a software architecture de-
signed to ease the implementation of di-
alogue systems. The Modular Architec-
ture for Conversational Agents (MACA)
uses a plug-n-play style that allows quick
prototyping, thereby facilitating the devel-
opment of new techniques and the repro-
duction of previous work. The architec-
ture separates the domain of the conver-
sation from the agent’s dialogue strategy,
and as such can be easily extended to mul-
tiple domains. MACA provides tools to
host dialogue agents on Amazon Mechan-
ical Turk (mTurk) for data collection and
allows processing of other sources of train-
ing data. The current version of the frame-
work already incorporates several domains
and existing dialogue strategies from the
recent literature.

1 Introduction

Recent research in building sophisticated AI-
based dialogue management systems has led to
many new models supporting goal oriented or
chit-chat style dialogue agents. These models have
been applied to a variety of consumer domains,
such as restaurant booking (Kim and Banchs,
2014), flight booking (Young, 2006), etc. How-
ever, the lack of tools for easy prototyping of
newer models remains an impediment to devel-
oping new models and properly benchmarking
against previous models. Furthermore, the differ-
ent types of conversational agents– e.g., generative
(Hochreiter and Schmidhuber, 1997; Serban et al.,
2015, 2016), retrieval-based (Schatzmann et al.,

∗phuoc.truong2@mail.mcgill.ca
†prasanna.p@cs.mcgill.ca
‡jpineau@cs.mcgill.ca

2005a; Lowe et al., 2015a), slot-based (Young,
2006) or POMDP agents (Png and Pineau, 2011)–
have different working mechanisms, which pose
challenges to the development of a unified plat-
form for conversational agents with multi-domain
support.

To address this gap, we propose a new, ready-
to-use, cross-platform framework for text-based
conversational agents – MACA1(Modularized
Architecture for Conversational Agents)– that
supports plug-n-play use of several existing dia-
logue agents, as well as facilitates easy prototyp-
ing of new dialogue agents. The architecture sim-
plifies the specification of different types of di-
alogue agents and plugs in an already-built dia-
logue agent. The framework also maintains a clear
separation between domain knowledge and the di-
alogue agent, which improves agent and domain
knowledge reusability. MACA separates task def-
inition from task selection and thereby supports
multi-task agents that can extend to multiple turns.

The key characteristics of the MACA frame-
work include:

• strong separation between domain knowl-
edge and a dialogue agent
• a unified architecture to support goal-

oriented, POMDP, generative, and retrieval-
based dialogue agents
• easy plug-n-play of custom-built agents
• multi-task support for domain specification
• reusability of slots across different tasks
• tool to collect data from mTurk with ease
• template to construct dialogue agents within

the framework
• independence from dialogue agents’ imple-

mentation libraries
• open source code ready for public sharing

1https://github.com/ppartha03/MACA
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Figure 1: Overview of MACA: A Modular Architecture for Conversational Agents.

2 Related Work

There are a few proposed frameworks in recent
years that provide easy prototyping of dialogue
agents.

Ravenclaw (Bohus and Rudnicky, 2003), pro-
posed as a successor to Agenda (Allen et al.,
2001), is a two-tiered dialogue architecture sup-
porting rapid development of dialogue agents.
This flexible architecture provides a clear separa-
tion between the domain knowledge and dialogue
agent, and maintains a hierarchical task structure.
Systems can be built on the architecture with the
hierarchical task layout but adding a new task re-
quires the hierarchy to be rebuilt, which impedes
application to new domains.

A hierarchical architecture similar to Raven-
claw, called Task Completion Platform (TCP)
(Crook et al., 2016), addresses domain knowledge
extensibility with minimal changes to a configura-
tion file. In addition, it allows the goal oriented
tasks to be defined easily using a TaskForm lan-
guage to maintain slot information. Although TCP
facilitates extension of slot-based agents to multi-
ple domains, it cannot be extended for other dia-
logue agent types viz., generative models and re-
trieval models.

Another notable architecture is ClippyScript
(Seide and McDirmid, 2012), but its task defini-
tion is tied to a task condition by rule. Rules are
therefore constrained to be explicitly defined on a
per task basis. This is significantly more restrictive
than our proposed architecture.

As much research focuses on proposing dif-

ferent architectures for dialogue models, there
have also been some progress made in propos-
ing efficient protocols for agent-agent interaction
such as DialPort (Zhao et al., 2016), which pro-
vides tools for enabling multi-modal interaction
between agents. Our proposed work is different
from this line of research, focusing on a unifying
architecture for dialogue agents and little on the
inter-agent communication.

3 Architecture Description

An overview of the Modular Architecture for Con-
versational Agents (MACA) is presented in Fig-
ure 1. The system is setup as a pipeline with six
major components: Input, Pre-processing, Dia-
logue Model, Post-processing, Output, and Listen-
ers. Each component contains independent sub-
components that interact across it. All compo-
nents within the architecture abstract away their
underlying implementations and therefore allow
their extensions to be straightforward. This helps
in block-wise designing of newer systems by pre-
serving the original functionality, yet also provid-
ing a free hand in customizing of each component.

3.1 Component Details
3.1.1 Domain Knowledge
Domain knowledge contains static background in-
formation about the conversation topic. This can
take the form of training data (e.g. transcribed
conversations), constants, dictionaries, or restric-
tions on produced responses (e.g. sentence length,
banned phrases). Data stored in domain knowl-
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edge must be independent of the model implemen-
tation, and can be shared between different models
and components.

3.1.2 Input
The Input module provides or generates input ut-
terances (i.e. statements, sentences) to the conver-
sation pipeline. This component represents an ab-
stract input device whose source of context varies
depending on the use case. This could include
a database of previous collected conversations, a
terminal interface (i.e. stdin) to acquire data in
real-time, or a web interface to a data source (e.g.
mTurk).

3.1.3 Preprocessing
The Pre-processing module serves as a bridge
between raw data acquired via the Input com-
ponent and the input format required of compo-
nents of the Dialogue model module. The sys-
tem architect may choose to include one or sev-
eral pre-processing operations within this mod-
ule. These pre-processing operations by default
are performed in parallel and their results are fed
into the next component as an array. This allows
the dialogue model to have multiple input repre-
sentations. Alternatively, the framework also al-
lows these operations to be sequentially processed
in a specified order (e.g. spelling correction, fol-
lowed by stemming).

Pre-processing operations currently imple-
mented in MACA include: getting POS tags, re-
moving stop-words, sentence tokenizing (Loper
and Bird, 2002), Byte-Pair encoding (BPE) (Gage,
1994) and can be extended to accommodate
trained sentence2vec model (Le and Mikolov,
2014), trained word2vec model (Mikolov et al.,
2013), etc. These nodes can also interact with the
Domain Knowledge component to acquire domain
specific information required for the operations.

3.1.4 Dialogue Model
This module is the core of the architecture, and
contains implementations of agents capable of
producing dialogue acts in response to the pre-
processed Input information. This module can
have up to three sub-components: Model Specific
Pre-processing, Model Internals and Model Spe-
cific Post-processing, to accommodate dialogue
agent models with various interface requirements.

The Model internals sub-module contains the
central dialogue model, which may be an exist-

ing model, such as a POMDP (Png and Pineau,
2011), Dual Encoder (Lowe et al., 2015a), HRED
agent (Serban et al., 2015), or a newly designed
model. This sub-module receives inputs from the
Model Specific Pre-processing sub-module. The
space of possible responses, vocabulary or dia-
logue acts are stored in the Domain Knowledge
module. The Model internals and Model spe-
cific Pre/Post-processing sub-modules share the
model information. Similar to the Pre-processing
component, they can access any information re-
quired for their operations by querying the Do-
main Knowledge component. A specific illustra-
tion of this interaction is in goal-oriented dialogue
agents, where the slot information – askQueries
and other attributes of the slot and these slot ob-
jects – are maintained in the domain knowledge,
which enables the framework to support multiple
agents. In such settings, the Dialogue Model is ini-
tialized with a generic agent that tries to gauge the
user intent, and then queries the domain knowl-
edge for the appropriate slots.

Model specific Pre-processing and Post-
processing sub-components are provided to give
the luxury of designing fine-tuned pre-processing
for a model. Model Specific Pre-processing
sub-component transforms pre-processed input(s)
into appropriate representations compatible with
the model internals (e.g. array of word indices
into vector, matrix or lookup table, etc). On the
other hand, Model Specific Post-processing sub-
component transforms model outputs into more
comprehensible forms for the next independent
component in the system (e.g. matrix/vector
representation to array of words/sentences).

Although certain interpretations suggest analo-
gies between the above sub-modules and conven-
tional units of a goal-oriented dialogue system
such as Dialogue Manager (DM) as Model inter-
nals, Natural Language Understanding (NLU) as
Model specific Pre-processing, and Natural Lan-
guage Generation (NLG) as Model specific Post-
processing, MACA does not impose any restric-
tion on how the framework’s sub-modules should
correspond with these conventional parts of a di-
alogue system. For example, the architect may
choose to have the Model internals sub-module
act as a NLU unit, while Model specific Post-
processing act as both NLG Unit and DM unit.

In addition, as the model may also be an ensem-
ble of dialogue models, the model specific pre-
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and post-processing sub-components can also be
used to keep processing units specific to each of
the model in the architecture. For clarification, in a
typical implementation of an ensemble of models,
the Model specific Pre-processing sub-component
can be used to provide separate inputs parsed from
the Pre-processing component to the correspond-
ing models, while Model specific Post-processing
sub-component can be used to perform a majority
voting or other ensemble techniques to select the
response pool.

3.1.5 Postprocessing
The Posprocessing component connects the Dia-
logue Model and the Output components. It al-
lows the architect to choose the response in the
case of multi-response retrieval, to alter responses
based on linguistic characteristics, or to modify a
response in accordance with the conversation do-
main. It may also serve as a translation of text
to system calls, which is useful in the case where
a dialogue agent placed as the front-end interface
to another software system. Similar to the Pre-
processing module, this component includes one
or multiple post-processing operations, which pro-
cess the output in parallel or in sequence, depend-
ing on the specification of the designer. In addi-
tion, these post-processing operations within the
Post-processing component can also query the Do-
main Knowledge component for relevant data re-
quired for the generation of text response.

3.1.6 Output
Through the output component, the architecture
provides a generic way to output the response to
appropriate audience(s) depending on the use case.
Currently, implemented options are command line,
file based, web based, and database. Similar to the
Input component, the output component provides
flexibility for the architect to change the destina-
tion of produced outputs and to separate the output
programming logic from that of other components.

3.1.7 Pubsub system/Listeners
In addition to the main pipeline presented above,
the proposed system also includes a passive pub-
sub layer to facilitate monitoring, conversation
recording, and independent evaluation of the
model. This pubsub system allows the architect
to choose or plug in a wide range of peripheral
components (called Listeners) to passively moni-
tor the main system for execution behaviors and

performance. On top of several default channels
(see Operation modes section below) that the sys-
tem writes to and reads from, users can freely add
their own channels to communicate between the
main system and the pubsub layer hosting the pe-
ripherals.

Listeners, as previously mentioned, are optional
modules that can be plugged in to passively moni-
tor the system over different channels. These mod-
ules are useful when the architect is interested in
observing the system inputs and/or outputs, or vi-
sualizing internal parameters or states of the dia-
logue model at execution time. Passive monitor-
ing logic can be independently introduced into the
system without modifying the other components’
implementations.

3.2 Operation modes
MACA can be operated in three different modes:
Data Collection, Training and Execution. This
section describes the data flow in the architec-
ture along with abstract setups of the framework’s
components in these different operation modes for
several dialogue models from the recent literature.

3.2.1 Data Collection Mode

Figure 2: Data flow in data collection mode.

The goal of the data collection mode is to col-
lect conversations as training datasets for dialogue
models. In this mode, the two agents Alice and
Bob involved in the conversation are considered
the Input component and the Dialogue Model
component respectively. Figure 2 describes a typ-
ical setup for the data collection process with said
configuration. The conversation is recorded using
a database listener that receives both input (con-
text) and output (response) for each speaking turn,
similar to the scheme presented in section 3.2.3
above.

This setup realizes the infrastructure required
for two common dialogue data collection scenar-
ios. The first scenario is collection of both con-
texts and responses. In this case, both agents are
humans. In the second scenario, the goal is to col-
lect human responses for a given set of contexts.
In this case, agent Alice can be an implementation
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of the Input component fetching contexts from a
database, while Bob is a human agent responding
to the fetched contexts.

3.2.2 Training Mode

Figure 3: Data flow in training mode.

The goal of the training and validation mode
is to use the data obtained in the data collec-
tion stage to train one or multiple dialogue mod-
els, as illustrated in figure 3. Assuming a dataset
is available from the Domain Knowledge compo-
nent, training data can be fetched as batches by
the Input component and fed into the VoidPrepro-
cessing component. This component simply for-
wards the data as is to the Dialogue Model com-
ponent, which performs model training, and oc-
casionally queries the domain knowledge for val-
idation data to verify its training progress. Since
system output is irrelevant within the training sce-
nario, Post-processing and Output components are
implemented with null operations, which simply
discard their received contents. Once certain val-
idation accuracy is achieved, the model can save
its internals on to the disk and terminate the sys-
tem. In addition to the core training process, the
architect may opt to emit training information to
a listener through the training channel to monitor
the training progress.

3.2.3 Execution Mode

Figure 4: Data flow in execution mode.

Data flow in execution mode is illustrated in fig-
ure 4. In this mode, all core components in the
system are enabled and active. Given that the di-
alogue model has been successfully trained and
fine-tuned, its internal states (e.g. weights, hyper-
parameters) are loaded into the Dialogue Model

component at system initialization time. Input
data is retrieved in real time (through local user
interface (e.g. terminal, GUI) or via an interface
with the Internet (e.g. web page, chat client)). This
input then enters the pipeline and goes through
Preprocessing, Dialogue model, Postprocessing
and finally Output component. At the end of the
pipeline, the output component is responsible for
sending the generated responses to relevant audi-
ences (e.g. print to stdout, HTTP response, ...).

From the peripheral components perspective,
conversation logging and system monitoring can
be done through two default channels: input and
output. Specifically, as shown in figure 4, the pas-
sive listener receives a notification for every in-
put received from the Input component on the in-
put channel, and a notification for every output
received by the Output component on the output
channel.

4 Feature Highlights

As discussed in the previous sections, MACA can
be used to plug in different types of existing di-
alogue agents. The architecture abstracts the im-
plementation details, similar to popular machine
learning libraries such as Theano (Theano Devel-
opment Team, 2016), Tensorflow (Abadi et al.,
2016), or PyTorch. The modular design enables
rapid prototyping and should facilitate reproduc-
ing previous results. The support for experimenta-
tion, extension, and development of slot-based di-
alogue agents for goal-oriented tasks has also been
provided. In addition, the current implementation
has rule-based approach for slot disambiguation
and has provisions for the easy extension of slot
disambiguation to machine learning (ML) based
modules. The clear separation of domain knowl-
edge from the agent aids in multi-agent systems
with little dependence on the domain – the in-
tent identification is provided at a higher level to
identify and trigger the task, defined as a set of
slots and ask queries. Intent identification sup-
ports hosting of multiple tasks.

The framework provides tools for easy host-
ing of dialogue tasks as HIT (Human Intelligence
Task) on Amazon mTurk to collect human re-
sponses; the framework also supports modelling
dialogue tasks as an agent-agent interaction that
can be used to test a dialogue agent against sim-
ulated users (Schatzmann et al., 2005b). A sum-
mary of MACA’s features is provided in Table 1.
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MACA TCP Ravenclaw
Multi Domain Support 3 3 3
Plug-and-Play 3 3 7
Adaptation for FCA 3 7 7
Agent Abstraction 3 7 7
Integration with mTurk 3 7 7

Table 1: Feature Comparison of MACA with ex-
isting similar frameworks. Note: FCA: Frequently
used Conversational Agents.

5 Implementation Highlights2

MACA’s current implementation is in Python and
includes standard libraries to ensure the frame-
work’s portability, as well as to facilitate rapid
prototyping of different dialogue model strategies.
Each component of the framework (e.g. Input
component) is described with an abstract Python
class, whose concrete implementation instances
(i.e. Python objects) are manifestations of that
component (e.g. Command line input, Database
input). This corresponds to the abstraction layer of
the architecture’s module to foster independence
of the pipeline implementation from that of the
underlying dialogue model(s). The assembly of
these components are then specified in a central
configuration file representing an instantiation of
the architecture. With this design, changes in the
instantiation specifications can be done within the
central configuration file by modifying the names
of invoked modules. On the other hand, this setup
allows system specifications to be completely con-
tained within the central configuration file, which
reduces maintenance effort and simplifies config-
uration modification during development. In ad-
dition, the open source nature of the framework
encourages sharing and reusing of components,
which allows researchers to easily develop from
existing models and save time by reusing common
components written by others.

6 Case Studies

MACA was deployed for several studies within
our research group. All conducted studies have the
same template for the central configuration file,
whose content is then modified corresponding to
the purpose of each study. Listing 1 shows the
configuration template representing a system with
a simple dialogue agent, which repeats its input

2Some of the configuration file samples provided in the
listings in this section are slightly modified to fit the page
limit constraint.

(echo agent). The configuration file requires sev-
eral attributes to be mentioned and provides a gen-
eral outlook of the experiment being run. The tem-
plate contains the following attributes: input, out-
put, preprocessing, postprocessing, agent, domain
knowledge and listeners. The class sub-attribute
of the attributes refers to the Python class imple-
mentation of the component being invoked.

6.1 Building a simple agent
The Echo agent is designed to simply listen and
store the input to file; this is a good first test case
for new users of MACA. In this setup, the in-
put attribute is instantiated with StdinInputDevice,
which is the commandline inputs, and the out-
put attribute is instantiated with FileOutputDevice,
which writes the results to a file. Likewise, the
instantiations of the other attributes, like postpro-
cessing, preprocessing and domain knowledge,
point to VoidPostprocessor, VoidPreprocessor,
and EmptyDomainKnowledge respectively, since
Echo agent does not require them. The agent at-
tribute is instantiated with the appropriate dialogue
agent, which in this case is Echo agent. Along
with these components, LoggingListener, which
logs the input and output of the system on to an
output file, is included as a listener component.

1 ’input’ : { ’class’ : StdinInputDevice },
2 ’output’ : {
3 ’class’ : FileOutputDevice,
4 ’args’ : [’out.gods’]
5 },
6 ’preprocessing’ : {
7 ’modules’ : [{ ’class’ : VoidPreprocessor, }],
8 ’parallel’ : False, # Optional
9 },

10 ’postprocessing’ : {
11 ’output index’ : 0, # Index of the pipe to output
12 ’parallel’ : False, # Optional
13 ’modules’ : [ { ’class’ : VoidPostprocessor, } ]
14 },
15 ’agent’ : { ’class’ : EchoAgent },
16 ’domain knowledge’ : { ’class’ : EmptyDomainKnowledge },
17 ’listeners’ : { ’unnamed’: [{ ’class’ : LoggingListener }] }

Listing 1: Configuration Template.

6.2 Building a goal oriented system
Next, we consider using MACA to build goal ori-
ented agents for the restaurant, flight booking, and
other toy domains. These slot-based agents were
developed using the tools provided in the frame-
work that aids in hierarchical task decomposition
and slot sharing across tasks (as in the example
reusing the same Python variables). With regard to
hosting a multi-task agent, the invocation of Goal
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oriented policies/sub-agents for each task happens
with the description of slots – askQuery, disam-
biguation strategy etc. As with providing multi-
agent support, the architecture can handle multi-
ple intents with intent triggers defined for each of
them. For example, ”I would like to book a flight”
will trigger the flight booking policy which will fill
in slots specific to this task based on the informa-
tion provided in the domain knowledge, whereas
”What’s a good restaurant nearby?” will trigger
the restaurant booking policy. The configuration
file modification in the agent and domain knowl-
edge attributes is provided in Listing 2.

1 first name slot = Slot(’first name’)
2 last name slot = Slot(’last name’)
3 ’agent’ : {
4 ’class’ : PersonalInformationAskingModel,
5 ’kwargs’ : {
6 ’intents’ : [
7 AddressAskingAgent(’address’),
8 NameAskingAgent(’name’)
9 ]

10 }
11 },
12 ’domain knowledge’ : {
13 ’class’ : GoalOrientedDomainKnowledge,
14 ’args’ : [{
15 ’address’ : [
16 first name slot, last name slot,
17 Slot(’street’, [’apt’, ’street name’]),
18 Slot(’city’),
19 Slot(’country’),
20 Slot(’zip code’, enabling condition = \
21 lambda slots: slots[’country’].value() == ”US”)
22 ],
23 ’flight booking’ : [
24 first name slot, last name slot,
25 Slot(’origin’),
26 Slot(’destination’),
27 Slot(’return date’)
28 ]
29 }]
30 },
Listing 2: Sample Agent attribute in Goal Ori-
ented Dialogue models’ Configuration.

An overview of the architecture components in
the goal oriented setting is provided in Table 2.

6.3 Building a neural response generation
agent

We also used MACA to prototype neural re-
sponse generation agents based on the Hierarchi-
cal Encoder-Decoder framework (Serban et al.,
2015).

6.3.1 HRED in training mode
MACA’s training mode was tested with the train-
ing process of an HRED agent. The modifica-
tions for the central configuration files for this

Component Description Note

Domain Knowledge
GoalOriented Do-
mainKnowledge

Specifying slots
information for
known domains.

Input StdInputDevice Inputs from stdin.
Preprocessing VoidPreprocessor None.

Model
Preprocessing VoidProcessing None.
Postprocessing Model specific None.

Internal
PersonalInformation

AskingModel

Intent
disambiguation
and execution

policies.
Postprocessing VoidProcessing None.
Output FileOutputDevice Output to a file.

Listeners LoggingListener
Log all pubsub

notifications to file.

Table 2: Setup for goal oriented system in execu-
tion mode.

setup are presented in Listing 3. HREDTraining-
InputDevice simply invokes the training process
by sending an initiate message to the model while
the dialogue model HREDAgent, configured to be
in training mode, starts its regular training pro-
cess and writes the trained weights to disk. The
training dataset is specified using the prototype
sub-attribute (in compliance with the HRED code
base) within the train args attribute of agent. All
other components of the pipeline are unchanged as
it is unnecessary to postprocess or to output data.
The HRED agent was trained using both the Twit-
ter Corpus (Ritter et al., 2011) and Ubuntu Dia-
logue Corpus (Lowe et al., 2015b).

1 ’input’ : {
2 ’class’ : HREDTrainingInputDevice
3 }, ...
4 ’agent’ : {
5 ’class’ : HREDAgent,
6 ’kwargs’ : {
7 ’train args’ : { ’prototype’ : ’ubuntu HRED’ },
8 ’mode’ : system modes.TRAINING,
9 }

10 },
Listing 3: Modified attributes for HRED training.

6.3.2 HRED in execution mode
We also tested using a trained HRED agent in ex-
ecution and data collection modes. In the execu-
tion mode, MACA used the command-line as the
input and the output units to fetch user responses
and show model responses from HRED. In the
data collection mode, MACA was hosted on a lo-
cal psiTurk (Gureckis et al., 2016) server emulat-
ing mTurk. A layout that lets the users chat and
score the model responses was provided, and user
inputs were logged by a database listener through
the pubsub architecture. In this scenario, the pre-
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trained HRED model can be seen as a case of cus-
tom built dialogue agent adapted to MACA.

1 ’agent’ : {
2 ’class’ : HREDAgent,
3 ’kwargs’ : {
4 ’ignore unknown words’ : True,
5 ’normalize’ : False,
6 ’prototype’ : ’prototype twitter HRED’,
7 ’train dialogues’ : ’Training.dialogues.pkl’,
8 ’test dialogues’ : ’Test.dialogues.pkl’,
9 ’valid dialogues’ : ’Validation.dialogues.pkl’,

10 ’dictionary path’ : ’Dataset.dict.pkl’,
11 ’model prefix’ : ’./334.74 Model’
12 }
13 },
Listing 4: Agent attribute in HRED Configuration.

The central configuration file from Listing 1 is
updated for HRED in execution mode, as shown
in Listing 4. The model specific arguments, pro-
vided between lines 3 and 14, in Listing 4 demon-
strate MACA’s support for plugging in customized
or pre-trained dialogue agents. Furthermore, an
overview of the architecture, with the instantiated
components, and their roles is provided in Table 3.

Component Description Role
Domain Knowledge EmptyDomainKnowledge An empty domain.
Input StdInputDevice Inputs from stdin.

Preprocessing HredPreprocessing
Tokenize input

sentence.

Model
Preprocessing Model specific

Add model specific
tokens.

Postprocessing Model specific
Remove speaker

tokens.
Internal HredAgent HRED internals.

Postprocessing VoidProcessing None.
Output FileOutputDevice Output to a file.

Listeners LoggingListener
Log all pubsub

notifications to file.

Table 3: Setup of HRED system: Execution mode.

6.4 Building a neural response retrieval agent
Finally, we built an architecture that incorporates a
neural response retrieval agent operating using the
Dual Encoder method (Lowe et al., 2015a).

6.4.1 Dual Encoder in training mode
Listing 5 presents changes to the template con-
figuration to incorporate a Dual Encoder dialogue
agent in training mode. Similar to the HRED
model training case, we replace the Input and
Model modules in the template configuration. In
the case of Dual Encoder, the specified data set
will be loaded into DomainKnowledge and will
become accessible after initialization. During the
training process, RetrievalModelTrainingInputDe-
vice retrieves the data from the specified train-

ing data set via DomainKnowledge and feeds it
to the Dialogue Model while the RetrievalMode-
lAgent contains the relevant training parameters.
Once training finishes, RetrievalModelTrainingIn-
putDevice issues a message to the agent to write
out trained weights to disk.

1 ’input’ : {
2 ’class’ : RetrievalModelTrainingInputDevice,
3 ’kwargs’ : { ’n epochs’ : 500, ’shuffle batch’ : False }
4 }, ...
5 ’agent’ : {
6 ’class’ : RetrievalModelAgent,
7 ’args’ : [ ’twitter dataset/W twitter bpe.pkl’ ],
8 ’kwargs’ : {
9 ’model fname’ : ’model.pkl’,

10 ’mode’ : system modes.TRAINING,
11 ’model params’ : {
12 ’encoder’ : ’lstm’,
13 ’batch size’ : 512, ’hidden size’ : 200,
14 ’optimizer’ : ’adam’, ’lr’ : 0.001,
15 }
16 }
17 }, ...
18 ’dataset’ : {
19 ’class’ : RetrievalTwitterDataset,
20 ’args’ : [ ’twitter dataset’, ’dataset twitter bpe.pkl’ ]
21 },
Listing 5: Modified attributes for Dual Encoder
training.

6.4.2 Dual Encoder in execution mode
We also tested the Dual Encoder agent in execu-
tion mode, which is an instance of adapting a re-
trieval based model to the proposed framework.
The execution mode in this case obtained inputs
from a database of previously collected context-
response pairs. The configuration file for the Dual
Encoder model looks mostly similar to the generic
template, with modification on the agent attribute,
described in Listing 6.

1 ’preprocessing’ : {
2 ’modules’: [{
3 ’class’ : RetrievalModelPreprocessor,
4 ’args’ : [’./retrieval/BPE/Twitter Codes 5000.txt’]
5 }],
6 }, ...
7 ’agent’ : {
8 ’class’ : RetrievalModelAgent,
9 ’args’ : [ ’../../twitter dataset/W twitter bpe.pkl’ ],

10 ’kwargs’ : {
11 ’model params’ : {
12 ’encoder’ : ’lstm’,
13 ’batch size’ : 512, ’hidden size’ : 100,
14 ’input dir’ : ’../../twitter dataset’,
15 ’W fname’ : ’W twitter bpe.pkl’
16 }
17 }
18 },
Listing 6: Agent attribute in Dual Encoder (Re-
trieval Model) Configuration.
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The configuration file’s flexibility allows cus-
tomized agents to be plugged in with ease, while
providing the parameters for the model to run
in the model params sub-attribute. Further, an
overview of MACA with its instantiated com-
ponents and their roles is provided in Table 4;
specification of these attributes within MACA is
achieved through the configuration file.

Component Description Role
Domain Knowledge EmptyDomainKnowledge An empty domain.
Input StdInputDevice Inputs from stdin.

Preprocessing RetrievalModelPreprocessing
Compute BPE on

all utterances.

Model
Preprocessing Model specific None.
Postprocessing Model specific None.

Internal RetrievalModelAgent
Dual Encoder

internals.
Postprocessing VoidProcessing None.
Output FileOutputDevice Output to a file.

Listeners LoggingListener
Log all pubsub

notifications to file.

Table 4: Setup for Dual Encoder system in execu-
tion mode.

7 Discussion

MACA offers a unified architecture for dialogue
agents that supports the plug-n-play of different
types of dialogue agents and different domains.
We hope that this will facilitate the fast develop-
ment of new models, but also foster reproducibil-
ity in dialogue system research.

A few possible limitations in the current imple-
mentation of MACA include simplicity of the pub-
sub system, lack of support for distributed hosting
of different components of the architecture, and
lack of support for parallel conversations. As fu-
ture work, the pubsub system could be improved
by capturing a wider range of system information
with more monitoring pubsub channels. In ad-
dition, we plan to incorporate new domains and
agents as they become available, along with com-
prehensive ML based slot-disambiguation mod-
ules.
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Abstract

Spoken Language Understanding (SLU)
is a key component of goal oriented di-
alogue systems that would parse user ut-
terances into semantic frame representa-
tions. Traditionally SLU does not uti-
lize the dialogue history beyond the pre-
vious system turn and contextual ambigu-
ities are resolved by the downstream com-
ponents. In this paper, we explore novel
approaches for modeling dialogue con-
text in a recurrent neural network (RNN)
based language understanding system. We
propose the Sequential Dialogue Encoder
Network, that allows encoding context
from the dialogue history in chronologi-
cal order. We compare the performance of
our proposed architecture with two context
models, one that uses just the previous turn
context and another that encodes dialogue
context in a memory network, but loses
the order of utterances in the dialogue his-
tory. Experiments with a multi-domain di-
alogue dataset demonstrate that the pro-
posed architecture results in reduced se-
mantic frame error rates.

1 Introduction

Goal oriented dialogue systems help users with ac-
complishing tasks, like making restaurant reserva-
tions or booking flights, by interacting with them
in natural language. The capability to understand
user utterances and break them down into task spe-
cific semantics is a key requirement for these sys-
tems. This is accomplished in the spoken language
understanding module, which typically parses user
utterances into semantic frames, composed of do-
mains, intents and slots (Tur and De Mori, 2011),
that can then be processed by downstream dia-

u1 Can you get me a restaurant reservation ?
s Sure, where do you want to go ?
u2 table for 2 at Pho Nam

↓ ↓ ↓ ↓ ↓ ↓
S O O B-# O B-Rest I-Rest
D restaurants
I reserve restaurant

Figure 1: An example semantic parse of an utter-
ance (u2) with slot (S), domain (D), intent (I) an-
notations, following the IOB (in-out-begin) repre-
sentation for slot values.

logue system components. An example semantic
frame is shown for a restaurant reservation related
query in Figure 1.
As the complexity of the task supported by a di-
alogue system increases, there is a need for an
increased back and forth interaction between the
user and the agent. For example, a restaurant
reservation task might require the user to spec-
ify a restaurant name, date, time and number of
people required for the reservation. Additionally,
based on reservation availability, the user might
need to negotiate on date, time, or any other at-
tribute with the agent. This puts the burden of
parsing in-dialogue contextual user utterances on
the language understanding module. The com-
plexity increases further when the system supports
more than one task and the user is allowed to have
goals spanning multiple domains within the same
dialogue. Natural language utterances are often
ambiguous, and the context from previous user
and system turns could help resolve the errors aris-
ing from these ambiguities.

In this paper, we explore approaches to im-
prove dialogue context modeling within a Recur-
rent Neural Network (RNN) based spoken lan-
guage understanding system. We propose a novel
model architecture to improve dialogue context
modeling for spoken language understanding on a
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Figure 2: Architecture of the Memory and current utterance context encoder.

multi-domain dialogue dataset. The proposed ar-
chitecture is an extension of Hierarchical Recur-
rent Encoder Decoders (HRED) (Sordoni et al.,
2015), where we combine the query level encod-
ings with a representation of the current utterance,
before feeding it into the session level encoder. We
compare the performance of this model to a RNN
tagger injected with just the previous turn context
and a single hop memory network that uses an at-
tention weighted combination of the dialogue con-
text (Chen et al., 2016; Weston et al., 2014).
Furthermore, we describe a dialogue recombi-
nation technique to enhance the complexity of
the training dataset by injecting synthetic domain
switches, to create a better match with the mixed
domain dialogues in the test dataset. This is,
in principle, a multi-turn extension of (Jia and
Liang, 2016). Instead of inducing and compos-
ing grammars to synthetically enhance single turn
text, we combine single domain dialogue sessions
into multi-domain dialogues to provide richer con-
text during training.

2 Related Work

The task of understanding a user utterance is typ-
ically broken down into 3 tasks: domain classi-
fication, intent classification and slot-filling (Tur
and De Mori, 2011). Most modern approaches
to Spoken language understanding involve train-
ing machine learning models on labeled train-
ing data (Young, 2002; Hahn et al., 2011; Wang
et al., 2005, among others). More recently, re-
current neural network (RNN) based approaches
have been shown to perform exceedingly well
on spoken language understanding tasks (Mesnil
et al., 2015; Hakkani-Tür et al., 2016; Kurata et al.,
2016, among others). RNN based approaches have
also been applied successfully to other tasks for di-

alogue systems, like dialogue state tracking (Hen-
derson, 2015; Henderson et al., 2014; Perez and
Liu, 2016, among others), policy learning (Su
et al., 2015) and system response generation (Wen
et al., 2015, 2016, among others).
In parallel, joint modeling of tasks and addition of
contextual signals has been shown to result in per-
formance gains for several applications. Modeling
domain, intent and slots in a joint RNN model was
shown to result in reduction of overall frame er-
ror rates (Hakkani-Tür et al., 2016). Joint model-
ing of intent classification and language modeling
showed promising improvements in intent recog-
nition, especially in the presence of noisy speech
recognition (Liu and Lane, 2016).
Similarly, models incorporating more context
from dialogue history (Chen et al., 2016) or se-
mantic context from the frame (Dauphin et al.,
2014; Bapna et al., 2017) tend to outperform mod-
els without context and have shown potential for
greater generalization on spoken language under-
standing and related tasks. (Dhingra et al., 2016)
show improved performance on an informational
dialogue agent by incorporating knowledge base
context into their dialogue system. Using dialogue
context was shown to boost performance for end to
end dialogue (Bordes and Weston, 2016) and next
utterance prediction (Serban et al., 2015).
In the next few sections, we describe the proposed
model architecture, the dataset and our dialogue
recombination approach. This is followed by ex-
perimental results and analysis.

3 Model Architecture

We compare the performance of 3 model archi-
tectures for encoding dialogue context on a multi-
domain dialogue dataset. Let the dialogue be a
sequence of system and user utterances Dt =
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Figure 3: Architecture of the dialogue context encoder for the cosine similarity based memory network.

{u1, u2...ut} and at time step t we are trying to
output the parse of a user utterance ut, given Dt.
Let any utterance uk be a sequence of tokens given
by {xk

1, x
k
2...x

k
nk}.

We divide the model into 2 components, the con-
text encoder that acts on Dt to produce a vector
representation of the dialogue context denoted by
ht = H(Dt), and the tagger, which takes the di-
alogue context encoding ht, and the current utter-
ance ut as input and produces the domain, intent
and slot annotations as output.

3.1 Context Encoder Architectures

In this section we describe the architectures of the
context encoders used for our experiments. We
compare the performance of 3 different architec-
tures that encode varying levels of dialogue con-
text.

3.1.1 Previous Utterance Encoder
This is the baseline context encoder architecture.
We feed the embeddings corresponding to to-
kens in the previous system utterance, ut−1 =
{xt−1

1 , xt−1
2 ...xt−1

nt−1}, into a single Bidirectional
RNN (BiRNN) layer with Gated Recurrent Unit
(GRU) (Chung et al., 2014) cells and 128 dimen-
sions (64 in each direction). The embeddings are
shared with the tagger. The final state of the con-
text encoder GRU is used as the dialogue context.

ht = BiGRUc(ut−1) (1)

3.1.2 Memory Network
This architecture is identical to the approach de-
scribed in (Chen et al., 2016). We encode all
dialogue context utterances, {u1, u2...ut−1}, into
memory vectors denoted by {m1, m2, ...mt−1}
using a Bidirectional GRU (BiGRU) encoder with
128 dimensions (64 in each direction). To add
temporal context to the dialogue history utter-

ances, we append special positional tokens to each
utterance.

mk = BiGRUm(uk) for 0 ≤ k ≤ t−1 (2)

We also encode the current utterance with another
BiGRU encoder with 128 dimensions (64 in each
direction), into a context vector denoted by c, as
in equation 3. This is conceptually depicted in
Figure 2

c = BiGRUc(ut) (3)

Let M be a matrix with the ith row given by
mi. We obtain the cosine similarity between each
memory vector, mi, and the context vector c. The
softmax of this similarity is used as an attention
distribution over the memory M , and an attention
weighted sum of M is used to produce the dia-
logue context vector ht (Equation 4). This is con-
ceptually depicted in Figure 3.

a = softmax(Mc)

ht = aT M
(4)

3.1.3 Sequential Dialogue Encoder Network
We enhance the memory network architecture de-
scribed above by adding a session encoder (Sor-
doni et al., 2015) that temporally combines a
joint representation of the current utterance en-
coding, c, (Eq. 3) and the memory vectors,
{m1, m2...mt−1}, (Eq. 2).
We combine the context vector c with each mem-
ory vector mk, for 1 ≤ k ≤ nk, by concatenat-
ing and passing them through a feed forward layer
(FF) to produce 128 dimensional context encod-
ings, denoted by {g1, g2...gt−1} (Eq. 5).

gk = sigmoid(FF (mk, c)) for 0 ≤ k ≤ t−1
(5)

These context encodings are fed as token level in-
puts into the session encoder, which is a 128 di-
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Figure 4: Architecture of the Sequential Dialogue
Encoder Network. The feed-forward networks
share weights across all memories.

mensional BiGRU layer. The final state of the ses-
sion encoder represents the dialogue context en-
coding ht (Eq. 6).

ht = BiGRUs({g1, g2, ...gt−1}) (6)

The architecture is depicted in Figure 4.

3.2 Tagger Architecture
For all our experiments we use a stacked BiRNN
tagger to jointly model domain classification, in-
tent classification and slot-filling, similar to the
approach described in (Hakkani-Tür et al., 2016).
We feed learned 256 dimensional embeddings cor-
responding to the current utterance tokens into the
tagger.
The first RNN layer uses GRU cells with 256 di-
mensions (128 in each direction) as in equation 7.
The token embeddings are fed into the token level
inputs of the first RNN layer to produce the token
level outputs o1 = {o1

1, o
1
2...o

1
nt
}.

o1 = BiGRU1(ut) (7)

The second layer uses Long Short Term Mem-
ory (LSTM) (Hochreiter and Schmidhuber, 1997)
cells with 256 dimensions (128 in both dimen-
sions). We use a LSTM based second layer since
that improved slot-filling performance on the val-
idation set for all architectures. We apply dropout
to the outputs of both layers. The initial states of
both forward and backward LSTMs of the second
tagger layer are initialized with the dialogue en-
coding ht as in equation 8. The token level out-
puts of the first RNN layer, o1, are fed as input

into the second RNN layer to produce token level
outputs o2 = {o2

1, o
2
2...o

2
nt
} and the final state s2.

o2, s2 = BiLSTM2(o1, ht) (8)

The final state of the second layer, s2, is used as
input to classification layers for domain and intent
classification.

pdomain = softmax(Us2)

pintent = sigmoid(V s2)
(9)

The token level outputs of the second layer, o2,
are used as input to a softmax layer that outputs
the IOB slot labels. This results in a softmax layer
with 2N+1 dimensions for a domain with N slots.

pslot
i = softmax(So2

i ) for 0 ≤ i ≤ nt

(10)
The architecture is depicted in Figure 5.

4 Dataset

We crowd sourced multi-turn dialogue sessions
for 3 tasks: buying movie tickets, searching for a
restaurant and reserving tables at a restaurant. Our
data collection process comprises of two steps: (i)
Generating user-agent interactions comprising of
dialog acts and slots based on the interplay of a
simulated user and a rule based dialogue policy.
(ii) Using a crowd sourcing platform to elicit nat-
ural language utterances that align with the seman-
tics of the generated interactions.
The goal of the spoken language understanding
module of our dialogue system is to map each user
utterance into frame based semantics that can be
processed by the downstream components. Ta-
bles describing the intents and slots present in the
dataset can be found in the appendix.
We use a stochastic agenda-based user simula-
tor (Schatzmann et al., 2007; Shah et al., 2016)
for interplay with our rule based system policy.
The user goal is specified in terms of a tuple of
slots, which denote the user constraints. Some
constraints might be unspecified, in which case the
user is indifferent to the value of those slots. At
any given turn, the simulator samples a user dia-
logue act from a set of acceptable actions based
on (i) the user goal and agenda that includes slots
that still need to be specified, (ii) a randomly
chosen user profile (co-operative/aggressive, ver-
bose/succinct etc.) and (iii) the previous user and
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Figure 5: Architecture of the stacked BiRNN tagger. The dialogue context obtained from the context
encoder is fed into the initial states of the second RNN layer.

Domain Attributes
movies date, movie, num tickets, theatre name, time
find-restaurants category, location, meal, price range, rating, restaurant name
reserve-restaurant date, num people, restaurant name, time

Table 1: List of attributes supported for each domain.

system actions. Based on the chosen user dialogue
act, the rule based policy might make a backend
call to inquire for restaurant or movie availabil-
ity. Based on the user act and the backend re-
sponse the system responds back with a dialogue
act or a combination of dialogue acts, based on
a hand designed rule based policy. These gener-
ated interactions were then translated to their nat-
ural language counterparts and sent out to crowd-
workers for paraphrasing into natural language
human-machine dialogues.
The simulator and policy were also extended to
handle multiple goals spanning different domains.
In this set-up, the user goal for the simulator would
include multiple tasks and slot values could be
conditioned on the previous task, for example, the
simulator would ask for booking a table ”after the
movie”, or search for a restaurant ”near the the-
ater”. The set of slots supported by the simulator
is enumerated in Table 1. We collected 1319 di-
alogues for restaurant reservation, 976 dialogues
for finding restaurants and 1048 dialogues for buy-
ing movie tickets. All single domain datasets were

used for training. The multi-domain simulator
was used to collect 467 dialogues for training, 50
for validation and 273 for the test set. Since the
natural language dialogues were paraphrased ver-
sions of known dialogue- act and slot combina-
tions, they were automatically labeled. These la-
bels were verified by an expert annotator, and turns
with missing annotations were manually annotated
by the expert.

5 Dialogue Recombination

As described in the previous section, we train our
models on a large set of single domain dialogue
datasets and a small set of multi-domain dia-
logues. These models are then evaluated on a test
set composed of multi-domain dialogues, where
the user attempts to fulfill multiple goals spanning
several domains. This results in a distribution
drift that might result in performance degradation.
To counter this drift in the training-test data
distributions we device a dialogue recombination
scheme to generate multi-domain dialogues from
single domain training datasets.
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Dialogue x Dialogue y Dialogue dr

U: Get me 5 tickets to see In-
ferno.

U: Get me 5 tickets to see In-
ferno.

S: Sure, when is this booking
for ?

S: Sure, when is this booking
for ?

U: Around 5 pm tomorrow
night.

U: Around 5 pm tomorrow
night.

S: Do you have a theatre in
mind?

S: Do you have a theatre in
mind?

U: AMC newpark 12. U: Find italian restaurants in
Mountain View

U: Find italian restaurants in
Mountain View

S: Does 4:45 pm work for
you ?

S: What price range are you
looking for ?

S: What price range are you
looking for ?

U: Yes. U: cheap U: cheap
S: Your booking is complete. S: Ristorante Giovanni is

a nice Italian restaurant in
Mountain View.

S: Ristorante Giovanni is
a nice Italian restaurant in
Mountain View.

U: That works. thanks. U: That works. thanks.

Table 2: A sample dialogue obtained from recombining a dialogue from the movies and find-restaurant
datasets.

The key idea behind the recombination approach
is the conditional independence of sub-dialogues
aimed at performing distinct tasks (Grosz and
Sidner, 1986). We exploit the presence of task
intents, or intents that denote a switch in the
primary task the user is trying to perform, since
they are a strong indicator of a switch in the focus
of the dialogue. We exploit the independence of
the sub-dialogue following these intents from the
previous dialogue context, to generate synthetic
dialogues with multi-domain context. The recom-
bination process is described as follows:
Let a dialogue d be defined as a sequence
of turns and corresponding semantic la-
bels (domain, intent and slot annotations)
{(td1, fd1), (td2, fd2), ...(tdnd

, fdnd
}. To obtain a

re-combined dataset composed of dialogues from
dataset dataset1 and dataset2, we repeat the fol-
lowing steps 10000 times, for each combination
of (dataset1, dataset2) from the three single
domain datasets.

• Sample dialogues x and y from dataset1 and
dataset2 respectively.

• Find the first user utterance labeled with a
task intent in y. Let this be turn l.

• Randomly sample an insertion point in dia-
logue x. Let this be turn k.

• The new recombined dialogue is
{(tx1, fx1), ...(txk, fxk), (tyl, fyl),
...(tyny , fyny)}.

A sample dialogue generated using the above pro-
cedure is described in table 2. We drop the ut-
terances from dialogue x following the insertion
point (turn k) in the recombined dialogue since
these turns become ambiguous or confusing in the
absence of preceding context. In a sense our ap-
proach is one of partial dialogue recombination.

6 Experiments

We compare the domain classification, intent clas-
sification and slot-filling performances, and the
overall frame error rates of the encoder-decoder,
memory network and sequential dialogue encoder
network on the dataset described above. The
frame error rate of a SLU system is the percentage
of utterances where it makes a wrong prediction
i.e. any of domain, intent or slot is predicted in-
correctly.
We trained all 3 models with RMSProp for 100000
training steps with a batch size of 100. We started
with a learning rate of 0.0003 which was decayed
by a factor of 0.95 every 3000 steps. Gradient
norms were clipped if they exceed a magnitude of
2.5. All model and optimization hyper-parameters
were chosen based on a grid search, to minimize
validation set frame error rates.
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Model Domain F1 Intent F1 Slot Token F1 Frame Error Rate
ED 0.937 0.865 0.891 31.87%
MN 0.964 0.890 0.896 26.72%
SDEN 0.960 0.870 0.896 31.31%
ED + DR 0.936 0.885 0.911 30.72%
MN + DR 0.968 0.902 0.904 27.48%
SDEN + DR 0.975 0.898 0.926 25.85%

Table 3: Test set performances for the encoder decoder (ED) model, Memory Network (MN) and the
Sequential Dialogue Encoder Network (SDEN) with and without recombined data (DR).

utterance MN+DR SDEN+DR
hi! 0.00 0.13
hello ! i want to buy movie tickets for 8 pm at cinelux plaza 0.05 0.34
which movie , how many , and what day ? 0.13 0.24
Trolls , 6 tickets for today

True ED+DR MN+DR SDEN+DR
Domain buy-movie-tickets movies movies movies
Intent contextual contextual contextual contextual
date today today today today
num tickets 6 6 6 6
movie Trolls Trolls - Trolls

Table 4: Dialogue from the test set with predictions from Encoder Decoder with recombined data
(ED+DR), Memory Network with recombined data (MN+DR) and Sequential Dialogue Encoder Net-
work with dialogue recombination (SDEN+DR).Tokens that have been italicized in the dialogue were
out of vocabulary or replaced with special tokens. The columns to the right of the dialogue history detail
the attention distributions. For SDEN+DR, we use the magnitude of the change in the session GRU state
as a proxy for the attention distribution. Attention weights might not sum up to 1 if there is non-zero
attention on history padding.

We restrict the model vocabularies to contain only
tokens occurring more than 10 times in the train-
ing set, to prevent over-fitting to training set enti-
ties. Digits were replaced with a special ”#” token
to allow better generalization to unseen numbers.
The dialogue history was padded to 40 utterances
for batch processing. We report results with and
without the recombined dataset in Table 3.

7 Results

The encoder decoder model trained on just the
previous turn context performs worst on almost
all metrics, irrespective of the presence of recom-
bined data. This can be explained by worse per-
formance on in-dialogue utterances, where just the
previous turn context isn’t sufficient to accurately
identify the domain, and in several cases, the in-
tents and slots of the utterance.
The memory network is the best performing model
in the absence of recombined data, indicating that

the model is able to encode additional context
effectively to improve performance on all tasks,
even when only a small amount of multi-domain
data is available.
The Sequential dialogue encoder network per-
forms slightly worse than the memory network in
the absence of recombined data. This could be ex-
plained by the model over-fitting to the single do-
main context seen during training and failure to
utilize context effectively in a multi-domain set-
ting. In the presence of recombined dialogues it
outperforms all other implementations.
Apart from increasing the noise in the dialogue
context, adding recombined dialogues to the train-
ing set increases the average turn length of the
training data, bringing it closer to that of the test
dialogues. Our augmentation approach is, in spirit,
an extension of the data recombination described
in (Jia and Liang, 2016) to conversations. We
hypothesize that the presence of synthetic con-
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utterance MN+DR SDEN+DR
hello 0.01 0.10
hello . i need to buy tickets at cinemark redwood downtown 20 for xd at
6 : 00 pm

0.00 0.06

which movie do you want to see at what time and date . 0.00 0.04
I didn’t understand that. 0.00 0.03
please tell which movie , the time and date of the movie 0.01 0.02
the movie is queen of katwe today and the number of tickets is 4 0.00 0.00
So 4 tickets for the 6 : 00 pm showing 0.02 0.01
yes 0.01 0.01
I bought you 4 tickets for the 6 : 00 pm showing of queen of katwe at
cinemark redwood downtown 20

0.06 0.04

thank you 0.03 0.03
i want a Brazilian restaurant 0.61 0.29
which one of Fogo de Cho Brazilian steakhouse , Espetus Churrascaria
san mateo or Fogo de Cho would you prefer

0.02 0.26

Fogo de Cho Brazilian steakhouse
True ED+DR MN+DR SDEN+DR

Domain find-restaurants movies find-restaurants find-restaurants
Intent affirm(restaurant) - - -
restaurant
name

Fogo de Cho
Brazilian steak-
house

- - Fogo de Cho
Brazilian steak-
house

Table 5: Dialogue from the test set with predictions from Encoder Decoder with recombined data
(ED+DR), Memory Network with recombined data (MN+DR) and Sequential Dialogue Encoder Net-
work with dialogue recombination (SDEN+DR). Tokens that have been italicized in the dialogue were
out of vocabulary or replaced with special tokens. The columns to the right of the dialogue history detail
the attention distributions. For SDEN+DR, we use the magnitude of the change in the session GRU state
as a proxy for the attention distribution. Attention weights might not sum up to 1 if there is non-zero
attention on history padding.

text has a regularization-like effect on the models.
Similar effects were observed by (Jia and Liang,
2016), where training with longer, synthetically-
augmented utterances resulted in improved se-
mantic parsing performance on a simpler test set.
This is also supported by the observation that per-
formance improvements obtained by addition of
recombined data increase as the complexity of the
model increases.

8 Discussion and Conclusions

Table 4 demonstrates an example dialogue from
the test set, along with the gold and model annota-
tions from all 3 models. We observe that Encoder
Decoder (ED) and Sequential Dialogue Encoder
Network (SDEN) are able to successfully identify
the domain, intent and slots, while the Memory
Network (MN) fails to identify the movie name.

Looking at the attention distributions, we notice
that the MN attention is very diffused, whereas
SDEN is focusing on the most recent last 2 utter-
ances, which directly identify the domain and the
presence of the movie slot in the final user utter-
ance. ED is also able to identify the presence of a
movie in the final user utterance from the previous
utterance context.
Table 5 displays another example where the
SDEN model outperforms both MN and ED. Con-
strained to just the previous utterance ED is un-
able to correctly identify the domain of the user
utterance. The MN model correctly identifies the
domain, using its strong focus on the task-intent
bearing utterance, but it is unable to identify the
presence of a restaurant in the user utterance. This
highlights its failure to combine context from mul-
tiple history utterances. On the other hand, as
indicated by its attention distribution on the final
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two utterances, SDEN is able to successfully com-
bine context from the dialogue to correctly iden-
tify the domain and the restaurant name from the
user utterance, despite the presence of several out-
of-vocabulary tokens.
The above two examples hint that SDEN performs
better in scenarios where multiple history ut-
terances encode complementary information that
could be useful to interpret user utterances. This
is usually the case in more natural goal oriented
dialogues, where several tasks and sub tasks go in
and out of the focus of the conversation (Grosz,
1979).
On the other hand, we also observed that SDEN
performs significantly worse in the absence of re-
combined data. Due to its complex architecture
and a much larger set of parameters SDEN is
prone to over-fitting in low data scenarios.
In this paper, we collect a multi-domain dataset of
goal oriented human-machine conversations and
analyze and compare the SLU performance of
multiple neural network based model architectures
that can encode varying amounts of context. Our
experiments suggest that encoding more context
from the dialogue, and enabling the model to com-
bine contextual information in a sequential order
results in a reduction in overall frame error rate.
We also introduce a data augmentation scheme to
generate longer dialogues with richer context, and
empirically demonstrate that it results in perfor-
mance improvement for multiple model architec-
tures.
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Table 6: Supported Intents: List of intents and dialogue acts supported by the user simulator, with de-
scriptions and representative examples. Acts parametrized with slot can be instantiated for any attribute
supported within the domain.

Intent Intent descriptions Sample utterance
affirm generic affirmation U: sounds good.
cant understand expressing failure to understand

system utterance
U: What do you mean ?

deny generic negation U: That doesn’t work.
good bye expressing end of dialogue U: bye
thank you expressing gratitude U: thanks a lot!
greeting greeting U: Hi
request alts request alternatives to a system

offer
S: Doppio Zero is a nice italian
restaurant near you.
U: Are there any other options
available ?

affirm(slot) affirming values corresponding
to a particular attribute

U: 5 pm sounds good to me.

deny(slot) negating a particular attribute. U: None of those times would
work for me.

dont care(slot) expressing that any value is ac-
ceptable for a given attribute

U: Any time should be ok.

movies explicit intent to buy movie tick-
ets

U: Get me 3 tickets to Inferno

reserve-restaurants explicit intent to reserve a table
at a restaurant

U: make a reservation at Max
Brenner’s

find-restaurants explicit intent to search for
restaurants

U: find cheap italian restaurants
near me

contextual implicit intent continuing from
context, also used in place of in-
form

S: What time works for you ?
U: 5 pm tomorrow.

unknown intent intents not supported by the dia-
logue system

U: What’s the weather like in
San Francisco ?
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Table 7: Sample dialogue: Sample dialogue generated using a crowd working platform. The LHS
consists of the instructions shown to the crowd workers based on the dialog act interactions between the
user simulator and the rule based policy. The RHS describes the natural language dialog generated by
the crowd workers.

Instructions Natural language paraphrase
S: greetings hi
U:buy movie tickets AND date is DontCare buy some movie tickets for any date
S: provide preference for: theatre name Which theatre would you like to make the reserva-

tion at ?
U: theatre name is GB the GB theatre
S: provide preference for: time When is the reservation for?
U: number of tickets is 6 and time is DontCare get 6 tickets for any time
S: provide preference for: movie Which movie would you like to go for ?
U: movie is Power Rangers The power rangers movie
S: found the following: date is March 25 and
time is 8:00 am

I found 6 tickets available for 8 am on March 25.

U: disagree That doesn’t work for me
S: found the following: date is March 25 and
time is 6:00 pm

Does 6 pm on March 25 work for you ?

U: accept Sounds good, make the booking
S: purchase confirmed with given details the-
atre name is GB and date is March 25 and
time is 6:00 pm and number of tickets is 6 and
movie is Power Rangers

Ok, I’ve reserved 6 tickets for the 6 pm showing of
Power Rangers at the GB theatre on March 25.

U: thank you Thanks.
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Abstract

Conversational agents offer users a natural-
language interface to accomplish tasks, en-
tertain themselves, or access information.
Informational dialogue is particularly chal-
lenging in that the agent has to hold a con-
versation on an open topic, and to achieve
a reasonable coverage it generally needs to
digest and present unstructured information
from textual sources. Making responses
based on such sources sound natural and
fit appropriately into the conversation con-
text is a topic of ongoing research, one of
the key issues of which is preventing the
agent’s responses from sounding repetitive.
Targeting this issue, we propose a new task,
known as redundancy localization, which
aims to pinpoint semantic overlap between
text passages. To help address it systemati-
cally, we formalize the task, prepare a pub-
lic dataset with fine-grained redundancy la-
bels, and propose a model utilizing a weak
training signal defined over the results of a
passage-retrieval system on web texts. The
proposed model demonstrates superior per-
formance compared to a state-of-the-art en-
tailment model and yields encouraging re-
sults when applied to a real-world dialogue.

1 Introduction

Recent years have seen a growing interest in re-
search on conversational agents. Several strands
of dialogue systems have emerged which differ in
underlying goals and methods. Some systems fo-
cus on data-driven learning of models which can
autonomously hold conversations with humans or
one another, potentially even on open domains
(Vinyals and Le, 2015; Sordoni et al., 2015; Li

∗Work performed during an internship at Google.

User: What is Malaria?

Agent: A disease caused by a plasmodium parasite, transmit-
ted by the bite of infected mosquitoes.

User: Is it a virus?

Agent: Malaria is a parasitic infection spread by Anopheles
mosquitoes. The Plasmodium parasite that causes
Malaria is neither a virus nor a bacterium – it is a
single-celled parasite that multiplies in red blood cells
of humans as well as in the mosquito intestine.

Figure 1: Informational-dialogue example between
a human and a conversational agent. The second
agent utterance is partially redundant (the under-
lined text).

et al., 2016). Other works deal with task-oriented
dialogues, which offer natural-language interfaces
to real-world services like restaurant booking (Bor-
des and Weston, 2016; Dhingra et al., 2016; Crook
et al., 2016). We focus in this paper on a third di-
alogue setting where the goal is to have a natural
conversation with a user, during which the user’s in-
formation needs are satisfied in an iterative manner.
Such a setting is common in question-answering
experiences implemented in personal digital assis-
tants (Sarikaya et al., 2016).

We call this setting informational dialogues.
They start with the user posing a fact-seeking ques-
tion, e.g., to learn about current events or to explore
unknown terms and concepts. Consider the exam-
ple dialogue in Fig. 1, which is initiated by the
user requesting a definition of a specific disease
and which also features a subsequent question on
the same topic. Many approaches have been pro-
posed which can produce suitable replies to such
questions. Examples include techniques which find
pertinent passages or short text chunks in collec-
tions of documents (Hermann et al., 2015; Miller
et al., 2016; Trischler et al., 2016) or find rele-
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vant entries in structured knowledge bases (Bordes
et al., 2014, 2015; Yin et al., 2016a,b). Genera-
tion techniques can then be employed to generate
well-formed natural-language utterances from the
candidate replies (Wen et al., 2015, 2016a,b; Zhou
et al., 2016; Dušek and Jurcicek, 2016). In the di-
alogue in Fig. 1, both agent replies are coherent
wrt. the questions. However, they sound strange
when occurring together in a single dialogue con-
text because information is partially reiterated (see
the underlined part in the second agent reply). It
is this very problem that we focus on in this work,
i.e., the localization of redundancy in conversation.
Information on the location of non-novel portions
of a passage could either be fed back to the re-
trieval model, so that only text passages with new
information would be selected, or alternatively this
localized redundancy might be used as input to a
summarization model (Rush et al., 2015).

The specific contributions of this work are as
follows:

• We propose a new task, motivated by practical
issues that dialogue applications face (Sec. 3).

• We release a new dataset with manual annota-
tions for this task, which allows to evaluate and
compare competing approaches (Sec. 4).

• Due to the insufficient amount of annotated data
for training purposes, we report on a weak super-
vision signal over a large collection of passages
with partially redundant content (Sec. 5).

• We augment a recently introduced entailment
model (Parikh et al., 2016) with means for rep-
resenting local similarities in passages in a uni-
directional way (Sec. 6) and find that this exten-
sion outperforms the original model (Sec. 8).

• Furthermore, we briefly discuss an experiment
on real-world dialogue data (Sec. 9), which gives
insights on the application-relevance of the pro-
posed task and model.

2 Related Work

A lot of work has been presented on reasoning with
short texts for tasks on similarity and entailment.
Knowledge-rich approaches define lexical and syn-
tactic inference rules over phrase pairs and employ
decision algorithms that rely on matches of these
rules in input texts (Magnini et al., 2014). Other
approaches generate structured representations of

the input to enable sophisticated alignment of the
texts with now available rich lexical, syntactic, and
semantic information (Liang et al., 2016). The use
of kernel methods for similarity tasks has also been
reported (Filice et al., 2015). In contrast to these
approaches, neither do we use external knowledge
nor do we build explicit syntactic representations
of input texts.

Sentence fusion (Barzilay and McKeown, 2005;
Filippova and Strube, 2008) is a technique that is
related to the overall problem setting of this paper.
This technique is used in the context of abstractive
multi-document summarization, where a particular
challenge is to identify shared content in a cluster
of sentences and to subsequently produce a single
sentence that covers all information fragments. In
our work, we focus on a similar but different prob-
lem formulation, in which we fix one text fragment
and want to find reiterations of its content in other
texts. Furthermore, we focus on identifying and
localizing redundancy and leave the generation of
low-redundancy text mostly as future work.

Neural approaches are common for bi-sequence
classification problems (Laha and Raykar, 2016).
Yin and Schütze (2015), He et al. (2015), and He
and Lin (2016) use convolutional networks to rep-
resent input texts on multiple granularity levels and
model the interactions of these. We also aim to find
fine-granular interactions in texts, but in addition
to their models, we aim to make these interactions
explicit rather than latent intermediate results. An-
other line of research has proposed recurrent net-
works for modeling phrases/sentences, including
various forms of neural attention (Bowman et al.,
2015; Rocktäschel et al., 2015; Zhao et al., 2016).
These approaches come with high computational
cost during training and inference, in contrast we
rely on cheaper feed-forward connections.

3 Problem Definition

We focus in this work on the problem of redun-
dancy localization in a passage with respect to
another text, i.e., we aim to understand when a
sub-passage is redundant with what is mentioned
in the context.1 Consider the following example
with a context passage c and a follow-up passage p
with sub-sequences s0–s3, which need to be ranked
according to the extent to which their semantics are
covered by c. In this case, one may expect the

1Note that the problem definition is not limited to the
dialogue scenario used as motivation in the introduction.
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order to be (s1, s2, s3, s0):

c : The Allianz Arena is a football stadium in Munich,
Bavaria, Germany, with a seating capacity of more than
70,000.

s0 : Bayern to increase stadium capacity.

s1 : Bayern Munich have revealed plans to increase the ca-
pacity of Allianz Arena to 75,000,

s2 : which would make it the second largest stadium in Ger-
many.

s3 : The Allianz Arena is currently the third largest stadium
in Germany.

More formally, let p be a sequence of n tokens.
Let S = {sk}m−1

k=0 be a set of m sub-sequences of
p such that for integers s0, s1, . . . , sm with s0 =
0 < s1 < . . . < sm−1 < sm = n, each sub-
sequence sk ∈ S is ranging from tokens sk to
(sk+1 − 1), inclusive. Given a context sequence c,
the task of redundancy localization is to produce
a ranking function rank(sk) ∈ {1, . . . ,m} that
induces an ordering of the subsequences sk ∈ S of
p which corresponds to the degree of information
in sk that is semantically covered by c. Here, a low
rank corresponds to a high semantic overlap of a
subsequence with c, where segments are allowed
to have equal ranks.

We formulate this task as a ranking problem
instead of a more expressive yet also more complex
regression setting in order to pose less restrictions
on the collection of data for training and evaluation.
The design decision to rank sub-sequences rather
than individual tokens is intended to keep manual
annotation feasible and cost-effective.

Relation to Other Tasks The problem we pose
here is related to bi-sequence problems like seman-
tic textual similarity (STS) (Agirre et al., 2016a)
and recognizing textual entailment (RTE) (Bow-
man et al., 2015). In contrast to these tasks, we are
not interested in determining the overall relation
between sequences, but aim to generate more fine-
grained sub-passage-level information. The task
of interpretable semantic textual similarity (Agirre
et al., 2016b) requires systems to provide human-
understandable explanations for STS ratings of sen-
tence pairs. Chunks from both sentences need to
be paired and for each such pairing, similarity and
relation type need to be assessed. While this type
of annotation is richer than what we propose, it is
also harder to produce, likely requiring specially-
trained raters, and would likely be impossible to

predict accurately using a surrogate supervision
signal like we rely on. Besides, it does not scale
well beyond single sentences, since the number of
ratings per sequence pair grows proportionally to
the multiple of their lengths, while the model we
present can handle longer, multi-sentence passages.
The setting proposed in the next section is more re-
stricted, but easier to learn and directly applicable
in downstream applications.

4 A Testbed for Redundancy
Localization

The evaluation dataset (EVAL) is constructed
from pairs of potentially redundant passages
from Wikipedia, which were segmented into sub-
passages and presented to human raters for man-
ual redundancy assessment. The collection of pas-
sages was guided by a need for text pairs with
various degrees of semantic overlap; we employed
a passage-retrieval system for the purpose of text
selection. Passage retrieval (Khalid and Verberne,
2008; Aktolga et al., 2011; Xu et al., 2011) is a
common intermediate step in information-retrieval
and question-answering settings, the goal of which
is to return a passage containing the answer to a
given query. Most systems generate a list of candi-
date passages, rank them by relevance and return
the top one.

We picked a random set of 1200 fact-seeking
questions and retrieved corresponding passages
from Wikipedia. The questions were then dis-
carded, as they are not relevant to our task. We se-
lected the top-scoring passage as the context c and
paired it with a low-scoring one from further down
the result list (p). p was then heuristically split
into chunks sk, corresponding to verb-governed
phrases. The example shown in the last section is
an instance of such a pair (c, p).

We asked three raters per item to select for
each segment sk of p one out of three labels:
NOTREDUNDANT, PARTIALLYREDUNDANT, and
FULLYREDUNDANT, depending on the degree of
which the content of a sub-passage is covered
by the context c. The annotators fully/partially
agreed2 on 64%/96% of examples, their annota-
tion has an intra-class correlation of .55. We ag-
gregated the rating by mapping the categorical la-
bels to a numeric scale (0, 1, 2) and averaging the
scores. We used 200 examples as a development

2Full: 3/3 annotators agreed on a label. Partial: At least
2/3 annotators agreed on a label.
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c : Brewer’s yeast is made
:::
from

::
a

::::::::
one-celled

:::::
fungus called Saccharomyces cerevisiae.

p+ : Brewer’s yeast is named so because it comes
:::
from

:::
the

:::::
same

:::::
fungus that’s used to ferment and make beer -

Saccharomyces cerevisiae.
p− : Because brewer’s yeast is a rich source of chromium, scientists think it may help treat high blood sugar.

c : The height of the net
::
in

::::
men’s

::::::::
volleyball

:
is
::

7
:::
feet

::
11

:::
5/8

:::::
inches, and in women’s volleyball, it is 7 feet 4 1/8 inches.

p+ : Outdoor volleyball, played on grass, will use the standard net heights of 7 feet, 4 1/8 inches for women, with
:::
men

and co-ed teams using the height
::
of

:
7

:::
feet,

:::
11

::
5/8

:::::
inches.

p− : The first volleyball net was borrowed from a tennis court and was set at .6. . . . .feet . .6 . . . . . . .inches high.

c : The world’s tallest artificial structure is the
::::
829.8

::
m

::
tall Burj Khalifa . .in . . . . . . .Dubai, United Arab Emirates.

p+ : The
:::::::
828-metre

:::
tall Burj Khalifa . .in. . . . . . .Dubai has been the tallest building in the world since 2008.

p− : Burj Khalifa broke the height record in all four categories for completed buildings.

Table 1: Three weakly-labeled examples (Sec. 5). Underlining used to indicate overlapping/distinct
information between items.

Label DEV TEST
# % # %

REDUNDANT 95 15.83 495 16.50
PARTIALLYREDUNDANT 81 13.50 541 18.03
NOTREDUNDANT 424 70.67 1964 65.47

Table 2: Distribution of sub-passage labels in
EVAL.

dataset for the experiments in this paper (DEV),
and the remaining 1000 items as a test dataset
(TEST). Tab. 2 reports the label distribution in
both parts of the dataset. We make the dataset
publicly available at https://github.com/
kraseb/redundancy-localization.

5 Training with a Proxy Signal

While the annotation required for our task is
comparatively simple and can be performed by
raters without special training, a workable fully-
supervised model would require a very consider-
able amount of data and is likely to prove costly.3

Suppose, however, we were supplied with a large
number of short texts with varying degrees of simi-
larity and relatedness to one another and we had a
means of assessing at the coarse level of text pairs
whether or not they were similar. Our hypothesis
is that given appropriate model capacity and struc-
ture, a model trained to predict the passage-level
similarity would learn to compare smaller units of
text to make an appropriate high-level decision.

We derive a proxy signal from passage-level
retrieval scores which allows to bootstrap the
redundancy-localization model described in Sec. 6.

3Among other things, to accurately identify redundancy
the model needs to have at least some notion of paraphrasing.

The model is presented with passage triples, where
two passages are very closely related and the third
one is on the same general topic, but less similar to
the other two and hence likely contains less redun-
dancy. The model is then trained to rank the more
closely related passage pairs above the less closely
related ones.

We retrieve lists of relevant passages from the
web using the same passage-retrieval system that
we utilized to collect data for manual annotation.
Through manual inspection of a small subset of
candidate passage lists, we identified a range of
passage scores, where candidate passages are topi-
cally close to the top-scoring one, but sufficiently
different in factual content. To ensure that the top-
scoring passage and the lower-scoring one are on
the same topic, we further require that they be ex-
tracted from the same webpage.

From each of the queries’ passage lists we ex-
tract three passages, the top-scoring passage c,
the second-highest ranking passage p+, and a
lower-scoring passage p− from the score corridor
described above. The stream of passage triples
(c,p+,p−) generated in this way allows to train a
model with a margin-based ranking objective. This
objective enforces that the similarity score of the
two high-scoring passages c,p+ is greater than
the similarity of the low-scoring passage p− and
the top-scoring one, plus a margin; see Sec. 6.3.
This pushes a model to find what differentiates two
given text sequences, so that it can assign a higher
similarity to the near-paraphrases.

Tab. 1 shows three example passage triples con-
structed with this signal. Here, underlining is a
means of visualizing the overlapping/disjoint con-
tent between triple elements. Note that we do not
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Embed
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Figure 2: Overview of the model architecture.

make this information available to a model during
training. In the interest of brevity, we selected short,
single-sentence passages for this example.

6 Model Design

This section first gives a brief overview of the pro-
posed model, before going into details of its ar-
chitecture and use during training and inference
time.

Architecture Overview Existing models for bi-
sequence tasks (Bahdanau et al., 2014; Rush et al.,
2015; He and Lin, 2016) often learn to align texts
as an intermediate step, i.e., reasoning is done with
pairs of short text units, which allows to build a
task-specific output for whole sequences on top of
local decisions. A particular example for RTE is the
three-layer model of Parikh et al. (2016). The first
layer produces a bi-directional alignment between
input sentences, which is utilized in the second
component to perform local comparisons, which
in turn are fed to the top layer to make the final
entailment decision. We follow the same pattern in
the design of our model.

We implement a multi-component neural-
network that takes two passages as input. It first
(a) learns a uni-directional alignment between the
passages, which is utilized to produce a customized
representation of the context passage, specific to
each token of the potentially redundant passage.

Next, (b) token-level redundancy scores are pro-
duced via local comparison operations. During
training, (c) an additional layer aggregates the lo-
cal scores and produces a passage-level similarity
score on top of which a ranking objective is ap-
plied. At inference time, (d) the local scores from
(b) serve as the basis for the ranking of the sub-
passage elements as described in Sec. 3. Fig. 2
outlines steps (a) – (d).

6.1 Step (a): Alignment

Input to the model are two sequences of n tokens
each, p = (p0, . . . , pn−1) and c = (c0, . . . , cn−1),
with shorter sequences being padded to this length.
The goal of this step is to generate for each pi ∈ p a
fixed-length representation caligned

i of c, which cap-
tures the meaning aspects of c specifically relevant
for pi.

The tokens pi, cj are represented via word em-
beddings of size dw, which are updated during
model training and are stored in a matrix Ww ∈
Rdw×|V |, with V being the vocabulary. For ease
of notation, we use p, pi, c, ci to refer to both the
original tokens and their embedding representation.

We create a soft alignment of c to the tokens
of p via the decomposed attention mechanism de-
scribed by Parikh et al. (2016). At its core is the
application of the attention function f1 to each to-
ken of the input sequences, which is implemented
as a feed-forward neural network with hf1 layers of
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df1 rectified linear units (Glorot et al., 2011, ReLu)
each. Using this function, unnormalized attention
weights are produced:

αij = f1(pi) · f1(cj), (1)

then normalized per token in p via

α′ij = exp (αij)/
∑

k

exp (αik). (2)

The customized (aligned) representation of c is
then calculated as

caligned
i =

n−1∑
j=0

α′ijcj . (3)

6.2 Step (b): Learning Local Redundancy
Each token pi from p is compared to the corre-
sponding representation caligned

i of the context se-
quence via a single-layer feed-forward network f2
with a ReLu:

lsim (pi, c) := f2
([
pi, c

aligned
i

])
(4)

lsim (p, c) := [lsim (pi, c)]
n−1
i=0 (5)

with [ ] being the concatenation operator and
lsim(p, c) ∈ Rn. This local similarity score mea-
sures for each token the degree with which its mean-
ing is covered by c.

6.3 Step (c): Learning to Aggregate Local
Redundancy Scores

As described in Sec. 5, supervised training with
local redundancy labels is costly, which is why we
add another layer on top which learns to calculate a
coarse passage-level similarity score csim(p, c)
from the local redundancy information. Given
a passage triple (c,p+,p−) (Sec. 5), two such
coarse scores are calculated and used to determine
a loss which allows to train steps (a–c) of the net-
work in Fig. 2 in a weakly supervised way.

The passage-level score is computed by another
feed-forward network f3 with hf3 layers of df3 Re-
Lus, followed by another hidden layer with a logis-
tic activation function that projects to a scalar value
in (0, 1):

csim (p, c) := f3 (lsim (p, c)) . (6)

Then, for a given passage triple (c,p+,p−), the
loss is defined as:

L = max{0, 0.5− csim(p+, c) + csim(p−, c)} (7)

This ranking criterion is similar to what has been
used by Collobert et al. (2011) and Bordes et al.
(2013). It is intended to push the model to assign a
higher coarse similarity score to the more similar
sequences from the triple, and in doing so, ideally
forces the model to learn to detect local redundan-
cies.

6.4 Step (d): Generation of Sub-sequence
Redundancy Scores

During inference time, the goal of this model is
to rank a set of given sub-sequences S of p with
respect to their redundancy with c; note that during
inference time the model is presented with pairs
of passages in contrast to the triples it sees in the
training phase.

We calculate a redundancy score for a subse-
quence sk ∈ S as follows:

ssim(sk, c) := 1
sk+1−sk

sk+1−1∑
l=sk

(lsim(pl, c)) , (8)

where sk is the subsequence running from posi-
tions sk to sk+1 − 1 (see Sec. 3). A ranking of the
subsequences is then given by:

rank(sk) := |{sl | ssim(sl, c) ≥ ssim(sk, c)}| (9)

In other words, sub-passages are ranked by compar-
ing the mean of their local redundancy scores. In
the evaluation of Sec. 8, we refer to the model that
uses this way of ranking sub-passages as UA (short
for uni-directional alignment). We compare this
against a number of other variants of processing
internal activations of the model to extract informa-
tion about local redundancy, see Sec. 8.

6.5 Baseline Ranking Method

The bi-directional alignment model (BA) of Parikh
et al. (2016) can be trained in a similar fashion as
our proposed model, i.e., with triples of passages
and the loss from Eq. (7). Although it has not been
developed with the localization of redundancy in
mind, its native problem formulation (RTE) is struc-
turally related to the problem at hand by requiring
models to assess to what degree the semantic con-
tent of one passage is embedded in a second one.
We believe BA constitutes a strong baseline be-
cause it has been shown to achieve state-of-the-art
performance on RTE and because it has the means
to decompose coarse inference decisions on two
text sequences into local comparison operations,
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dw 100 η 0.01

df1 200 |V | 10k

df3 100 pf1 0.21

hf1 1 pf2 0.46

hf3 1 pf3 0.05

batch size 256 epochs ≈ 200

Table 3: Hyperparameter settings for UA.

a key requisite to successfully utilize the training
signal from Sec. 5.

However, in contrast to our model, the results of
comparing the aligned sequences caligned

i with indi-
vidual tokens from p are not directly interpretable
as redundancy scores, also the architecture is de-
signed for a bi-directional alignment of the input
sequences. In order to produce lsim values for the
tokens of p, we use the alignment matrices as a
basis for a max-based aggregation, i.e., we take
the row-wise maximum value and use this as the
localized redundancy value for the corresponding
token. Sub-sequence similarity is then determined
either via Eq. (8) or alternatively via summation.

7 Experimental Setting, Model Training

We implemented both UA and BA in the Tensor-
Flow framework (Abadi et al., 2015) and trained
them with the signal from Sec. 5. As input to the
passage-retrieval system we used a set of 1.5 mil-
lion queries, resulting in the same amount of pas-
sage triples; 80% were used for training, 10% were
used as a separate validation set for hyperparame-
ter optimization, and the final 10% were held out
and served as the basis for the smaller dataset with
manually annotated labels (EVAL, Sec. 4)4.

The hyperparameters of UA (hf1, df1, hf3, df3)
and BA (like our model, plus a few additional ones)
were optimized separately. We also experimented
with Dropout (Srivastava et al., 2014) for the feed-
forward networks in step (a–c) (pf1, pf2, pf3), with
different initial learning rates (η) for Adagrad
(Duchi et al., 2011), with different batch sizes, and
with different vocabulary sizes (|V |). The final set-
tings for UA used in the reported experiments are
shown in Tab. 3. Word embeddings were initial-
ized with pre-trained embeddings (Mikolov et al.,
2013), the other model parameters were randomly
initialized; out-of-vocabulary words were hashed

4We only annotated a subset of the passages in this part of
the data.

Dataset Model ρ Model ρ

UA .5298 BA′ .1384

DEV
UAΣ .4169 BA′Σ .2232

UA′ .3862 BA′′ .2817

UA′Σ .4071 BA′′Σ .2923

TEST UA .5544 BA′′Σ .2688

Table 4: Comparison of alternative strategies for
step (d) (Sec. 6.4) on DEV and results of optimal
strategies on TEST.

into 100 buckets. The models were trained for 1
million steps.

8 Evaluation on EVAL

We first compare the performance of different vari-
ants of generating the redundancy scores for sub-
passage ranking, for both UA and BA, on DEV.
We then pick the respective best-performing model
variant and compare the systems on TEST. The
model variants we test are the following:

• UA: The uni-directional alignment model de-
scribed in Sec. 6.

• UAΣ: Summation instead of averaging in
Eq. (8), which gives higher weight to long sub-
sequences with redundancy.

• UA′: Calculation of lsim in analogous fashion
as BA (see below).

• UA′Σ: Combination of two variants above.

• BA′/BA′′: Models with bi-directional alignment
of input texts. lsim values for tokens of p are
produced by using the first/second one of the two
alignment matrices as a basis for the max-based
aggregation of the normalized attention weights
described in Sec. 6.5.

• BA′Σ / BA′′Σ: Like above, but sub-sequence sim-
ilarity is determined via summation rather than
calculating the mean in Eq. (8).

We measure performance by calculating the Spear-
man correlation of the raw passage scores with the
gold redundancy for all segments in the respective
partition of the dataset. The top of Tab. 4 reports
results of the different model variants. For UA,
making direct use of the local redundancy scores
calculated in step (b) of the model yields slightly
better results than post-processing the alignments
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Figure 3: Plot of predictions of UA on TEST

against annotated redundancy.

from step (a) of the model. The best overall re-
sults for UA are achieved when this is combined
with the strategy that represents sub-sequence re-
dundancy as the arithmetic mean of the contained
tokens’ local scores, meaning sub-sequence length
needs to be taken into account.

For the baseline BA, exploiting the reverse align-
ment matrix and summing over the alignment
scores without correction for sub-sequence length
gives the best results. The bottom of the table re-
ports the results of applying both models with the
respective best strategy on the test partition of the
dataset. The proposed uni-directional model clearly
outperforms the bi-directional baseline. This in-
dicates that the direct modeling of uni-directional
redundancy during both training and inference time
allows a model to better learn to compare a sub-
sequence to another full passage, in comparison
to the case where both passages are analyzed in a
fine-granular way.

Fig. 3 depicts a scatter plot of the segments in
TEST, with the x-axis corresponding to the gold
redundancy scores (Sec. 4) and the y-axis showing
the redundancy assessment by UA. While actually
redundant segments tend to be handled correctly
by the model, a certain amount of non-redundant
segments get assigned a relatively high absolute
redundancy value, which is not problematic as long
as the actually redundant segments of the same pas-
sage are rated even higher. The next section elabo-
rates on an experiment that looks into the quality
of this internal ranking of segments for given pas-
sages, and how this ranking could potentially be
utilized in an application.

9 Redundancy Localization for Passage
Compression

This section briefly discusses an experiment in a
dialogue setting, in which redundancy information
is used for the compression of passages. Consider
again the example from Fig. 1, where a conversa-
tional agent engages a human user in an informa-
tional dialogue whose quality suffers from repeti-
tion of information on the agent side. In this ex-
periment, we asked human raters to assess whether
the removal of redundancy improves the dialogue
flow. Note, however, that given the small scale of
the experiment, results are only indicative and not
conclusive.

We selected 50 passage pairs from the held-out
portion of the training data where the second pas-
sage consisted of at least three sentences. We then
fed the passages to UA and removed the sentence
from the second passage which had the largest se-
mantic overlap with the context (the first passage).
We asked three human raters, (a) whether the two
original passages are coherent at all (as the follow-
ing questions assume this), (b) whether the com-
pressed passage sounds more or less natural (due to
the dropped redundant sentence), and (c) whether
the modified passage is equally informative as the
original passage.

For comparison, we implemented a baseline
which always dropped the first sentence of a pas-
sage, as well as one that removed the sentence with
the highest term overlap. For the following ex-
ample, dropping the underlined sentence from the
passage would result in a more natural and equally
informative text:

c : The 1966 FIFA World Cup was won by the England na-
tional football team.

p : The day England won the World Cup. Long-suffering
fans of the England football team can always look back
with nostalgia on one year: 1966. This was the year
Bobby Moore’s team defeated West Germany 4-2 in
the World Cup final on 30 July, after a nail-biting and
controversial match.

Among the 50 uncompressed passage pairs, only
one third was rated as being coherent (question
a; independent of the model). For these pairs,
UA tended to produce more natural compressions
(question b) compared to the baselines. This might
be explained by the term-overlap baseline’s restric-
tion to only look at the level of individual words,
which results in erroneously removing sentences
that are essential for discourse coherence but do not
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repeat facts. Similarly, always dropping the first
sentence can leave a passage with dangling back-
ward references, e.g., in the case of anaphors. In
terms of the informativeness dimension (question
c), all approaches resulted in slightly less informa-
tive compressed passages, which is expected. How-
ever, UA’s score on this metric is slightly worse
than the one of the baselines.

10 Contributions and Outlook

In this paper, we described the problem of localiz-
ing redundancy in pairs of passages. We proposed
a model based on a uni-directional alignment from
one passage to the context passage, which can be
efficiently trained using a novel weak supervision
signal defined over the output of common passage-
retrieval systems. We applied this signal in a one-
off process to train our model and a reasonable
baseline; from a held-out part of the retrieved pas-
sages we created a publicly available dataset which
allows to compare and evaluate models on this task
and enables other researchers to reproduce the eval-
uation setting of this work. The conducted eval-
uation showed that the proposed uni-directional
alignment model is indeed capable of finding the
redundant sub-segments in texts.

In future work, we would like to represent and
model more facets of the naturalness and coherence
of dialogues. For instance in dialogue settings, a
certain amount of redundancy between the utter-
ances of participants may actually tie the dialogue
turns together, i.e., may be beneficial in terms of
discourse coherence and naturalness. Incorporating
this consideration into the structure of a model can
potentially improve the results of passage compres-
sion techniques in settings similar to Sec. 9.
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Abstract

Attentive listening systems are designed to
let people, especially senior people, keep
talking to maintain communication ability
and mental health. This paper addresses
key components of an attentive listening
system which encourages users to talk
smoothly. First, we introduce continuous
prediction of end-of-utterances and gen-
eration of backchannels, rather than gen-
erating backchannels after end-point de-
tection of utterances. This improves sub-
jective evaluations of backchannels. Sec-
ond, we propose an effective statement
response mechanism which detects focus
words and responds in the form of a ques-
tion or partial repeat. This can be applied
to any statement. Moreover, a flexible
turn-taking mechanism is designed which
uses backchannels or fillers when the turn-
switch is ambiguous. These techniques are
integrated into a humanoid robot to con-
duct attentive listening. We test the feasi-
bility of the system in a pilot experiment
and show that it can produce coherent dia-
logues during conversation.

1 Introduction

One major application of embodied spoken dia-
logue systems is to improve life for elderly peo-
ple by providing companionship and social inter-
action. Several conversational robots have been
designed for this specific purpose (Heerink et al.,
2008; Sabelli et al., 2011; Iwamura et al., 2011).
A necessary feature of such a system is that it be
an attentive listener. This means providing feed-
back to the user as they are talking so that they feel
some sort of rapport and engagement with the sys-
tem. Humans can interact with attentive listeners

at any time, making them a useful tool for people
such as the elderly.

Our motivation is to create a robot which can
function as an attentive listener. Towards this goal,
we use the autonomous android named Erica. Our
long-term goal is for Erica to be able to participate
in a conversation with a human user while display-
ing human-like speech and gesture. In this work
we focus on integrating an attentive listener func-
tion into Erica and describe a new approach for
this application.

The approaches to these kind of dialogue sys-
tems have focused mainly on backchanneling be-
havior and have been implemented in large-scale
projects such as SimSensei (DeVault et al., 2014),
Sensitive Artificial Listeners (Bevacqua et al.,
2012) and active listening robots (Johansson et al.,
2016). These systems are multimodal in nature,
using human-like non-verbal behaviors to give
feedback to the user. However, the backchannels
are usually generated after the end of utterance
and they do not necessarily create synchrony in
the conversation (Kawahara et al., 2015). More-
over, the dialogue systems are still based on hand-
crafted keyword matching. This means that new
lines of dialogue or extensions to new topics must
be handcrafted, which becomes impractical.

In this paper we present an approach to attentive
listening which integrates continuous backchan-
nels with responsive dialogue to user statements
to maintain the flow of conversation. We create
a continuous prediction model which is perceived
as being better than a model which predicts only
after an IPU (inter-pausal unit) has been received
from the automatic speech recognition (ASR) sys-
tem. Meanwhile, the statement response system
detects focus words of the user’s utterance and
uses them to generate responses as a wh-question
or by repeating it back to the user. We also intro-
duce a novel approach to turn-taking which uses
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backchannels and fillers to indicate confidence in
taking the speaking turn.

Our approach is not limited by the topic of con-
versation and no prior parameters about the con-
versation are required so it can be applied to open
domain conversation. We also do not require per-
fect speech recognition accuracy, which has been
identified as a limitation in other attentive listen-
ing systems (Bevacqua et al., 2012). Our system
runs efficiently in real-time and can be flexibly in-
tegrated into a larger architecture, which we will
also demonstrate through a conversational robot.

The next section outlines the architecture of our
attentive listener. In Section 3 we describe in de-
tail the major components of the attentive listener
including results of evaluation experiments. We
then implement this system into Erica as a proof-
of-concept in Section 4, before the conclusion of
the paper. Our system is in Japanese, but English
translations are used in the paper for clarity.

2 System architecture

Figure 1 summarizes the components of attentive
listening and the general system architecture. In-
puts to the system are prosodic features, which is
calculated continuously, and ASR results from the
Japanese speech recognition system Julius (Lee
et al., 2001).

We implement a dialogue act tagger which clas-
sifies an utterance into questions, statements or
others such as greetings. This is currently based
on a support vector machine and is moving to a
recurrent neural network. Questions and others
are handled by a separate module which will not
be explained in this paper. Statements are han-
dled by a statement response component. The
other two components in the attentive listener are
a backchannel generator and a turn-taking model.

Backchannels are generated by one component,
while the statement response component can gen-
erate different types of dialogue depending on the
utterance of the user. As part of our NLP func-
tionalities we have a focus word extractor trained
by a conditional random field (Yoshino and Kawa-
hara, 2015) which identifies the focus of an utter-
ance. For example, the statement “Yesterday I ate
curry.” would produce a focus word of “curry”.
We then send this information to the statement re-
sponse component which generates a question re-
sponse “What kind of curry?”. Further details of
the technical implementation are described in the

next section.
The process flow of the system is as follows.

The system performs continuous backchanneling
behavior while listening to the speaker. At the
same time, ASR results of the user are received.
When the utterance unit is detected and its dia-
logue act is tagged as a statement, then a response
is generated and then stored. However, a response
is only actually output when the system predicts
an appropriate time to take the turn. This is be-
cause the user may wish to keep talking and the
system should not interrupt. Thus, we can manage
turn-taking more flexibly.

In summary, the three major components re-
quired for attentive listening are backchanneling,
statement response and turn-taking.

3 Attentive listening components

In this section we describe the three major com-
ponents of attentive listening. We evaluate each of
these components individually.

3.1 Continuous backchannel generation

Our goal is to increase rapport (Huang et al., 2011)
with the user by showing that the system is inter-
ested in the content of the user’s speech. There
have been many works on automatic backchan-
nel generation, with most using prosodic features
for either rule-based models (Ward and Tsukahara,
2000; Truong et al., 2010) or machine learning
methods (Morency et al., 2008; Ozkan et al., 2010;
Kawahara et al., 2015).

In this work we use a model in which backchan-
neling behavior occurs continuously during the
speaker’s turn, not only at the end of an utterance.
We take a machine learning approach by imple-
menting a logistic regression model to predict if
a backchannel would occur 500ms into the future.
We predict into the future rather than at the current
time point, because in the real-time system Erica
requires processing time to generate nodding and
mouth movements that synchronize with her ut-
terance. We trained the model using a counseling
corpus. This corpus consisted of eight one-to-one
counseling sessions between a counselor and a stu-
dent and were transcribed according to the guide-
lines of the Corpus of Spontaneous Japanese (CSJ)
(Maekawa, 2003).

The model makes a prediction every 100ms by
using windows of prosodic features of sizes 100,
200, 500, 1000 and 2000 milliseconds. For a win-
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Figure 1: System architecture of attentive listener.

dow size s, feature extraction is conducted within
windows every s milliseconds before the current
time point, up to a maximum of 4s millisec-
onds. For example, for a time window of 100ms,
prosodic features are calculated inside windows
starting at 400, 300, 200 and 100 milliseconds
before the current time point. The prosodic fea-
tures are the mean, maximum, minimum, range
and slope of the pitch and intensity. Finally, we
add the durations of silence, voice activity, and
overlap of the speaker and listener.

We conducted two evaluations of the backchan-
nel timing model. The first is an objective evalu-
ation of the precision and recall. We used 8-fold
cross validation and tested on individual sessions.
We compared against a baseline model which gen-
erated a backchannel after every IPU (Fixed) and
an IPU-based model based on logistic regression
which also predicted after every IPU using addi-
tional linguistic features (IPU-based). Our model
showed that the most influential prosodic fea-
ture was the range and maximum intensity of the
speech, with larger windows located just before
the prediction point generally being more influ-
ential than other windows. Although we have no
quantitative evidence, we propose that a reduction
in the intensity of the speech provides an opportu-
nity for the listener to produce a backchannel. The
results are displayed in Table 1.

Model AUC Prec. Rec. F1

Time-based 0.851 0.344 0.889 0.496
IPU-based 0.809 0.659 0.512 0.576
Fixed 0.500 0.146 1.000 0.255

Table 1: Prediction results for backchannel tim-
ing.

We see that the time-based model performs bet-
ter than the baseline and the IPU-based model with
a high AUC and recall. The precision is fairly
low, due to predicting a large number backchan-
nels even though none in the corpus are found.

We also conducted a subjective evaluation of
this model by comparing against the same mod-
els as the objective evaluation. We also in-
cluded an additional counselor condition, in which
backchannels in the real corpus were substituted
with the same recorded pattern.

Participants in the experiment listened to
recorded segments from the counseling corpus,
lasting around 30-40 seconds each. We chose seg-
ments where the counselor acted as an attentive
listener by only responding through the backchan-
nels used in our model. The counselor’s voice for
backchannels was generated using a recorded pat-
tern by a female voice actress. We created the
different conditions for each recording by apply-
ing our model directly to the audio signal of the
speaker. The audio channel of the counselor’s
voice was separated and so could be removed.
When the model determined that a backchannel
should be generated at a timepoint, we manually
inserted the backchannel pattern into the speaker’s
channel using audio editing software, effectively
replacing the counselor’s voice.

Each condition was listened to twice by each
participant through different recordings selected at
random. Subjects rated each recording over five
measures - naturalness and tempo of backchannels
(Q1 and Q2), empathy and understanding (Q3 and
Q4) and if the participant would like to talk with
the counselor in the recording (Q5). Each measure
was rated using a 7-point Likert scale.

For analysis we conducted a repeated measures
ANOVA with Bonferroni corrections. Results are
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shown in Table 2. Our proposed model outper-
formed the baseline models and was comparable
to the counselor condition.

Fixed IPU Couns. Time-based

Q1 2.74∗ 3.92∗ 4.55 4.48
Q2 3.06∗ 4.05 4.86 4.61
Q3 2.44∗ 3.75∗ 4.25 4.58
Q4 2.55∗ 3.95 4.38 4.39
Q5 2.35∗ 3.64∗ 4.23 4.21

Table 2: Average ratings of backchannel models.
Asterisks indicate the difference is statistically sig-
nificant from the proposed model.

The results of both evaluations show the need
for backchannel timing to be done continuously
and not just at the end of utterances.

3.2 Statement response

The statement response component is triggered for
statements and outputs when the system takes a
turn. The purpose is to encourage the user to ex-
pand on what they have just said and extend the
thread of the conversation. The statement response
tries to use a question phrase which repeats a word
that the user has previously said. For example, if
the user says “I will go to the beach.”, the state-
ment response should generate a question such as
“Which beach?”. It may also repeat the focus of
the utterance back to the user to encourage elabo-
ration, such as “The beach?”.

Our approach uses wh-questions as a means
to continue the conversation. From a linguistic
perspective, they are described in question tax-
onomies by Graesser et al. (1994) and Nielsen
et al. (2008) as concept completions (who, what,
when, where) or feature specifications (what prop-
erties does X have?). We observe that listeners in
everyday conversations use such phrases to get the
speaker to provide more information.

From a technical perspective, there are two pro-
cesses for the system. The first process is to de-
tect the focus word of the utterance. The second
is to correctly pair this with an appropriate wh-
question word to form a meaningful question. The
basic wh-question words are similar for both En-
glish and Japanese.

To detect the focus word we use a conditional
random field classifier in previous work which
uses part-of-speech tags and a phrase-level depen-

dency tree (Yoshino and Kawahara, 2015). The
model was trained with utterances from users
interacting with two different dialogue systems.
This corpus was then annotated to identify the fo-
cus phrases of sentences.

We use a decision tree in Figure 2 to decide
from one of four response types. If a focus phrase
can be detected, we take each noun in the phrase,
match them to a wh-question and select the pair
with the maximum likelihood. We used an n-
gram language model to compute the joint prob-
ability of the focus noun being associated with
each question word. The corpus used is the Bal-
anced Corpus of Contemporary Written Japanese,
which contains 100 million words from written
documents. We then consider the maximum joint
probability of this noun and a question word. If
this is over a threshold Tf , then a question on the
focus word is generated. If no question is gener-
ated, the focus noun is repeated with a rising tone.

Figure 2: Decision tree of statement response sys-
tem showing the four different response types.

If no focus phrase is found we match the predi-
cate of the utterance to a question word using the
same method as above. If this is above a threshold
Tp, then the response is a question on the pred-
icate, otherwise a formulaic expression is gener-
ated as a fallback response. We provide examples
of each of the response types in Table 3.

We evaluated this component in two different
ways. Firstly, we extracted dialogue from an ex-
isting chatting corpus created for Project Next’s
NLP task1. We selected 200 user statements from
this corpus as a test set and applied the statement
response system to them. Two annotators then
checked if the generated responses were appropri-
ate. The results are shown in Table 4.

The results showed that the algorithm could
classify the statements reasonably well. However,
in the case of a focus word being unable to be

1https://sites.google.com/
site/dialoguebreakdowndetection/
chat-dialogue-corpus
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Response type Example

Question on focus U: Yesterday I ate curry.
S: What kind of curry?

Partial repeat U: I’ll go and run a marathon.
S: A marathon?

Question on predicate U: Then I went out.
S: Where did you go?

Formulaic expression U: That’s beautiful.
S: Yeah.

Table 3: Examples of response types for user statements. Bold words indicate the detected focus noun
or predicate of the utterance, while underlined words indicate matched question words.

Response type Precision Recall

Question on focus 0.63 0.46
Partial repeat 0.72 0.86
Question on predicate 0.14 0.30
Formulaic expression 0.94 0.78

Table 4: Classification accuracy of statement re-
sponse system for chatting corpus.

found correctly identifying a question word for a
predicate is a challenge.

Next, we evaluated our statement response sys-
tem by testing if it could reduce the number of fall-
back responses used by the system. We conducted
this experiment with 22 participants, and gathered
data on their utterances during a first-time meeting
with Erica. In most cases the participants asked
questions that could be answered by the system,
but sometimes the users said statements for which
the question-answering system could not formu-
late a response. In these cases a generic fallback
response was generated.

From the data we found that 39 out of 226
(17.2%) user utterances produced fallback re-
sponses. We processed all these utterances of-
fline through the statement response component.
From these 39 statements, 19 (47.7%) result in a
statement which could be categorized into either a
question on focus, partial repeat, or a question on
predicate. Furthermore, the generated responses
were deemed to be coherent with the correct fo-
cus and question words being applied. This would
have continued the flow of conversation.

3.3 Flexible turn-taking

The goal of turn-taking is to manage the floor
of the conversation. The system decides when
it should take the turn using a decision model.
One simple approach is to wait for a fixed dura-
tion of silence from the user before starting the
speaking turn. However, we have found this is
highly user-dependent and very challenging when
the user continues talking. The major problem
is that if the user has not finished their turn and
the system begins speaking, they must then wait
for the system’s utterance to finish. This disrupts
the flow of the conversation and makes the user
frustrated. Solving this problem is not trivial so
several works have attempted to develop a robust
model for turn-taking (Raux and Eskenazi, 2009;
Selfridge and Heeman, 2010; Ward et al., 2010).

Figure 3 displays our approach towards turn-
taking behavior, rather than having to make a bi-
nary decision about whether or not to take the turn.
When the user has the floor and the system re-
ceives an ASR result, our model outputs a likeli-
hood score between 0 and 1 that the system should
take the turn. The actual likelihood score deter-
mines the system’s response. The system has four
possible responses - silence, generate a backchan-
nel, generate a filler or take the turn by speaking.

The novelty of our approach is that we do not
have to immediately take a turn based on a hard
threshold. Backchannels encourage the user to
continue speaking and signal that the system will
not take the turn. Fillers are known to indicate a
willingness to take the turn (Clark and Tree, 2002;
Ishi et al., 2006) and so are used to grab the turn
from the user. However, the user may still wish to
continue speaking and if they do the system won’t
grab the turn and so doesn’t interrupt the flow of

131



Figure 3: Conceptual diagram of Erica’s turn-
taking behavior. The decision of the system is de-
pendent on the model’s likelihood of the speaker
has finished their turn. Decision thresholds are ap-
plied manually.

conversation. To guarantee that Erica will eventu-
ally take the turn, we set a threshold for the user’s
silence time and automatically take the turn once
it elapses.

To implement this system, we used a logistic
regression model with the same features as our
backchanneling model. We train using the same
counseling corpus and features that were used for
the backchanneling model. We found 25% of the
outputs within the corpus to be turn changes.

Our proposed model requires two likelihood
score thresholds (T1 and T2) to decide whether or
not to be silent (≤ T1) or take the turn (≥ T2). We
set a threshold for deciding between backchannels
and fillers to 0.5. We determined T1 to be 0.45
and T2 to be 0.85 based on Figure 4, which dis-
plays the distributions of likelihood score for the
two classes.

The performance of this model is shown in Ta-
ble 5. We compared the proposed model to a lo-
gistic regression model with a single threshold at
0.5. Results are shown in Table 5.

These two thresholds degrade the recall of turn-
taking ground-truth actions because the cases in
between them are discarded. However we improve
the precision of taking the turn, which is critical
in spoken dialogue systems, from 0.428 to 0.624.
The cases discarded in this stage will be recovered
by uttering fillers or backchannels.

Figure 4: Distribution of likelihood scores for
turn-taking.

Model Precision Recall F1

3-tier

Don’t take turn 0.856 0.683 0.760
Take turn 0.624 0.231 0.337

Binary

Don’t take turn 0.848 0.731 0.785
Take turn 0.428 0.605 0.501

Table 5: Performance of turn-taking model com-
pared to single-threshold logistic regression.

Moreover, the ground-truth labels are based on
actual turn-taking actions made by the human lis-
tener, and there should be more Transition Rel-
evance Places (Sacks et al., 1974), where turn-
taking would be allowed. This should be ad-
dressed in future work.

4 System

In this section we describe the overall system with
the attentive listener being integrated into the con-
versational android Erica.

4.1 ERICA

Erica is an android robot that takes the appearance
of a young woman. Her purpose is to use conver-
sation to play a variety of social roles. The phys-
ical realism of Erica necessitates that her conver-
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sational behaviors are also human-like. Therefore
our objective is not only to undertake natural lan-
guage processing, but to also address a variety of
conversational phenomena.

The environment we create for Erica reduces the
need to use a physical interface such as a hand-
held microphone or headset to have a conversa-
tion. Instead we use a spherical microphone array
placed on a table between Erica and the user. A
photo of this environment is shown in Figure 5.

Figure 5: Photo of user interacting with Erica.

Based on the microphone array and the Kinect
sensor, we are able to reliably determine the
source of speech. Erica only considers speech
from a particular user and ignores unrelated noises
such as ambient sounds and her own voice.

4.2 Pilot study

We conducted an initial evaluation of our system
as a pilot study to demonstrate its appropriateness
for attentive listening. We have observed from pre-
vious demonstrations that users often do not speak
with Erica as if she is an attentive listener. Rather,
they simply ask Erica questions and wait for her
answers. To overcome this issue in order to eval-
uate the statement response system, we first pro-
vided the subjects with dialogue prompts in the
form of scripts. This allowed users familiarize
themselves with Erica for free conversation. Two
male graduate students were subjects in the exper-
iment and interacted with Erica in these two dif-
ferent tasks.

The first task was to read from four conversa-
tional scripts of 3 to 5 turns each. These scripts
were not hand-crafted, but taken from a corpus
of real attentive listening conversations with a
Wizard-of-Oz controlled robot. Subjects were in-
structed to pause after each sentence in the script
to wait for a statement response. If Erica replied
with a question they could answer it before con-

tinuing the scripted conversation.
The second task was to speak with Erica freely

while she did attentive listening. In this scenario
the subjects talked freely on the subject of their
favorite travel memories. They could end the con-
versation whenever they wished. Statistics of the
subjects’ turns are shown in Table 6.

Script Free talk

Turns 77 13
Avg. length per turn (sec.) 3.94 2.90
Avg. characters per turn 20.9 16.4

Table 6: Statistics for the speaking turns of the
subjects.

We find that the subjects reading from the script
had longer turns but the speaking rate was lower
than for free talk. In other words, script reading
was slower and longer. We also analyzed the dis-
tribution of response types generated from the sys-
tem as shown in Table 7.

Script Free talk Total

Backchannel 77 13 90
Q. on focus 14 10 24
Partial repeat 10 1 11
Q. on predicate 2 1 3
Formulaic 29 6 35

Total 132 31 163

Table 7: Distribution of response types from
statement response component.

Backchannels were generated most frequently,
while both questions on focus and formulaic ex-
pressions were the most common response types,
with questions on focus words having the highest
frequency in free conversation. Partial repeats had
a much higher frequency in the scripts than in free
conversation. This is because the script readings
were taken from conversations which used more
complex sentences than the free talk, and focus
nouns for which a suitable question word could
not be reliably matched.

4.3 Subjective ratings

We evaluated the system by asking 8 evaluators
to listen to the recording of both the scripts and
free conversation. Each evaluator was assigned
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Speaker Japanese utterance English translation Component
User Kono mae, tomodachi to Awa-

jishima ni ryokou ni ikimashita.
I once took a trip with friends
to Awajishima island

Erica unun mhm Backchannel
Erica Doko e itta no desuka? Where did you go? Question on predicate

User Awajishima ni itte, sono ato
bokujo nado wo-

Awajishima, then-

Erica un mm Backchannel

User mi ni ikimashita. went to visit a farm.

Erica Doko no bokujo desu ka? Where was the farm? Question on focus

User Etto, namae ha chotto oboete-
nain desukeredomo-

Um, I don’t remember the
name of it, but-

Erica un mm Backchannel

User -ee, hitsuji toka wo mimashita. -we saw sheep and other ani-
mals.

Table 8: Example dialogue of user free talk conversation with attentive listening Erica.

one random script and both free conversations to
evaluate. The evaluators rated each of Erica’s
backchannels and statement responses in terms of
coherence (coherent, somewhat coherent, or inco-
herent) and timing (fast, appropriate, or slow). We
used a majority vote to determine the overall rating
of each speech act. The ratings on the coherence
of each statement are shown in Figure 6.

Figure 6: Rating on coherence for each response
type.

We see that the results are similar to the previ-
ous evaluation of the statement response system.
More than half of questions on focus words were
coherent, although most of these were in response
to the scripts. Formulaic expressions were mostly
coherent even though they were selected at ran-
dom.

Similarly, we categorized system utterances
into backchannels or statements and analyzed tim-
ing. The results are shown in Figure 7.

Figure 7: User rating of timing for backchannels
and statements.

We can see that while most backchannels have
suitable timing, statement responses are slow due
to the processing of the utterance that is required.

4.4 Generated dialogue

Table 8 shows dialogue from a free talk con-
versation. User utterances were punctuated by
backchannels and the system is able to extract a
focus noun or predicate and produce a coherent
response.

We also found that the system could produce a
coherent response even in the case of ASR errors.
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In one case the subject said “sakana tsuri wo shi-
mashita (I went fishing.).”. The ASR system gen-
erated “sakana wo sore wo sumashita”, which is
nonsensical. In this case, the word “fish” was suc-
cessfully detected as the focus noun and a coherent
response could be generated.

4.5 Analysis of incoherent statements

We also examined 17 utterances determined to be
incoherent (excluding backchannels and formulaic
expressions) and analyzed the reasons for these.
Table 9 shows the sources of errors in the state-
ment response with their associated frequencies.

Error source Frequency

Incorrect question word match 5
Incoherent focus noun/predicate 4
Repeated statement 4
ASR errors 3
Focus word undetected 1

Table 9: Errors found in the generated statement
responses.

Incorrect question word matching was found
several times. For example, the user said “Tokyo
ni ryokou ni ittekimashita (I went on a trip to
Tokyo)”, generating the reply “Donna Tokyo desu
ka? (What kind of Tokyo?)” which does not make
sense. Another source of error was the system de-
tecting a focus noun or predicate which did not
make sense. Repeated statements were also found.
The subject had already explained something dur-
ing the conversation but the system asked a ques-
tion on it. This can be addressed by keeping a his-
tory of the dialogue. The ASR word error rate
was approximately 10% for both script reading
and free talk, so was not a major issue. In most
cases, incorrect ASR results cannot be parsed and
so a formulaic expression is produced.

4.6 Lessons from pilot study

Our pilot study showed that our system is feasi-
ble with no technical failures. Backchannels can
be generated at appropriate times. Coherent re-
sponses could be generated by the system and er-
rors in Erica’s dialog can be addressed. We chose
third-party evaluations for this experiment due to
the small sample size and also because the sub-
jects could not evaluate specific utterances while
they were using the system.

However we intend to conduct a more com-
prehensive study where the subjects evaluate their
own interaction with Erica. Subjects should en-
gage in free talk, but we have found that moti-
vating them to do so is not trivial. A reasonable
metric for a full experiment is the subject’s will-
ingness to continue the interaction with with Erica
which indicates engagement with the system. We
can also use more objective metrics such as the
number and length of turns taken by the user. Our
strategy of using fillers and backchannels to regu-
late turn-taking should also be evaluated.

5 Conclusion and future work

In this paper we described our approach towards
creating an attentive listening system which is in-
tegrated inside the android Erica. The major com-
ponents are backchannel generation, statement re-
sponse system, and a turn-taking model. We
presented individual evaluations of each of these
components and how they work together to form
the attentive listening system. We also conducted a
pilot study to demonstrate the feasibility of the at-
tentive listener. We intend to conduct a full exper-
iment with the system to discover if it is compa-
rable to human conversational behavior. Our aim
is for this system to be used in a practical setting,
particularly with elderly people.
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Abstract

Recent spoken dialog systems are moving
away from command and control towards
a more intuitive and natural style of inter-
action. In order to choose an appropri-
ate system design which allows the sys-
tem to deal with naturally spoken user in-
put, a definition of what exactly constitutes
naturalness in user input is important. In
this paper, we examine how different user
groups naturally speak to an automotive
spoken dialog system (SDS). We conduct
a user study in which we collect freely
spoken user utterances for a wide range
of use cases in German. By means of a
comparative study of the utterances from
the study with interpersonal utterances, we
provide criteria what constitutes natural-
ness in the user input of an state-of-the-art
automotive SDS.

1 Introduction

In the automotive area, speech interfaces have con-
tinously gained importance in recent years. Cur-
rent spoken dialog systems (SDS) are expected not
to be restricted to a command-and-control-style
interaction, in which functions are invoked by the
user by speaking fixed key phrases. Instead, they
are expected to accept natural input from the user,
i.e., to understand the user without imposing re-
strictions on how he has to formulate queries.1

A definition of what exactly constitutes natural-
ness in user input is important, not only in order to
precisely understand user expectations, but also,
and especially, in order to choose an appropriate
system design which allows the system to deal
with flexible user input and spontaneous speech

1Also, it is expected, that systems answer naturally to the
user. However, a discussion of system output is beyond the
scope of this paper.

phenomena (as described by Skantze (2007)), and
to facilitate the design of meaningful system eval-
uation.

Since interpersonal interaction is the most natu-
ral form of interaction, it is often taken as a base-
line for the development of an intuitive and natural
human-machine interaction (Bonin et al., 2015).
However, earlier work shows that human speech
is strongly influenced by the assumptions that a
speaker has about his interlocutor, e.g. (Brani-
gan and Pearson, 2006), and also by individual
properties such as age, e.g. (Möller et al., 2008;
Bell, 2003). In conclusion, naturalness in user in-
put cannot simply be equated with interpersonal
speech and different user groups may have a dif-
ferent understanding of what is natural and intu-
itive. To the best of our knowledge, there are no
studies investigating what exactly constitutes nat-
uralness in user input.

In this paper, our aim is to answer the question
of which kind of utterances the natural language
understanding component of an SDS must be able
to understand from a user perspective. Thereby,
characterizing the capabilities of a dialog manage-
ment, as done by Bohlin et al. (1999) (cf. TRINDI
tick-list), is not enough – a thorough characteriza-
tion of the characteristics of natural language user
input is needed. In order to achieve this, we con-
duct a study in which we collect free user utter-
ances for an in-car SDS in German. By means
of a comparative analysis with interpersonal ut-
terances, we first show to which extent utterances
used for system interaction share properties with
interpersonal utterances. Second, we examine to
which extent different user groups speak differ-
ently in terms of naturalness.

The remainder of the paper is structured as fol-
lows. In section 2, we review previous literature
which has aimed at defining naturalness of user in-
put and describing natural language utterances re-
spectively. The following section 3 we introduce
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our study design. Section 4 presents the evaluation
of the study, in section 5 the results are discussed
and section 6 concludes the article.

2 Towards a Definition of Naturalness

In general, natural language is human language
and therefore different from artificial languages
which are especially created for specific purposes,
e.g., computer languages. In this sense, spoken
dialog systems always make use of natural lan-
guage. This also applies to command-and-control
systems. However, the term natural is often used
as a qualifier of the abilities of the natural language
understanding (NLU) and natural language gener-
ation (NLG) modules of an SDS.

A general definition of naturalness in this sense
is given by Berg (2013), who calls SDS natural if
their language behavior is as human-like as possi-
ble. Many authors refer to this definition of nat-
ural language when they demand a more natu-
ral human-machine interaction, see, e.g., (Edlund
et al., 2008).

The literature that investigates the naturalness
of spoken user input, which is the focus of our
work, can be split into three groups.

Literature in the first group describes the users’
speaking style by means of labels like natural and
command. Hofmann et al. (2012), e.g., conduct a
web-based study to find out how users would in-
teract with internet services using speech. They
classify the observed speaking styles into natural,
command and keyword style. They state that natu-
ral reflects the way humans communicate among
each other and that the command and keyword
style is related to state-of-the-art human-machine
interaction. Berg et al. (2010) use similar la-
bels with a different meaning. They classify ut-
terances collected from a human-machine inter-
action study into commands, phrased commands
and natural language, whereas commands is used
similar to keyword style of Hofmann et al. (2012)
and natural language utterances consist of full
sentences including phrases of civility and filler
words. Similarly, in the study of Berg (2012),
speaking styles are classified into full sentences,
medium-length commands and short commands.
White et al. (2014) and Pang et al. (2011) inves-
tigate written web search queries. They classify
information seeking queries into keyword queries
and natural language questions. Natural language
questions are defined as utterances beginning with

a question indicator, such as what and do, and end-
ing with a question mark.

The second group consists of literature which
(linguistically) analyzes spoken user input style.
Braunger et al. (2016), e.g., compare crowd-
sourced natural language user input in terms of
sentence constructions. They conclude that if peo-
ple speak freely to an SDS, they mostly use an
imperative style. Winter et al. (2010) collect nat-
urally spoken utterances and quantify their com-
plexity and variety. They use context information
as a qualitative measurement for classification,
classifying the utterance content into three cate-
gories: information data, context relevant words
and non-context relevant words. They find that
users tend to repeat similar utterance patterns com-
posed from a limited set of different words.

Thirdly, we find work which concenctrates
on the differences between human-human and
human-machine communication. Guy (2016)
shows that voice queries are closer to natural lan-
guage than written queries. He builds two natu-
ral language models, one based on a corpus repre-
senting classic formal language and one based on
a corpus representing a more colloquial web lan-
guage. For measuring the similarity to a natural
language model he used perplexity. He concludes
that voice queries are still far from natural lan-
guage questions. The authors of (Hayakawa et al.,
2016) compared direct human-human dialogs to
dialogs that are mediated by a speech-to-speech
machine translation system. They found that in
machine mediated conversation speakers use less
words than in direct human-to-human communi-
cation. In (Pang and Kumar, 2011) written natural
language questions posed as web search queries
are compared to a natural language sample of
questions posted by web users on a community-
based question-answering site. Since written text
tends to be structurally complete Pang et al. (2011)
measure naturalness by means of the probability
mass of function words.

A more intuitive and natural interaction with
SDSs presupposes understanding naturally spo-
ken user utterances. In order to choose an ap-
propriate system design which allows the system
to deal with naturally spoken utterances, a defi-
nition of what exactly constitutes naturalness in
user input is necessary. Recent research in this
area only focuses on the question whether users
speak naturally or in a command-/keyword-based
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way to a speech system, whereby naturalness is
equated with human-directed speech, e.g. (Hof-
mann et al., 2012; Pang and Kumar, 2011; Berg,
2012). The criteria mentioned for natural, human-
directed speech are full sentences, civility, filler
words and a higher number of words. Since nat-
ural is what people intuitively use, natural lan-
guage input cannot simply be equated with in-
terpersonal speaking style. Even though differ-
ent studies found that a speaker's language be-
havior is influenced by beliefs about an interlocu-
tor, cf. (Branigan and Pearson, 2006; Branigan
et al., 2010; Bell, 2003) and researchers have many
intuitions about the differences between human-
machine and human-human communication, inter-
personal speaking style is often taken as a baseline
for naturalness as can be seen from the discussed
literature and it has not been examined to which
extent the criteria mentioned for naturalness char-
acterize naturally spoken utterances towards state-
of-the-art SDS. There exist only a few empirical
studies which investigate the differences. These
research works focus either on dialog issues such
as turn-taking, e.g. (Doran et al., 2001), or on lex-
ical alignment, e.g. (Branigan et al., 2011), but not
on natural language input towards SDS in a car en-
vironment.

The way people address the system is not only
influenced by their beliefs about the system but
also by individual properties such as age or gen-
der. Work in this area of research has been done
by Bell (2003) who found that individual differ-
ences in speaker behavior are significant and by
Möller (2008) who found that younger users dif-
fer from older users in the way they speak with a
smart-home system. The observations show that
different user groups may have a different under-
standing of what is natural and intuitive. There-
fore, user profiles must be considered when defin-
ing natural language input.

3 Study Design

To the best of our knowledge, there are no data
answering the question to which extent natu-
rally spoken user input towards SDS differ from
human-directed speech and what exactly consti-
tutes naturalness in user input. We therefore con-
duct a study to examine how different user groups
would naturally speak to an actual in-car SDS and
how they would speak to their passenger.

In the following, we explain the experimental

setup and procedure of the study.

3.1 Participants
The study is targeted at younger and elder Ger-
man adults with different SDS experience and a
valid driver's license. In total, 45 subjects partici-
pated in the study. 46% of them were female and
54% were male. The average age was 39.5 years
(standard deviation SD: 13.5). 55.6% of the par-
ticipants were aged between 20-39 years, 26.6%
were 40-59 years old and 17.8% were older than
60 years. 27% were experienced in the use of spo-
ken dialog systems; 74% had little to no experi-
ence with speech-controlled devices.

3.2 Experimental Design
The study was split into two sessions and each
participant encountered both conditions (within-
subject design). In the one session the participants
had to talk to their front passenger who performed
the requested action. In the other session the par-
ticipants were asked to interact with an in-car spo-
ken dialog system. According to Möller (2008;
2005) we decided to conduct a Wizard of Oz
(WOZ) experiment. This method is less time con-
suming and less costly. In a WOZ experiment a
human operator (wizard) simulates the behavior
of an intelligent computer application whereby the
human believes to be interacting with a fully auto-
mated prototype (Dahlbaeck et al., 1993). Within
each session the participants were asked to solve
twelve tasks typically performed in a car:

1. Listen to radio station SWR3

2. Play Michael Jackson Greatest Hits

3. Navigate to Stieglitzweg 23 in Berlin

4. Call Barack Obama on his mobile phone

5. Set temperature to 23 degrees

6. Send a text message to brother

7. Weather in Berlin today

8. Date of the European Football championship
final game

9. Population of Berlin

10. Score VfB Stuttgart against FC Bayern

11. Cinema program in Berlin today

12. Next Shell gas station

The tasks consist of six non-information seeking
tasks (1-6) and six information seeking tasks (7-
12).
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Figure 1: Task description

3.2.1 System Simulation
The system behavior was simulated with the help
of the SUEDE tool (Klemmer et al., 2000). The
system behavior was designed such as in an actual
Mercedes-Benz E-class. The system directly pro-
vided the information requested or activated the
appropriate function whereby the user input re-
sulted in a visual and acoustic system feedback.
With user input for Task 1), for example, the radio
program started playing and the screen provided
information on the current radio station.

3.2.2 Task Description
The tasks were presented by pictures in paper
form. Different studies, e.g., (Bernsen et al., 1998;
Tateishi et al., 2005), report from priming effects
when using text-based task descriptions. As pic-
tures do not bias the subjects by putting words into
their mouths, the participants were shown pictures
that describe the tasks. The tasks were pre-tested
with friendly users to find out if the desired situa-
tion was put in the user’s mind. Examples for the
task descriptions are given in Fig. 1.

3.2.3 Driving Simulation Setup
Since we want to find out how users naturally in-
teract with a spoken dialog system while driving,
we put the participants in a simulated driving situ-
ation. The participants were sitting on the driver’s
seat in a car which was placed in front of a canvas
onto which the driving simulation was projected,
such as done by Hofmann et al. (2014). They were
shown a driving simulation where they were driv-
ing behind a car. Their task was to brake if and
only if the preceding vehicle brakes. The driving
simulation setup is illustrated in Fig. 2.

3.3 Procedure

The overall procedure of the experiment was as
follows. First, the participants were informed
about the procedure. The participants were told
that they have to orally solve tasks while driv-
ing and they were shown the graphically depicted

Figure 2: Driving simulation setup

tasks. The participants had to verbally interpret
the tasks. In order to prevent wrong interpreta-
tions we gave assistance, where necessary. As for
the session with the passenger, they were told that
the passenger provided the information requested
or activated the appropriate function. As for the
system session, they were told to speak freely to
the system. They had to activate the speech recog-
nition via speaking the phrase “Hallo Auto” (eng.
“Hello Car”). Afterwards, the participants got to
know the driving simulation in a test drive last-
ing about three minutes. The instructor was sitting
on the passenger seat. The instructor showed the
task presentation pictures randomly while the par-
ticipant was driving. The tasks were permuted to
avoid order effects.

4 Evaluation and Results

In total, we collected 1.080 utterances; 540
system-directed utterances and 540 human-
directed utterances. The utterances were manually
transcribed and automatically analyzed. The
transcription exactly matched the spoken utter-
ances. The analysis included Part-of-Speech
(POS) Tagging and Parsing with SpaCy.2 The
part-of-speech-tagger uses the Google Universal
POS tag set of Petrov et al. (2011).

First, we analyze to which extent system-
directed utterances share properties with human-
directed utterances. Second, we aim at identify-
ing salient features of intuitively spoken user in-
put. Third, we analyze the impact of the users’
age and gender on their speaking style to gain
additional insights into the variability of user in-

2https://github.com/explosion/spaCy.
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put. Therefore, system-directed utterances are
compared with human-directed utterances broken
down by the users’ age and gender. The col-
lected data are examined in terms of different lin-
guistic criteria commonly used in the literature,
e.g. (Summa et al., 2016; Johansson, 2008; Pinter
et al., 2016; Pak and Paroubek, 2010), including
those mentioned by the literature for naturalness:

• Lexical diversity

• Lexical density

• Big words

• POS tag frequencies

• Politeness

• Filler words

• Syntactic complexity

• Sentence types

• Utterance length

Only those features which occur significantly
often in system-directed speech are considered as
characteristic features of intuitively spoken user
input. In order to determine the linguistic features
that are associated with the respective criterion,
e.g., what is polite, we rely on the findings from
literature (see below).

One of the most common measures of lexical
diversity is the type-token ratio which is defined
as the ratio of the total number of individual word
types (lemmas) to the total number of occuring
word tokens, cf. (Johansson, 2008). We use the
standardized type-token tatio (STTR), firstly men-
tioned by Johnson (1944), to normalize the impact
of the size of the different corpora. Fig. 3 displays
the STTR broken down by different age, gender
and interlocutor.

The type-token ratio significantly differs be-
tween human-directed speech and system-directed
speech (p<0.01). In addition, Fig. 3 shows that
the older the users the higher the lexical diversity.
That is, older participants tend to use more indi-
vidual words than younger both in system-directed
speech and in human-directed speech. The dif-
ferences between the age groups are significant at
p<0.01. The users’ gender does not seem to have
an impact on the lexical diversity.

One of the measures of lexical density is the
content-function word ratio which is calculated
by dividing the number of content words (open
class words) by the number of function words

Figure 3: Type-token ratio broken down by user
profiles and interlocutor

(closed class words), cf. (Johansson, 2008).
This means, the higher the proportion of content
words the more information is given. In human-
directed speech people tend to use more content
words (44.68%) than in system-directed speech
(41.68%). The user profiles do not seem to have
an impact.

The big word ratio is calculated by dividing the
number of words longer than six characters (big
words) by the total number of words. We found
that people do not tend to adapt the use of big
words significantly to their interlocutor. 17.11%
of the system-directed words are big words and
16.50% of the human-directed. The user profiles
do not seem to have an impact on the use of big
words.

Next, we are interested in a difference of tag
distributions between the speech sets. Table
1 shows the seven most frequent POS tags of
both speech sets. Nouns (NOUN) and proper
nouns (PROPN) occur much more frequently in
the system-directed speech set, whereas adverbs
(ADV) and verbs (VERB) occur much more fre-
quently in the human-directed speech set. Pro-
nouns (PRON) are less frequently used in system-
directed speech (5.50%) than in human-directed
speech (10.42%). The proportion of preposi-
tions (ADP) is ranked at position seven in human-
directed speech but at position four in system-
directed speech. The proportions of determin-
ers (DET) are more or less balanced. As for
the user groups in both sets, we found differ-
ences in the occurrence of verbs between men and
women. Women tend to use more verbs than men
(in system-directed speech significant at the 0.05
level). Additionally, we found that older users
tend to use more verbs and pronouns and fewer
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Table 1: POS tag frequencies
System-directed Human-directed

NOUN 18.93% ADV 16.73%
PROPN 17.40% NOUN 14.16%

DET 13.28% VERB 13.05%
ADP 12.65% PROPN 12.47%
ADV 12.38% DET 11.02%

VERB 9.50% PRON 10.42%
PRON 5.50% ADP 10.06%

proper nouns than younger people. These ten-
dencies hold for both system-directed speech and
human-directed speech.

Our evaluation of how polite users speak to
an SDS is based on the empirical findings of
(Danescu-Niculescu-Mizil et al., 2013). They
characterized politeness marking in requests. Out
of the 14 strategies which are perceived as being
polite the following strategies appear in our data:

• Sentence-medial please: Could you please

• Counterfactual modal: Could/Would you...

• Indicative modal: Can/Will you...

• 1st person start: I search...

• 1st person pl.: Could we find...

The distribution of utterances with politeness
indicators are shown in Fig. 4.3 The results in
Fig. 4 confirm that politeness strategies are salient
features of human-directed utterances but not of
system-directed utterances. Overall, only 19.63%
of the system-directed utterances contain polite-
ness markers, whereas 53.33% of the human-
directed utterances are polite (p<0.01). Fig. 4
shows that politeness strategies have been used
more often by women in both corpora (p<0.01).
Furthermore, younger people (20-39 years) are
far more likely to avoid politeness strategies
when speaking to the system than older people
(p<0.01).

As for the categorie filler words, we investi-
gate the number of utterances that contain dis-
fluencies such as äh and ähm (eng. “uh”) and
modal particles. We use the definition of modal

3Direct questions such as What is your native language?,
direct variants such as imperatives and sentence-initial please
are perceived as being impolite, cf. (Danescu-Niculescu-
Mizil et al., 2013). In our data, 8% of all utterances contain
an imperative with sentence-medial please. Since impera-
tives with please are perceived as not being polite we did not
count please in this morphosyntactic context.

Figure 4: Distribution of polite utterances broken
down by user profiles and interlocutor

Figure 5: Distribution of utterances containing
filler words broken down by user profiles and in-
terlocutor

particles according to Bross (2012), namely that
modal particles do not contribute to the sentence
meaning. The following modal particles occur
in our data: doch, einmal, nochmal, mal, denn,
eigentlich, vielleicht. Fig. 5 shows the percent-
age of utterances with disfluencies and modal par-
ticles. The results show that all user groups avoid
filler words when speaking to the system. Only
12.40% of the system-directed utterances contain
filler words. In contrast, 55.92% of the human-
directed utterances contain filler words. Signifi-
cant differences (p<0.01) also appear in the use of
filler words between the different age groups. 40-
59 years old people tend to use less filler words
than the younger (20-39) and older (60+) when
speaking to their passenger.

Besides lexical and pragmatic aspects we ana-
lyze our data in terms of syntactic features. One
of the measures of syntactic complexity is tree
depth. Tree depth is defined as the number of
edges in the longest path from the root node to a
leaf, cf. (Pinter et al., 2016). We have calculated
the median and mean depth of the dependency
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Figure 6: Distribution of sentence structures bro-
ken down by interlocutor

trees. However, the differences are not significant
at p<0.05. Overall, the median tree depth of the
system-directed utterances is 3 with an interquar-
tile range of 2. The same holds for the human-
directed utterances.

Another syntactic criterion mentioned by the
literature for naturalness is the use of full sen-
tences. The criterion full sentence comprises sen-
tences containing a finite verb form. We further
subdivided the category full sentence into four cat-
egories based on sentence types. In addition, we
identified patterns without verb or just with an in-
finitive. We also found utterances composed of
two or three sentences that are categorized as sev-
eral sentences. An overview and examples of the
sentence structures we identified are given in Table
2. The frequency of the occurrence of the sentence
structures is shown in Fig. 6. Across all tasks, an
interrogative structure predominates. This is due
to the fact that the twelve tasks consist of six infor-
mation seeking tasks. As Fig. 6 implies, 95,93%
of the human-directed utterances are full sentences
but only 80,56% of the system-directed. The fre-
quency of an imperative, infinitive and verbless
construction increases significantly (p<0.05) in
system-directed speech. In human-directed speech
people tend to use more interrogative construc-
tions and several sentences to verbalize their re-
quest.

Fig. 7 displays the distribution of sentence
structures broken down by user profiles for the
system-directed utterances. Only those sentence
structures are displayed which show significantly
different distributions at the 0.05 level. Younger
people (20-39 years) and males tend to use a
lot more imperative constructions than older peo-
ple and females but less declarative constructions.

Figure 7: Distribution of sentence structures bro-
ken down by user profiles (system-directed)

Figure 8: Utterance length broken down by inter-
locutor

The group of people older than 60 years used more
often an infinitive construction than the younger
but fewer interrogative constructions. The older
participants used fewer interrogative constructions
also when speaking to the passenger. As for the
distribution of the other sentence structures oc-
cured in the human-directed set, the user groups
are more or less balanced.

In order to conclude the syntactic analysis we
compare the utterance length. Fig. 8 shows the
distribution of the number of words per utterance.
The utterances towards the system were shorter, Ø
7.01 words per utterance (SD 1.95), than the utter-
ances towards the passenger, Ø 10.22 (SD 3.64).

5 Discussion

Our comparative study shows that certain features,
e.g., full sentences or filler words, are character-
istic features of interpersonal speaking but not of
system-directed speech. We found that although
people are told to utter freely they still use syn-
tactic incomplete sentences and they are likely to
avoid politeness strategies and filler words, cf. ex-
amples given in a) and b).
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Table 2: Sentence structures
Sentence Structure Example
Interrogative Wo ist die nächste Shell-Tankstelle?

“Where is the nearest Shell gas station?”
Imperative Spiele SWR3!

“Play SWR3!”
Declarative Ich möchte SWR3 hören.

“I would like to listen to SWR3.”
Infinitive SWR3 spielen.

No corresponding syntax existing in English
Verbless Radio SWR3

“Radio SWR3”
Several sentences Wir könnten ja heute Abend ins Kino. Was kommt denn heute in Berlin?

“We could go to the cinema this evening. What's the program in Berlin?”

a) Bitte Radiosender SWR3 einstellen.
“Please radio station SWR3 infinite verb”

b) Temperatur auf 23 Grad.
“Temperature to 23 degrees.”

Our analysis results confirm that people adapt
their speaking style depending on whom they are
talking to. According to the findings of (Levin
et al., 2013; Pearson et al., 2006; Branigan et al.,
2011) we assume that speakers are strongly influ-
enced by the assumptions that a speaker has about
his interlocutor, not only in human-machine com-
munication but also in human-human communi-
cation. Thus, people always utter in a way they
believe the system is able to understand, also if
the system behaves more human-like. We there-
fore argue that freely spoken user input should not
be considered synonymous with human-directed
speech, namely with full sentences, civility, with
the occurrence of filler words etc. The use of short
and concise phrases (such as a verbless construc-
tion) just seems to be an effect of the user adapting
to the system as conversational partner in the sense
of (Pearson et al., 2006; Branigan et al., 2011)
and is as natural (in the sense of intuitive) as us-
ing full sentences including politeness markers or
filler words. If system developers follow the as-
sumption that the linguistics of freely spoken user
input is equated with interpersonal speaking style
they hardly meet the user expectations of an intu-
itive and natural speaking. Instead, we suggest to
add incomplete syntactic structures such as verb-
less and infinite sentences to the criteria for natu-
rally spoken user input. Since 71% of the system-
directed utterances do not contain filler words or

politeness markers we also suggest not to equate
natural language input with the occurrence of filler
words and politeness indicators.

6 Conclusion

In this paper, we have contributed to the question
of how we can define naturalness in user input to-
wards a state-of-the-art SDS.

We have presented a user study in which we
have collected freely spoken user utterances for
a wide range of automotive use cases in Ger-
man. By means of a comparative study of human-
directed and system-directed utterances, we have
shown that naturalness cannot simply be equated
with human-human communication: users will
use shorter and concise phrases in order to inter-
act with the machine. We have argued that this
is an effect of the user adapting to the machine
as conversational partner in the sense of (Pearson
et al., 2006; Branigan et al., 2011). In addition,
we found that the users’ age and gender have an
impact on the way they speak to an SDS. We have
shown that women did more often make use of po-
liteness strategies and of a declarative construction
and that older users tended to use more individual
words.

Our further goal is to define evaluation criteria
which consider freely spoken user input to com-
pare different SDS. This will be subject of future
work.
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Abstract

Deep reinforcement learning (RL) meth-
ods have significant potential for dia-
logue policy optimisation. However, they
suffer from a poor performance in the
early stages of learning. This is es-
pecially problematic for on-line learning
with real users. Two approaches are in-
troduced to tackle this problem. Firstly, to
speed up the learning process, two sample-
efficient neural networks algorithms: trust
region actor-critic with experience replay
(TRACER) and episodic natural actor-
critic with experience replay (eNACER)
are presented. For TRACER, the trust re-
gion helps to control the learning step size
and avoid catastrophic model changes.
For eNACER, the natural gradient iden-
tifies the steepest ascent direction in pol-
icy space to speed up the convergence.
Both models employ off-policy learning
with experience replay to improve sample-
efficiency. Secondly, to mitigate the cold
start issue, a corpus of demonstration data
is utilised to pre-train the models prior to
on-line reinforcement learning. Combin-
ing these two approaches, we demonstrate
a practical approach to learning deep RL-
based dialogue policies and demonstrate
their effectiveness in a task-oriented infor-
mation seeking domain.

1 Introduction

Task-oriented Spoken Dialogue Systems (SDS)
aim to assist users to achieve specific goals via
speech, such as hotel booking, restaurant informa-
tion and accessing bus-schedules. These systems
are typically designed according to a structured
ontology (or a database schema), which defines the

domain that the system can talk about. The de-
velopment of a robust SDS traditionally requires
a substantial amount of hand-crafted rules com-
bined with various statistical components. This
includes a spoken language understanding mod-
ule (Chen et al., 2016; Yang et al., 2017), a dia-
logue belief state tracker (Henderson et al., 2014;
Perez and Liu, 2016; Mrkšić et al., 2017) to predict
user intent and track the dialogue history, a dia-
logue policy (Young et al., 2013; Gašić and Young,
2014; Budzianowski et al., 2017) to determine the
dialogue flow, and a natural language generator
(Rieser and Lemon, 2009; Wen et al., 2015; Hu
et al., 2017) to convert conceptual representations
into system responses.

In a task-oriented SDS, teaching a system how
to respond appropriately in all situations is non-
trivial. Traditionally, this dialogue management
component has been designed manually using flow
charts. More recently, it has been formulated as
a planning problem and solved using reinforce-
ment learning (RL) to optimise a dialogue policy
through interaction with users (Levin and Pierac-
cini, 1997; Roy et al., 2000; Williams and Young,
2007; Jurčı́ček et al., 2011). In this framework,
the system learns by a trial and error process gov-
erned by a potentially delayed learning objective
called the reward. This reward is designed to en-
capsulate the desired behavioural features of the
dialogue. Typically it provides a positive reward
for success plus a per turn penalty to encourage
short dialogues (El Asri et al., 2014; Su et al.,
2015a; Vandyke et al., 2015; Su et al., 2016b).

To allow the system to be trained on-line,
Bayesian sample-efficient learning algorithms
have been proposed (Gašić and Young, 2014;
Daubigney et al., 2014) which can learn policies
from a minimal number of dialogues. However,
even with such methods, the initial performance is
still relatively poor, and this can impact negatively
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on the user experience.
Supervised learning (SL) can also be used for

dialogue action selection. In this case, the policy is
trained to produce an appropriate response for any
given dialogue state. Wizard-of-Oz (WoZ) meth-
ods (Kelley, 1984; Dahlbäck et al., 1993) have
been widely used for collecting domain-specific
training corpora. Recently an emerging line of
research has focused on training neural network-
based dialogue models, mostly in text-based sys-
tems (Vinyals and Le, 2015; Shang et al., 2015;
Serban et al., 2015; Wen et al., 2017; Bordes et al.,
2017). These systems are directly trained on past
dialogues without detailed specification of the in-
ternal dialogue state. However, there are two key
limitations of using SL in SDS. Firstly, the effect
of selecting an action on the future course of the
dialogue is not considered and this may result in
sub-optimal behaviour. Secondly, there will of-
ten be a large number of dialogue states which are
not covered by the training data (Henderson et al.,
2008; Li et al., 2014). Moreover, there is no rea-
son to suppose that the recorded dialogue partici-
pants are acting optimally, especially in high noise
levels. These problems are exacerbated in larger
domains where multi-step planning is needed.

In this paper, we propose a network-based ap-
proach to policy learning which combines the best
of both SL- and RL-based dialogue management,
and which capitalises on recent advances in deep
RL (Mnih et al., 2015), especially off-policy algo-
rithms (Wang et al., 2017).

The main contribution of this paper is two-fold:

1. improving the sample-efficiency of actor-
critic RL: trust region actor-critic with ex-
perience replay (TRACER) and episodic
natural actor-critic with experience replay
(eNACER).

2. efficient utilisation of demonstration data for
improved early stage policy learning.

The first part focusses primarily on increasing
the RL learning speed. For TRACER, trust regions
are introduced to standard actor-critic to control
the step size and thereby avoid catastrophic model
changes. For eNACER, the natural gradient iden-
tifies steepest ascent direction in policy space to
ensure fast convergence. Both models exploit the
off-policy learning with experience replay (ER) to
improve sample-efficiency. These are compared
with various state-of-the-art RL methods.

The second part aims to mitigate the cold start
issue by using demonstration data to pre-train an
RL model. This resembles the training procedure
adopted in recent game playing applications (Sil-
ver et al., 2016; Hester et al., 2017). A key feature
of this framework is that a single model is trained
using both SL and RL with different training ob-
jectives but without modifying the architecture.

By combining the above, we demonstrate a
practical approach to learning deep RL-based dia-
logue policies for new domains which can achieve
competitive performance without significant detri-
mental impact on users.

2 Related Work

RL-based approaches to dialogue management
have been actively studied for some time (Levin
et al., 1998; Lemon et al., 2006; Gašić and Young,
2014). Initially, systems suffered from slow train-
ing, but recent advances in data efficient meth-
ods such as Gaussian Processes (GP) have enabled
systems to be trained from scratch in on-line inter-
action with real users (Gašić et al., 2011). GP pro-
vides an estimate of the uncertainty in the underly-
ing function and a built-in noise model. This helps
to achieve highly sample-efficient exploration and
robustness to recognition/understanding errors.

However, since the computation in GP scales
with the number of points memorised, sparse ap-
proximation methods such as the kernel span al-
gorithm (Engel, 2005) must be used and this limits
the ability to scale to very large training sets. It is
therefore questionable as to whether GP can scale
to support commercial wide-domain SDS. Never-
theless, GP provides a good benchmark and hence
it is included in the evaluation below.

In addition to increasing the sample-efficiency
of the learning algorithms, the use of reward shap-
ing has also been investigated in (El Asri et al.,
2014; Su et al., 2015b) to enrich the reward func-
tion in order to speed up dialogue policy learning.

Combining SL with RL for dialogue modelling
is not new. Henderson et al. (2008) proposed a hy-
brid SL/RL model that, in order to ensure tractabil-
ity in policy optimisation, performed exploration
only on the states in a dialogue corpus. The policy
was then defined manually on parts of the space
which were not found in the corpus. A method
of initialising RL models using logistic regression
was also described (Rieser and Lemon, 2006). For
GPRL in dialogue, rather than using a linear kernel
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that imposes heuristic data pair correlation, a pre-
optimised Gaussian kernel learned using SL from
a dialogue corpus has been proposed (Chen et al.,
2015). The resulting kernel was more accurate on
data correlation and achieved better performance,
however, the SL corpus did not help to initialise
a better policy. Better initialisation of GPRL has
been studied in the context of domain adaptation
by specifying a GP prior or re-using an existing
model which is then pre-trained for the new do-
main (Gašić et al., 2013).

A number of authors have proposed training
a standard neural-network policy in two stages
(Fatemi et al., 2016; Su et al., 2016a; Williams
et al., 2017). Asadi and Williams (2016) also ex-
plored off-policy RL methods for dialogue policy
learning. All these studies were conducted in sim-
ulation, using error-free text-based input. A sim-
ilar approach was also used in a conversational
model (Li et al., 2016). In contrast, our work intro-
duces two new sample-efficient actor-critic meth-
ods, combines both two-stage policy learning and
off-policy RL, and testing at differing noise levels.

3 Neural Dialogue Management

The proposed framework addresses the dialogue
management component in a modular SDS. The
input to the model is the belief state b that encodes
a distribution over the possible user intents along
with the dialogue history. The model’s role is to
select the system action a at every turn that will
lead to the maximum possible cumulative reward
and a successful dialogue outcome. The system
action is mapped into a system reply at the seman-
tic level, and this is subsequently passed to the nat-
ural language generator for output to the user.

The semantic reply consists of three parts: the
intent of the response, (e.g. inform), which slots
to talk about (e.g. area), and a value for each slot
(e.g. east). To ensure tractability, the policy selects
a from a restricted action set which identifies the
intent and sometimes a slot, any remaining infor-
mation required to complete the reply is extracted
using heuristics from the tracked belief state.

3.1 Training with Reinforcement Learning

Dialogue policy optimisation can be seen as the
task of learning to select the sequence of responses
(actions) at each turn which maximises the long-
term objective defined by the reward function.
This can be solved by applying either value-based

Figure 1: A2C, TRACER and eNACER architec-
tures using feed-forward neural networks.

or policy-based methods. In both cases, the goal is
to find an optimal policy π∗ that maximises the
discounted total return R =

∑T−1
t=0 γtrt(bt, at)

over a dialogue with T turns where rt(bt, at) is
the reward when taking action at in dialogue be-
lief state bt at turn t and γ is the discount factor.

The main difference between the two categories
is that policy-based methods have stronger con-
vergence characteristics than value-based meth-
ods. The latter often diverge when using function
approximation since they optimise in value space
and a slight change in value estimate can lead to a
large change in policy space (Sutton et al., 2000).

Policy-based methods suffer from low sample-
efficiency, high variance and often converge to lo-
cal optima since they typically learn via Monte
Carlo estimation (Williams, 1992; Schulman et al.,
2016). However, they are preferred due to their su-
perior convergence properties. Hence in this paper
we focus on policy-based methods but also include
a value-based method as a baseline.

3.1.1 Advantage Actor-Critic (A2C)
In a policy-based method, the training objective
is to find a parametrised policy πθ(a|b) that max-
imises the expected reward J(θ) over all possible
dialogue trajectories given a starting state.

Following the Policy Gradient Theorem (Sutton
et al., 2000), the gradient of the parameters given
the objective function has the form:

∇θJ(θ) = E [∇θ log πθ(a|b)Qπθ(b, a)] . (1)

Since this form of gradient has a potentially high
variance, a baseline function is typically intro-
duced to reduce the variance whilst not chang-
ing the estimated gradient (Williams, 1992; Sut-
ton and Barto, 1999). A natural candidate for this
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baseline is the value function V (b). Equation 2
then becomes:

∇θJ(θ) = E [∇θ log πθ(a|b)Aw(b, a)] , (2)

where Aw(b, a) = Q(b, a) − V (b) is the ad-
vantage function. This can be viewed as a spe-
cial case of the actor-critic, where πθ is the ac-
tor and Aw(b, a) is the critic, defined by two pa-
rameter sets θ and w. To reduce the number of
required parameters, temporal difference (TD) er-
rors δw = rt + γVw(bt+1)− Vw(bt) can be used
to approximate the advantage function (Schulman
et al., 2016). The left part in Figure 1 shows the
architecture and parameters of the resulting A2C
policy.

3.1.2 The TRACER Algorithm
To boost the performance of A2C policy learning,
two methods are introduced:

I. Experience replay with off-policy learning
for speed-up

On-policy RL methods update the model with
the samples collected via the current policy.
Sample-efficiency can be improved by utilising
experience replay (ER) (Lin, 1992), where mini-
batches of dialogue experiences are randomly
sampled from a replay pool P to train the model.
This increases learning efficiency by re-using past
samples in multiple updates whilst ensuring sta-
bility by reducing the data correlation. Since
these past experiences were collected from differ-
ent policies compared to the current policy, the use
of ER leads to off-policy updates.

When training models with RL, ε-greedy ac-
tion selection is often used to trade-off between
exploration and exploitation, whereby a random
action is chosen with probability ε otherwise the
top-ranking action is selected. A policy used to
generate a training dialogues (episodes) is referred
to as a behaviour policy µ, in contrast to the policy
to be optimised which is called the target policy π.

The basic A2C training algorithm described in
§3.1.1 is on-policy since it is assumed that actions
are drawn from the same policy as the target to be
optimised (µ = π). In off-policy learning, since
the current policy π is updated with the samples
generated from old behaviour policies µ, an im-
portance sampling (IS) ratio is used to rescale each
sampled reward to correct for the sampling bias
at time-step t: ρt = π(at|bt)/µ(at|bt) (Meuleau
et al., 2000).

For A2C, the off-policy gradient for the
parametrised value function Vw thus has the form:

∆woff =
∑T−1

t=0

(
R̄t − V̂w(bt)

)∇wV̂w(bt)
t
Π
i=0
ρi, (3)

where R̄t is the off-policy Monte-Carlo return
(Precup et al., 2001):

R̄t = rt + γrt+1

1
Π
i=1
ρt+i + · · ·+ γT−t−1rT−1

T−1
Π
i=1

ρt+i. (4)

Likewise, the updated gradient for policy πθ is:

∆θoff =
T−1∑
t=0

ρt∇θ log πθ(at|bt)δ̂w, (5)

where δ̂w = rt + γV̂w(bt+1)− V̂w(bt) is the TD
error using the estimated value of V̂w.

Also, as the gradient correlates strongly with the
sampled reward, reward rt and total return R are
normalised to lie in [-1,1] to stabilise training.

II. Trust region constraint for stabilisation

To ensure stability in RL, each per-step policy
change is often limited by setting a small learn-
ing rate. However, setting the rate low enough to
avoid occasional large destabilising updates is not
conducive to fast learning.

Here, we adopt a modified Trust Region Policy
Optimisation method introduced by Wang et al.
(2017). In addition to maximising the cumula-
tive reward J(θ), the optimisation is also subject
to a Kullback-Leibler (KL) divergence limit be-
tween the updated policy θ and an average policy
θa to ensure safety. This average policy represents
a running average of past policies and constrains
the updated policy to not deviate far from the av-
erage θa ← αθa + (1− α)θ with a weight α.

Thus, given the off-policy policy gradient ∆θoff

in Equation 5, the modified policy gradient with
trust region g is calculated as follows:

minimize
g

1
2
‖∆θoff − g‖22,

subject to ∇θDKL [πθa(bt)‖πθ(bt)]
T g ≤ ξ,

where π is the policy parametrised by θ or θa,
and ξ controls the magnitude of the KL constraint.
Since the constraint is linear, a closed form solu-
tion to this quadratic programming problem can

150



be derived using the KKT conditions. Setting
k = ∇θDKL [πθa(bt)‖πθ(bt)], we get:

g∗tr = ∆θoff −max
{
kT∆θoff − ξ
‖k‖22

, 0
}
k. (6)

When this constraint is satisfied, there is no change
to the gradient with respect to θ. Otherwise, the
update is scaled down along the direction of k and
the policy change rate is lowered. This direction is
also shown to be closely related to the natural gra-
dient (Amari, 1998; Schulman et al., 2015), which
is presented in the next section.

The above enhancements speed up and stabilise
A2C. We call it the Trust Region Actor-Critic with
Experience Replay (TRACER) algorithm.

3.1.3 The eNACER Algorithm
Vanilla gradient descent algorithms are not
guaranteed to update the model parameters in
the steepest direction due to re-parametrisation
(Amari, 1998; Martens, 2014). A widely used so-
lution to this problem is to use a compatible func-
tion approximation for the advantage function in
Equation 2: ∇wAw(b, a) = ∇θ log πθ(a|b), where
the update of w is then in the same update direc-
tion as θ (Sutton et al., 2000). Equation 2 can then
be rewritten as:

∇θJ(θ) = E
[∇θ log πθ(a|b)∇θ log πθ(a|b)Tw

]
= F (θ) · w,

where F (θ) is the Fisher information matrix. This
implies ∆θNG = w = F (θ)−1∇θJ(θ) and it is
called the natural gradient. The Fisher Matrix can
be viewed as a correction term which makes the
natural gradient independent of the parametrisa-
tion of the policy and corresponds to steepest as-
cent towards the objective (Martens, 2014). Em-
pirically, the natural gradient has been found to
significantly speed up convergence.

Based on these ideas, the Natural Actor-Critic
(NAC) algorithm was developed by Peters and
Schaal (2006). In its episodic version (eNAC), the
Fisher matrix does not need to be explicitly com-
puted. Instead, the gradient is estimated by a least
squares method given the n-th episode consisting
of a set of transition tuples {(bnt , ant , rnt )}Tn−1

t=0 :

Rn =
[∑Tn−1

t=0 ∇θ log πθ(ait|bit; θ)T
]
·∆θNG + C, (7)

which can be solved analytically. C is a constant
which is an estimate of the baseline V (b).

As in TRACER, eNAC can be enhanced by
using ER and off-policy learning, thus called
eNACER, whereby Rn in Equation 7 is replaced
by the off-policy Monte-Carlo return R̄n0 at time-
step t = 0 as in Equation 4. For very large models,
the inversion of the Fisher matrix can become pro-
hibitively expensive to compute. Instead, a trun-
cated variant can be used to calculate the natural
gradient (Schulman et al., 2015).

eNACER is structured as a feed forward net-
work with the output π as in the right of Figure 1,
updated with natural gradient ∆θNG. Note that by
using the compatible function approximation, the
value function does not need to be explicitly cal-
culated. This makes eNACER in practice a policy-
gradient method.

3.2 Learning from Demonstration Data

From the user’s perspective, performing RL from
scratch will invariably result in unacceptable per-
formance in the early learning stages. This prob-
lem can be mitigated by an off-line corpus of
demonstration data to bootstrap a policy. This
data may come from a WoZ collection or from in-
teractions between users and an existing policy. It
can be used in three ways: A: Pre-train the model,
B: Initialise a supervised replay buffer Psup, and
C: a combination of the two.

(A) For model pre-training, the objective is to
‘mimic’ the response behaviour from the corpus.
This phase is essentially standard SL. The input to
the model is the dialogue belief state b, and the
training objective for each sample is to minimise a
joint cross-entropy loss L(θ) = −∑k yk log(pk)
between action labels y and model predictions p,
where the policy is parametrised by a set θ.

A policy trained by SL on a fixed dataset may
not generalise well. In spoken dialogues, the noise
levels may vary across conditions and thus can sig-
nificantly affect performance. Moreover, a policy
trained using SL does not perform any long-term
planning on the conversation. Nonetheless, su-
pervised pre-training offers a good model starting
point which can then be fine-tuned using RL.

(B) For supervised replay initialisation, the
demonstration data is stored in a replay pool Psup
which is kept separate from the ER pool used for
RL and is never over-written. At each RL up-
date iteration, a small portion of the demonstration
data P ′sup is sampled, and the supervised cross-
entropy loss L(θ) computed on this data is added
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to the RL objective J(θ). Also, an L2 regularisa-
tion loss ‖·‖22 is applied to θ to help prevent it from
over-fitting on the sampled demonstration dataset.
The total loss to be minimised is thus:

Lall(θ) = −J(θ)+λ1L(θ;P ′sup)+λ2‖θ‖22, (8)

where λ’s are weights. In this way, the RL policy
is guided by the sampled demonstration data while
learning to optimise the total return.

(C) The learned parameters of the pre-trained
model in method A above might distribute differ-
ently from the optimal RL policy and this may
cause some performance drop in early stages while
learning an RL policy from this model. This can
be alleviated by using the composite loss proposed
in method B. A comparison between the three op-
tions is included in the experimental evaluation.

4 Experimental Results

Our experiments utilised the software tool-kit Py-
Dial (Ultes et al., 2017), which provides a platform
for modular SDS. The target application is a live
telephone-based SDS providing restaurant infor-
mation for the Cambridge (UK) area. The task is
to learn a policy which manages the dialogue flow
and delivers requested information to the user.
The domain consists of approximately 100 venues,
each with 6 slots out of which 3 can be used by the
system to constrain the search (food-type, area and
price-range) and 3 are system-informable proper-
ties (phone-number, address and postcode) avail-
able once a database entity has been found.

The input for all models was the full dialogue
belief state b of size 268 which includes the last
system act and distributions over the user inten-
tion and the three requestable slots. The output in-
cludes 14 restricted dialogue actions determining
the system intent at the semantic level. Combin-
ing the dialogue belief states and heuristic rules,
it is then mapped into a spoken response using a
natural language generator.

4.1 Model Comparison

Two value-based methods are shown for compar-
ison with the policy-based models described. For
both of these, the policy is implicitly determined
by the action-value (Q) function which estimates
the expected total return when choosing action a
given belief state b at time-step t. For an opti-
mal policy π∗, the Q-function satisfies the Bellman

equation (Bellman, 1954):

Q∗(bt, at) = Eπ∗{rt + γmaxa′ Q∗(bt+1, a
′)|bt, at}. (9)

4.1.1 Deep Q-Network (DQN)
DQN is a variant of the Q-learning algorithm
whereby a neural network is used to non-linearly
approximate the Q-function. This suggests a se-
quential approximation in Equation 9 by minimis-
ing the loss:

L(wt) = E
[
(yt −Q(bt, at;wt))2

]
, (10)

where yt = rt + γmaxa′ Q(bt+1, a
′;w−t ) is the

target to update the parameters w. Note that yt
is evaluated by a target network w− which is up-
dated less frequently than the network w to sta-
bilise learning, and the expectation is over the tu-
ples (bt, at, rt+1,bt+1) sampled from the experi-
ence replay pool described in §3.1.2.

DQN often suffers from over-estimation on Q-
values as the max operator is used to select an
action as well as to evaluate it. Double DQN
(DDQN) (Van Hasselt et al., 2016) is thus used
to de-couple the action selection and Q-value esti-
mation to achieve better performance.

4.1.2 Gaussian Processes (GP) RL
GPRL is a state-of-the-art value-based RL algo-
rithm for dialogue modelling. It is appealing
since it can learn from a small number of obser-
vations by exploiting the correlations defined by a
kernel function and provides an uncertainty mea-
sure of its estimates. In GPRL, the Q-function
is modelled as a GP with zero mean and kernel:
Q(B,A) ∼ GP(0, (k(b, a), k(b, a)). This Q-
function is then updated by calculating the poste-
rior given the collected belief-action pairs (b, a)
(dictionary points) and their corresponding re-
wards (Gašić and Young, 2014). The implicit
knowledge of the distance between data points in
observation space provided by the kernel greatly
speeds up learning since it enables Q-values in as
yet unexplored space to be estimated. Note that
GPRL was used by Fatemi et al. (2016) to com-
pare with deep RL but no uncertainty estimate was
used to guide exploration and as a result had rela-
tively poor performance. Here GPRL with uncer-
tainty estimate is used as the benchmark.

4.2 Reinforcement Learning from Scratch
The proposed models were first evaluated under
0% semantic error rate with an agenda-based sim-
ulator which generates user interactions at the
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Figure 2: The success rate learning curves of on-
policy A2C, A2C with ER, TRACER, DQN with
ER, GP and eNACER in user simulation under
noise-free condition.

semantic-level (Schatzmann et al., 2006). In this
case, the user intent is perfectly captured in the di-
alogue belief state without noise.

The total return of each dialogue was set to
1(D)− 0.05× T , where T is the dialogue length
and 1(D) is the success indicator for dialogue
D. The maximum dialogue length was set to 20
turns and γ was 0.99. All deep RL models (A2C,
TRACER, eNACER and DQN) contained two hid-
den layers of size 130 and 50. The Adam opti-
miser was used (Kingma and Ba, 2014) with an
initial learning rate of 0.001. During training, an
ε-greedy policy was used, which was initially set
to 0.3 and annealed to 0.0 over 3500 training dia-
logues. For GP, a linear kernel was used.

The ER pool P size was 1000, and the mini-
batch size was 64. Once an initial 192 samples had
been collected, the model was updated after ev-
ery 2 dialogues. Note that for DQN, each sample
was a state transition (bt, at, rt,bt+1), whereas in
A2C, TRACER and eNACER, each sample com-
prised the whole dialogue with all its state tran-
sitions. For eNACER, the natural gradient was
computed to update the model weights of size ∼
42000. For TRACER, αwas set to 0.02, and ξ was
0.01. Since the IS ratio has a high variance and can
occasionally be extremely large, it was clipped be-
tween [0.8,1.0] to maintain stable training.

Figure 2 shows the success rate learning curves
of on-policy A2C, A2C with ER, TRACER, DQN
with ER, GP and eNACER. All were tested with
600 dialogues after every 200 training dialogues.
As reported in previous studies, the benchmark

GP model learns quickly and is relatively sta-
ble. eNACER provides comparable performance.
DQN also showed high sample-efficiency but with
high instability at some points. This is because
an iterative improvement in value space does not
guarantee an improvement in policy space. Al-
though comparably slower to learn, the differ-
ence between on-policy A2C and A2C with ER
clearly demonstrates the sample-efficiency of re-
using past samples in mini-batches. The enhance-
ments incorporated into the TRACER algorithm
do make this form of learning competitive al-
though it still lags behind eNACER and GPRL.

4.2.1 Learning from Demonstration Data
Regardless of the choice of model and learning al-
gorithm, training a policy from scratch on-line will
always result in a poor user experience until suffi-
cient interactions have been experienced to allow
acceptable behaviours to be learned.

As discussed in §3.2, an off-line corpus of
demonstration data can potentially mitigate this
problem. To test this, a corpus of 720 real user
spoken dialogues in the Cambridge restaurant do-
main was utilised. The corpus was split in a 4:1:1
ratio for training, validation and testing. It con-
tains interactions between real users recruited via
the Amazon Mechanical Turk service and a well-
behaved SDS as described in Su et al. (2016b).

For A2C with ER and TRACER, the three ways
of exploiting demonstration data in §3.2 were ex-
plored. The exploration parameter ε was also set
to 0.3 and annealed to 0.0 over 2000 training di-
alogues. Since TRACER has similar patterns to
A2C with ER, we first explored the impact of
demonstration data on the A2C with ER results
since it provides more headroom for identifying
performance gains.

Figure 3a shows the different combinations of
demonstration data using A2C with ER in noise-
free conditions. The supervised pre-trained model
(SL model) provides reasonable starting perfor-
mance. The A2C ER model with supervised pre-
training (A2C ER+SL model) improves on this af-
ter only 400 dialogues whilst suffering initially.
We hypothesise that the optimised SL pre-trained
parameters distributed very differently to the op-
timal A2C ER parameters. Also, the A2C ER
model with SL replay (A2C ER+SL replay) shows
clearly how the use of a supervised replay buffer
can accelerate learning from scratch. Moreover,
when SL pre-training is combined with SL replay
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(b) Learning for TRACER and eNACER with demonstration
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Figure 3: Utilising demonstration data for improving RL learning speed.

(A2C ER+SL model+replay), it achieved the best
result. Note that λ1 and λ2 in Equation 8 were 10
and 0.01 respectively. In each policy update, 64
demonstration data were randomly sampled from
the supervised replay poolPsup, which is the same
number of RL samples selected from ER for A2C
learning. Similar patterns emerge when utilising
demonstration data to improve early learning in
the TRACER and eNACER algorithms as shown
in Figure 3b. However, in this case, eNACER is
less able to exploit demonstration data since the
training method is different from standard actor-
critics. Hence, the supervised loss L cannot be
directly incorporated into the RL objective J as in
Equation 8. One could optimise the model using
L separately after every RL update. However, in
our experiments, this did not yield improvement.
Hence, only eNACER learning from a pre-trained
SL model is reported here. Compared to eNACER
learning from scratch, eNACER from SL model
started with good performance but learned more
slowly. Again, this may be because the optimised
SL pre-trained parameters distributed very differ-
ently from the optimal eNACER parameters and
led to sub-optimality. Overall, these results sug-
gest that the proposed SL+RL framework to ex-
ploit demonstration data is effective in mitigat-
ing the cold start problem and TRACER provides
the best solution in terms of avoiding poor initial
performance, rapid learning and competitive fully
trained performance.

In addition to the noise-free performance, we
also investigated the impact of noise on the
TRACER algorithm. Figure 4 shows the results af-
ter training on 2000 dialogues via interaction with

Figure 4: The success rate of TRACER for
a random policy, policy trained with corpus
data (NN:SL) and further improved via RL
(NN:SL+RL) respectively in user simulation un-
der various semantic error rates.

the user simulator under different semantic error
rates. The random policy (white bars) uniformly
sampled an action from the set of size 14. This
can be regarded as the average initial performance
of any learning system. We can see that SL gen-
erates a robust model which can be further fine-
tuned using RL over a wide range of error rates. It
should be noted, however, that the drop-off in per-
formance at high noise levels is more rapid than
might be expected, comparing to the GPRL. We
believe that deep architectures are prone to over-
fitting and in consequence do not handle well the
uncertainty of the user behaviour. We plan to in-
vestigate this issue in future work. Overall, these
outcomes validate the benefit of the proposed two-
phased approach where the system can be effec-
tively pre-trained using corpus data and further be
refined via user interactions.

154



5 Conclusion

This paper has presented two compatible ap-
proaches to tackling the problem of slow learn-
ing and poor initial performance in deep reinforce-
ment learning algorithms. Firstly, trust region
actor-critic with experience replay (TRACER) and
episodic natural actor-critic with experience re-
play (eNACER) were presented, these have been
shown to be more sample-efficient than other deep
RL models and broadly competitive with GPRL.
Secondly, it has been shown that demonstration
data can be utilised to mitigate poor performance
in the early stages of learning. To this end, two
methods for using off-line corpus data were pre-
sented: simple pre-training using SL, and using
the corpus data in a replay buffer. These were
particularly effective when used with TRACER
which provided the best overall performance.

Experimental results were also presented
for mismatched environments, again TRACER
demonstrated the ability to avoid poor initial
performance when trained only on the demon-
stration corpus, yet still improve substantially
with subsequent reinforcement learning. It was
noted, however, that performance still falls off
rather rapidly in noise compared to GPRL as the
uncertainty estimates are not handled well by
neural networks architectures.

Finally, it should be emphasised that whilst this
paper has focused on the early stages of learning
a new domain where GPRL provides a benchmark
and is hard to beat, the potential of deep RL is its
readily scalability to exploit on-line learning with
large user populations as the model size is not re-
lated with experience replay buffer.

Acknowledgments

Pei-Hao Su is supported by Cambridge Trust
and the Ministry of Education, Taiwan. Paweł
Budzianowski is supported by EPSRC Council
and Toshiba Research Europe Ltd, Cambridge Re-
search Laboratory. The authors would like to
thank the other members of the Cambridge Dia-
logue Systems Group for their valuable comments.

References

Shun-Ichi Amari. 1998. Natural gradient works ef-
ficiently in learning. In Neural computation. MIT
Press, volume 10, pages 251–276.

Kavosh Asadi and Jason D Williams. 2016. Sample-
efficient deep reinforcement learning for dialog con-
trol. In arXiv preprint arXiv:1612.06000.

Richard Bellman. 1954. The theory of dynamic pro-
gramming. Technical report, DTIC Document.

Antoine Bordes, Y-Lan Boureau, and Jason Weston.
2017. Learning end-to-end goal-oriented dialog. In
Proc of ICLR.

Paweł Budzianowski, Stefan Ultes, Pei-Hao Su, Nikola
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Abstract
We train a char2char model on the
E2E NLG Challenge data, by exploiting
“out-of-the-box” the recently released tf-
seq2seq framework, using some of the
standard options of this tool. With mini-
mal effort, and in particular without delex-
icalization, tokenization or lowercasing,
the obtained raw predictions, according to
a small scale human evaluation, are excel-
lent on the linguistic side and quite rea-
sonable on the adequacy side, the primary
downside being the possible omissions of
semantic material. However, in a signifi-
cant number of cases (more than 70%), a
perfect solution can be found in the top-
20 predictions, indicating promising direc-
tions for solving the remaining issues.

1 Introduction

Very recently, researchers (Novikova et al., 2017)
at Heriot-Watt University proposed the E2E NLG
Challenge1 and released a dataset consisting of
50K (MR, RF) pairs, MR being a slot-value Mean-
ing Representation of a restaurant, RF (human
ReFerence) being a natural language utterance
rendering of that representation. The utterances
were crowd-sourced based on pictorial represen-
tations of the MRs, with the intention of produc-
ing more natural and diverse utterances compared
to the ones directly based on the original MRs
(Novikova et al., 2016).

Most of the RNN-based approaches to Natural
Language Generation (NLG) that we are aware of,
starting with (Wen et al., 2015), generate the out-
put word-by-word, and resort to special delexical-
ization or copy mechanisms (Gu et al., 2016) to

∗Previously Xerox Research Centre Europe.
1http://www.macs.hw.ac.uk/

InteractionLab/E2E/

handle rare or unknown words, for instance restau-
rant names or telephone numbers. One exception
is (Goyal et al., 2016), who employed a char-based
seq2seq model where the input MR is simply rep-
resented as a character sequence, and the output is
also generated char-by-char; this approach avoids
the rare word problem, as the character vocabulary
is very small.

While (Goyal et al., 2016) used an additional
finite-state mechanism to guide the production of
well-formed (and input-motivated) character se-
quences, the performance of their basic char2char
model was already quite good. We further explore
how a recent out-of-the box seq2seq model would
perform on E2E NLG Challenge, when used in a
char-based mode. We choose attention-based tf-
seq2seq framework provided by authors of (Britz
et al., 2017) (which we detail in next section).

Using some standard options provided by
this framework, and without any pre- or post-
processing (not even tokenization or lowercas-
ing), we obtained results on which we conducted
a small-scale human evaluation on one hundred
MRs, involving two evaluators. This evaluation,
on the one hand, concentrated on the linguistic
quality, and on the other hand, on the semantic
adequacy of the produced utterances. On the lin-
guistic side, vast majority of the predictions were
surprisingly grammatically perfect, while still be-
ing rather diverse and natural. In particular, and
contrary to the findings of (Goyal et al., 2016) (on
a different dataset), our char-based model never
produced non-words. On the adequacy side, we
found that the only serious problem was the ten-
dency (in about half of the evaluated cases) of the
model to omit to render one (rarely two) slot(s);
on the other end, it never hallucinated, and very
rarely duplicated, material. To try and assess the
potential value of a simple re-ranking technique
(which we did not implement at this stage, but the
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approach of (Wen et al., 2015) and more recently
the “inverted generation” technique of (Chisholm
et al., 2017) could be used), we generated (us-
ing the beam-search option of the framework) 20-
best utterances for each MR, which the evaluators
scanned towards finding an “oracle”, i.e. a gener-
ated utterance considered as perfect not only from
the grammatical but also from the adequacy view-
point. An oracle was found in the first position in
around 50% of the case, otherwise among the 20
positions in around 20% of the cases, and not at all
inside this list in the remaining 30% cases. On the
basis of these experiments and evaluations we be-
lieve that there remains only a modest gap towards
a very reasonable NLG seq2seq model for the E2E
NLG dataset.

2 Model

Our model is a direct use of the seq2seq open-
source software framework2, built over Tensor-
Flow (Abadi et al., 2016), and provided along with
(Britz et al., 2017), with some standard configu-
ration options that will be detailed in section 3.
While in their large-scale NMT experiments (Britz
et al., 2017) use word-based sequences, in our case
we use character-based ones. This simply involves
changing “delimiter” option in configuration files.

Figure 1: The seq2seq architecture of (Britz et al., 2017)
(drawing borrowed from that paper). Contrary to word-based
sequences, we use character-based sequences for generating
grammatically correct and natural utterances.

Figure 1, borrowed from (Britz et al., 2017),
provides an overview of the framework. While
many options are configurable (number of lay-
ers, unidirectional vs bidirectional encoder, addi-
tive vs multiplicative attention mechanism, GRU
(Cho et al., 2014) vs LSTM cells (Hochreiter and
Schmidhuber, 1997), etc.), the core architecture is
common to all models. This is by now a pretty
standard attention-based encoder-decoder archi-

2https://github.com/google/seq2seq .

tecture based on (Bahdanau et al., 2015; Luong
et al., 2015). The encoder RNN embeds each of
the source words (in our case, characters) into vec-
tors exploiting the hidden states computed by the
RNN. The decoder RNN predicts the next word
(resp. character) based on its current hidden state,
previous character, and also based on the “context”
vector ci, which is an attention-based weighted av-
erage of the embeddings of the source words (resp.
characters).

3 Experiments

3.1 Dataset

(Novikova et al., 2016) explain the protocol fol-
lowed for crowdsourcing the E2E NLG Challenge
dataset. Slightly different from the description
in the article, there are two additional slots in
the dataset: ‘kidsFriendly’ and ‘children-friendly’
which seem to be alternates for ‘familyFriendly’.
Thus, there are in total 10 slots (in decreasing or-
der of frequency of being mentioned in the dataset
MRs): name (100%), food (83%), customer rating
(68%), priceRange (68%), area (60%), eatType
(51%), near (50%), familyFriendly (25%), kids-
Friendly (19%), children-friendly (19%). Also,
the number of active slots in the MRs varies as:
3 (5%), 4 (17%), 5 (19%), 6 (19%), 7 (16%), 8
(4%).

3.2 Implementation

The tf-seq2seq toolkit (Britz et al., 2017) trains on
pairs of sequences presented in parallel text format
(separate source and target sequence files).3 4

Taking cue from recommended configurations
in Table 7 of (Britz et al., 2017) and the provided
example configs in tf-seq2seq, we experimented
with different numbers of layers in the encoder and
decoder as well as different beam widths, while
using the bi-directional encoder along with “ad-
ditive” attention mechanism. As also observed

3We cleaned the E2E NLG Challenge data as there were a
few erroneous newline characters (Line 603 in devset.csv as
well as 30048 in trainset.csv). There were different character
encodings for MR and RF, which we uniformized to utf-8.
Also, there were a few wrongly encoded characters (such as
on line 23191 in trainset.csv). We normalized these charac-
ters, after which there remained only two non-ascii charac-
ters: £ and é. Note: since submission, these issues have been
corrected in the updated version of the Challenge data.

4Code for processing of the data, conversion to paral-
lel text format as well as our configuration files for the tf-
seq2seq model can be found at: https://github.com/
shubhamagarwal92/sigdialSubmission/
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Model
Specification

Beam
Width

Length
Penalty Depth (Number of layers )

Encoder 1 1 2 4 4
Decoder 1 2 2 4 4
Cell Unit GRU GRU GRU GRU LSTM

Greedy Search 20.94 22.59 23.5 23.84 23.98

Beam
Search

Beam 5 0.0 15.85 22.47 21.76 22.73 20.15
Beam 10 0.0 14.5 21.4 19.98 21.15 18.88
Beam 20 0.0 13.48 20.18 18.5 19.94 17.93
Beam 5 1.0 20.64 24.77 24.67 24.94 23.87
Beam 10 1.0 21 25.05 24.88 24.69 24.27
Beam 20 1.0 21.27 25.4 24.96 24.6* 24.05

Table 1: BLEU scores on devset with different configuration: varying the depth of both encoder and decoder RNNs, type of
cell unit, different beam width and length penalty. (Results reported for only a single experiment with training and prediction.)

by Britz et al. (2017), using a non-null “length-
penalty” (alias length normalization (Wu et al.,
2016)), significantly improved decoding results.

3.3 Results

We report the BLEU scores5 for different config-
urations of the seq2seq model in Table 1. In our
initial experiments, using a beam-width 5 (with no
length penalty), with 4 layers in both the encoder
and decoder and GRU cells, showed the best re-
sults in terms of BLEU (score of 24.94).

We observed significant improvements using
length penalty 1, and decided to use this archi-
tecture as a basis for human evaluations, with a
beam-width 20 to facilitate the observation of or-
acles. These evaluations were thus conducted on
model [encoder 4 layers, decoder 4 layers, GRU
cell, beam-width 20, length penalty 1] (starred in
Table 1), though we found slightly better perform-
ing models in terms of BLEU at a later stage.

4 Evaluation

The human evaluations were performed by two an-
notators on the top 20 predictions of the previously
discussed model, for the first 100 MRs of the de-
vset, using the following metrics:

1. Semantic Adequacy
a) Omission [1/0]: information present in
the MR that is omitted in the predicted utter-
ance (1=No omission, 0=Omission). b) Ad-
dition [1/0]: information in the predicted ut-
terance that is absent in the MR (1=No ad-
dition, 0=Addition). c) Repetition [1/0]: re-
peated information in the predicted utterance

5Calculated using multi-bleu perl script bundled with tf-
seq2seq. Note that these results were computed on the origi-
nal version of Challenge devset (updated recently) which did
not group the references associated with the same MR, possi-
bly resulting in lower scores than when exploiting multi-refs.

(1=No repetition, 0=Repetition).
2. Linguistic Quality

a) Grammar [1/0]: (1=Grammatically cor-
rect, 0=incorrect). Note: one annotator pun-
ished the model even for (rare) mistakes of
punctuation. b) Naturalness [2/1/0]: subjec-
tive score to measure the naturalness of the
utterance (2 being best). c) Comparison to
reference [1/0/-1]: subjective score compar-
ing the prediction with the crowdsourced RF.
(‘vsRef’ in the Table 2, 1=Prediction better
than RF, 0=Prediction at par with RF, -1=RF
better than prediction).

3. Oracle [1/0/-1]: 1 if the first prediction is an
“oracle” (i.e. considered as perfect, see sec-
tion 1), 0 when the oracle is found in the top
20, and -1 when no oracle is found there.

5 Analysis

We show a few examples of utterances (predic-
tions in first position, i.e. most probable) produced
by our model, for discussion.6

1. [MR]: name[The Punter], customer rating[high],
area[riverside], kidsFriendly[yes]
[RF]: In riverside area, there is The Punter, which is
high rated by customers and kids are friendly.
[Pred]: The Punter is a kid friendly restaurant in the
riverside area with a high customer rating.

2. [MR]: name[The Golden Palace], eatType[coffeee
shop], food[Japanese], priceRange[£20-25],
customer rating[high], area[riverside]
[RF]: For highly-rated Japanese food pop along to The
Golden Palace coffee shop. Its located on the riverside.
Expect to pay between 20-25 pounds per person.
[Pred]: The Golden Palace is a coffee shop providing
Japanese food in the £20-25 price range. It is located
in the riverside area.

6Some more examples can be found in Table 4.
The full list of human annotated examples, including
the 20-best predictions and oracles, can be found at
https://docs.google.com/spreadsheets/d/
1wMu42g8bzyFxBUJ33QIdkqN3md3281pg6rLGrnDbEIE/
edit?usp=sharing.
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Ann O(1/0) A(1/0) R(1/0) G(1/0) N(2/1/0) vsRef(1/0/-1) Or(1/0/-1)
Ann 1 51/49 100/0 97/3 93/7 85/13/2 46/16/38 50/18/32
Ann 2 51/49 100/0 98/2 98/2 80/18/2 29/36/35 51/18/31
Mean 51/49 100/0 97.5/2.5 95.5/4.5 82.5/15.5/2 37.5/26/36.5 50.5/18/31.5

Table 2: Human annotations for 100 samples using different metrics defined in Sec. 4. O (Omission), A (Addition), R (Repe-
tition) and G (Grammar) are on binary scale. Naturalness is measured as (2/1/0) and Oracle as (1/0/-1). Predictions were also
judged against the reference on a scale of (1/0/-1).

Slots DA Or@1 Or No Or
3 1(1%) 1(100%) 0(0%) 0(0%)
4 29(29%) 24(83%) 3(10%) 2(7%)
5 25(25%) 13(48%) 6(24%) 6(28%)
6 29(29%) 11(34%) 5(17%) 13(48%)
7 11(11%) 1(9%) 3(27%) 7(64%)
8 5(5%) 1(20%) 1(20%) 3(60%)

Total 100 51 18 31

Table 3: Human annotations for different slots using beam-
width 20. ‘Or@1’ represents the presence of an ‘oracle’ at
first position while ‘Or’ represents the presence of ‘Oracle’
(desirable) in the top-20 predictions. Cases where no oracle
was found are marked as ‘No Or’.

3. [MR]: name[Strada], food[Fast food], priceRange
[moderate], customer rating[1 out of 5],
kidsFriendly[no], near [Rainbow Vegetarian Cafe]
[RF]: Strada is a Fast food restaurant near the Rain-
bow Vegetarian caffe which has a moderate customer
rating of 1 out of 5 for a non Kids friendly restaurant
[Pred]: Strada is a moderately priced fast food restau-
rant in the moderate price range. It is located near
Rainbow Vegetarian caffe.

Among the utterances produced by the model in
first position (Pred), the most prominent issue was
that of omissions (underlined in example 2). There
were no additions or non-words (which was one of
the primary concerns for (Goyal et al., 2016)). We
observed only a couple of repetitions which were
actually accompanied by omission of some slot(s)
in the same utterance (repetition highlighted in
bold in example 3). Surprisingly enough, we ob-
served a similar issue of omissions in human ref-
erences (target for our model). We then decided to
perform comparisons against the human reference
(‘vsRef’ in Table 2). Often, the predictions were
found to be semantically or grammatically better
than the human reference; for example observe the
underlined portion of the reference in the first ex-
ample. The two annotators independently found
the predictions to be mostly grammatically correct
as well as natural (to a slighty lesser extent).7

A general feeling of the annotators was that the
7Annotator-1 was more severe in highlighting even the

(rare) punctuation issues as grammatical mistakes. There was
also a slight disagreement with Annotator-2 being more se-
vere than Annotator-1 when assessing the references against
the predictions.

predictions, while showing a significant amount
of linguistic diversity and naturalness, had a ten-
dency to respect grammatical constraints better
than the references; the crowdsourcers tended to
strive for creativity, sometimes not supported by
evidence in the MR, and often with little concern
for linguistic quality; it may be conjectured that
the seq2seq model, by “averaging” over many lin-
guistically diverse and sometimes incorrect train-
ing examples, was still able to learn what amounts
to a reasonable linguistic model for its predictions.

We also investigate whether we could find an
‘oracle’ (perfect solution as defined in section 1) in
the top-20 predictions and observed that in around
70% of our examples the oracle could be found
in the top results (see Table 3), very often (51%)
at the first position. In the rest 30% of the cases,
even the top-20 predictions did not contain an or-
acle. We found that the presence of an oracle was
dependent on the number of slots in the MR. When
the number of slots was 7 or 8, the presence of
an oracle in the top predictions decreased signif-
icantly to approximately 40%. In contrast, with
4 slots, our model predicted an oracle right at the
first place for 83% of the cases.

6 Conclusion

We employed the open source tf-seq2seq frame-
work for training a char2char model on the E2E
NLG Challenge data. This could be done with
minimal effort, without requiring delexicalization,
lowercasing or even tokenization, by exploiting
standard options provided with the framework.

Human annotators found the predictions to have
great linguistic quality, somewhat to our surprise,
but also confirming the observations in (Karpathy,
2015). On the adequacy side, omissions were the
major drawback; no hallucinations were observed
and only very few instances of repetition. We hope
our results and annotations can help understand
the dataset and issues better, while also being use-
ful for researchers working on the challenge.
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Slots Type Utterance

3

MR name[Blue Spice], priceRange[£20-25], area[riverside]

RF Blue Spice has items in the £20-25 price range and is in riverside.

Pred Blue Spice is located in the riverside area with a price range of £20-25.

4

MR name[The Punter], customer rating[high], area[riverside], kidsFriendly[yes]

RF In riverside area, there is The Punter, which is high rated by customers and kids are friendly.

Pred The Punter is a kid friendly restaurant in the riverside area with a high customer rating.

5

MR name[Green Man], eatType[pub], food[English], area[city centre], near[Cafe Rouge]

RF Green Man is a pub that can be found in the city centre, near caffe Rouge and serves English-style food.

Pred Green Man is an English pub located in the city centre near caffe Rouge.

6

MR
name[The Golden Palace], eatType[coffeee shop], food[Japanese], priceRange[£20-25],

customer rating[high], area[riverside]

RF
For highly-rated Japanese food pop along to The Golden Palace coffee shop. Its located on the riverside.

Expect to pay between 20-25 pounds per person.

Pred
The Golden Palace is a coffee shop providing Japanese food in the £20-25 price range. It is

located in the riverside area.

7

MR
name[The Rice Boat], food[Chinese], priceRange[cheap], customer rating[average], area[city centre],

familyFriendly[no], near[Express by Holiday Inn]

RF The Rice Boat is a not family friendly,cheap, average rated Chinese food restaurant near Express by Holiday Inn.

Pred
The Rice Boat provides Chinese food in the cheap price range. It is located in the city centre near Express

by Holiday Inn. Its customer rating is average.

8

MR
name[The Eagle], eatType[coffeee shop], food[Japanese], priceRange[moderate], customer rating[1 out of 5],

area[riverside], kidsFriendly[yes], near[Burger King]

RF
There is a one star mid priced family friendly coffee shop The Eagle near Burger King in the City centre. It offers

Chinese food.

Pred
The Eagle is a kid friendly Japanese coffee shop in the riverside area near Burger King. It has a moderate price range

and a customer rating of 1 out of 5.

Table 4: Sample predictions. For the first MR of each arity (3 to 8) in the devset, we show the best prediction of the model (the
starred one in Table 1), along with the RF. Omissions of semantic material are highlighted in bold.

Acknowledgments We thank Éric Gaussier,
Chunyang Xiao, and Matthias Gallé for useful
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Abstract

For estimating the Interaction Quality (IQ)
in Spoken Dialogue Systems (SDS), the
dialogue history is of significant impor-
tance. Previous works included this infor-
mation manually in the form of precom-
puted temporal features into the classifi-
cation process. Here, we employ a deep
learning architecture based on Long Short-
Term Memories (LSTM) to extract this
information automatically from the data,
thus estimating IQ solely by using cur-
rent exchange features. We show that it
is thereby possible to achieve competitive
results as in a scenario where manually
optimized temporal features have been in-
cluded.

1 Introduction

The increasing complexity of Spoken Dialogue
Systems (SDS) and the requirements that come
with this progress made automatized recognition
and modeling of user states crucial to ensure natu-
ral and user adaptive interaction. User Satisfac-
tion (US) is one important part of such a state.
On the dialogue level (i.e. after the interaction is
complete), it provides a measure for the interac-
tion and allows to compare different SDS (Walker
et al., 1997) or to learn appropriate dialogue strate-
gies (Walker, 2000; Ultes et al., 2017a). However,
if US is available in each turn, it can also be used
for user adaptation (Ultes et al., 2011, 2012, 2016,
2014a).

In the scope of this work we focus on the Inter-
action Quality (IQ) as a turn-wise approach to US
and propose a deep learning architecture to esti-
mate it solely using exchange parameters1. In do-
ing so, we show that with the proposed approach,

1An exchange is a system turn followed by a user turn.

manually optimized, pre-computed temporal in-
formation (as employed in previous work) is no
longer required.

Diverse approaches for estimating the US were
already proposed, including n-gram models (Hara
et al., 2010) and Hidden Markov Models (Hi-
gashinaka et al., 2010a; Engelbrech et al., 2009)
in different scenarios. Although the results were
above the random baseline, the respective im-
provement was only minor. As it was discussed by
Higashinaka et al. (2010b), one difficulty of this
task lies in the subjective nature of US since it de-
pends on the appreciation of the user.

IQ is a more objective approach to US that relies
on the rating of experts instead of users (Schmitt
and Ultes, 2015) and thus closes the gap between
subjective valuation and objective criteria. The re-
spective rating is given on a scale between 1 (ex-
tremely unsatisfied) and five (satisfied) after lis-
tening to audio records of the dialogue in ques-
tion. A detailed study on the correlation between
the IQ and a measure of the real US was provided
by Ultes et al. (2013) and various approaches
including Hidden Markov Models (Ultes et al.,
2014b; Ultes and Minker, 2014), Support Vector
Machines (Schmitt et al., 2011; Ultes and Minker,
2013), Ordinal Regression (El Asri et al., 2014)
and Recurrent Neural Networks (Pragst et al.,
2017) have been employed to estimate the IQ from
exchange parameters. Although the results show a
significant improvement to alternative approaches,
the classification relies in each case on precom-
puted features modeling the dialogue history (so
called temporal features).

Despite the good results, using temporal fea-
tures requires insight into the correlations between
the dialogue history and the IQ score as the time-
span covered by the temporal information signifi-
cantly influences the outcome (Ultes et al., 2017b).
The required knowledge about this correlation is
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usually not accessible and likely to be domain de-
pendent thus rendering the respective approaches
inflexible. In contrast, we employ a deep learn-
ing classifier to extract the required temporal in-
formation automatically and show that in doing
so it is possible to achieve competitive results by
only using exchange level parameters. In addition,
we show that findings of previous works regard-
ing the optimal amount of temporal information to
be included may be retrieved in our approach by
slightly varying the input sequences. Finally, the
usability of our proposed architecture in real-life
scenarios is discussed by looking at the percent-
age of usable IQ guesses.

The remainder of this paper is as follows: In
Section 2 we discuss the LSTM based neural net-
work architecture followed by a discussion of the
employed data in Section 3. Section 4 presents the
experiments and results and we close with a brief
conclusion and outlook in Section 5.

2 LSTM-based Interaction Quality
Estimation

Recurrent Neural Networks (RNN) include tem-
poral correlations in the data into the classification
process and are thus suitable for sequential tasks
such as the one at hand. However, common ap-
proaches have shown to be inefficient in learning
long-term dependencies (Bengio et al., 1994) due
to a vanishing (or exploding) gradient. To tackle
this problem, Hochreiter et al. (1997) introduced
an architecture, called Long Short-Term Memory
(LSTM) that allows to preserve temporal informa-
tion, even if the correlated events are separated by
a longer time. Since previous works showed that
long time correlations are of importance for esti-
mating the IQ, we consider LSTM a suitable ap-
proach for the reviewed scenario.

The herein employed architecture is thus built
of a LSTM unit, consisting of two stacked LSTM
cells, followed by a two-layer perceptron unit with
sigmoid activation functions. The latter one is
given as

FMLP : yt → (g2 ◦ g1)(yt) (1)

gi(yt) = sigm(W T
i yt + bi) (2)

whereWi denotes the weight matrix, bi a bias vec-
tor and sigm the element-wise sigmoid function.
A LSTM cell on the other hand can be seen as
function

f : xt, ct−1, ht−1 → ht, ct (3)

with ht the output state, ct the internal cell state
and xt the input of the LSTM at time step t. In a
multilayer scenario, the input of a layer is the out-
put of the previous one. A deeper discussion of the
LSTM architecture including the respective for-
mulas is provided for example in (Zaremba et al.,
2014). The complete LSTM unit can thus be writ-
ten as a function FLSTM that processes a given
input through two LSTM layers and maps it to an
output state yt. Combining this description with
equation 1 yields

zt = (FMLP ◦ σ ◦ FLSTM )(xt) (4)

for the whole net with zt the final IQ mapping of
the input and σ the softmax normalization func-
tion. In the reviewed scenario, each LSTM layer
consisted of 48 nodes whereas the perceptron unit
had 48 nodes in the hidden layer and five nodes in
the output layer. Therefore, the two LSTM layers
are employed to extract the temporal information
whereas the following perceptron layers serve as
classifier that maps the output of the LSTM unit to
the respective IQ scale. The whole net is depicted
in Figure 1 and was implemented using Google’s
Tensorflow library (Abadi et al., 2016). Optimiza-
tion was done by use of the Adaptive Gradient Al-
gorithm (Duchi et al., 2011).

Figure 1: Sketch of the deep learning architec-
ture in use. The left part contains the two stacked
LSTM cells followed by a softmax normalization
unit. The output is fed into a two layer perceptron
with sigmoid activation functions.

3 The LEGO Corpus

To appropriately compare our results, we employ
the LEGO coprus (Schmitt et al., 2012)—the same
corpus as the authors of previous work. It is based
on the ”Let’s Go Bus Information System” of
the Carnegie Mellon university in Pittsburg (Raux
et al., 2006) and consists of 200 dialogues includ-
ing 4884 system-user exchanges. Each exchange
was assigned with features from three instances of
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Figure 2: The three parameter levels including the temporal features of the window and the dialogue
level (Schmitt et al., 2012).

the SDS, namely the Automatic Speech Recog-
nition (ASR), Natural Language Understanding
(NLU) and the Dialogue Manager (DM). Further-
more, the corpus was annotated with an IQ rat-
ing by three experts following specific guidelines
to achieve an objective measure (Schmitt et al.,
2011). In doing so, an inter-annotator agreement
of κ = 0.54 was achieved. For the final IQ score,
the median of all three ratings was taken. To in-
clude temporal features into the corpus, three dif-
ferent interaction levels that are depicted in Fig-
ure 2 were considered:

• The exchange level contains all features re-
garding the current system-user exchange.

• The window level includes counts and means
of numerical exchange level features from the
previous n exchanges, where n is referred to
as window size.

• The dialogue level contains counts and means
of numerical exchange level features from all
previous exchanges.

The term temporal features thus refers to features
of the window and dialogue level. The influence
of these two additional levels as well as the choice
of n on the automatized estimation of the IQ were
studied (Ultes et al., 2017b) and serve as a baseline
for this work.

4 Experiments and Results

In this section we discuss the results of the em-
ployed classifier in estimating the IQ for the anno-
tated LEGO corpus. To distinguish the contribu-
tion of the parameters derived from different SDS
instances to the IQ, three feature sets were em-
ployed that consisted of features assigned to the
ASR, the DM and both:

ASR: ASRRecognitionStatus (string, status of the
ASR), Modality (string, input modality of
the user, either speech or dtmf ), ExMo

(string, expected modality of the user in-
put, either speech, dtmf, both or none), AS-
RConfidence (float, confidence score of the
ASR), Barged-In? (boolean, true if sys-
tem was interrupted by the user), UnExMo?
(boolean, true if the actual input modality
did not match the expected one), WPUT (in-
teger, words per user turn), UTD (float, ut-
terance turn duration)

DM: ActivityType (string, type of activity), Role-
Name (string, function of the system turn),
RePromt? (boolean, true if the current turn
is a repromt), WPST (integer, words per
system turn), DD (float, dialogue duration),
RoleIndex (integer, tries necessary to get a
desired response from the user)

Parameters that are either constant or task-related
were discarded, including the two features from
the NLU. To represent all parameters as a numer-
ical input vector, non-numerical features were en-
coded in a one-hot vector. As in previous work, we
used 10-fold cross validation to evaluate the out-
comes. The results are compared in terms of Un-
weighted Average Recall2 (UAR), Cohen’s (lin-
early weighted) Kappa (Cohen, 1968) and Spear-
man’s Rho (Spearman, 1904) to the ones achieved
by Ultes et al. (2017b) with the best window size
n = 9, the full feature set and a Support Vector
Machine (SVM). Our results as well as the base-
line value are shown in Table 1. For all three
measures, the results with the full feature set are
competitive to the baseline. Whereas the UAR is
slightly below the reference value, κ and ρ show
a small improvement. The results for the two sub-
sets are visibly below the baseline for both UAR
and κ whereas the DM value of ρ equals the re-
spective reference value. Moreover, the DM fea-
tures yield better results than the ASR features
and thus contribute more to the overall IQ value,

2The arithmetic average of all class-wise recalls.
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features #TF UAR κ ρ

LSTM ASR+DM 0 0.548 0.684 0.832

LSTM ASR 0 0.502 0.636 0.796
LSTM DM 0 0.516 0.654 0.812

SVM ASR+DM 25 0.549 0.679 0.812

Table 1: The results of the LSTM approach
in comparison to the SVM baseline (Ultes et al.,
2017b), including the number of handcrafted tem-
poral features in use (#TF) for each scenario.

which is in line with the outcomes of previous
work (Ultes et al., 2015). It is stressed that none of
the feature sets employed for the LSTM uses hand-
crafted temporal features nor needs them. Thus,
we conclude that our approach is indeed capa-
ble of extracting the required temporal informa-
tion automatically.

In addition, we investigate the temporal infor-
mation extracted by the trained classifier by mea-
suring the impact of one system-user exchange
on following estimates. This allows a compari-
son of the extracted information in the herein dis-
cussed scenario with the manually set window size
in previous work. To this end, we replaced the
input vector of the second system-user exchange
e2 in each dialogue Di = (ei1, e

i
2, .., e

i
L) of the

corpus {D1, ..., DM} by the input associated with
one out of 20 randomly picked exchanges ejr (j ∈
{1, . . . ,M}) with assigned IQ value of 1. The
modified dialogues

D̃i = (ei1, e
j
r, ..., e

i
L) (5)

were then fed through a trained model of the 10-
fold cross validation and the results were com-
pared to the ones achieved with the original data
by computing the sum of the absolute errors of
each class. This was repeated for all 20 random
picks and all 10 models (we employed different
random picks for each model). The mean of this
error over all dialogues, all trained models and all
random picks for the replaced exchange was de-
termined and is shown as a function of the system-
user exchange number in Figure 3. This error indi-
cates the impact one exchange has on the IQ esti-
mate of following exchanges. We see that from
exchange number 9 to exchange number 12 the
error clearly decreases. A comparison with the
referenced work shows that this drop is in the
same range as the optimal window size n = 9
(that would correspond to exchange number 11).

0.3

0.5

0.7

0 5 10 15 20

err

#ex

Figure 3: Mean error caused by the replacement
of the second system-user exchange by a random
picked exchange as a function of the exchange
number.

Therefore the impact of the exchange in question
is decreased in the same range as in a scenario
were this impact is controlled manually. This in-
dicates that similar temporal information that was
employed therein is automatically extracted by our
architecture.

In many classification scenarios, the classes are
not ordered which means that in the case of a
wrong guess it is irrelevant which class was cho-
sen. However, as the IQ is an ordered scale, the
distance of the wrong guess to the real class is
of interest, especially in view of the application.
We therefore compute the amount of guesses in
which the classification was wrong only by one
point (e.g. an instant of IQ 1 classified as IQ 2
or vice versa). This percentage δ can be derived
directly from the confusion matrix C as

δ =
1
N

(
K−1∑
k=1

Ck,k+1 +
K∑

k=2

Ck,k−1) (6)

with N the number of total entries of C and K
the number of classes, i.e. the dimension of C.
Adding this value to the Accuracy (ACC) gives a
percentage of usable guesses of the classifier. The
results for the architecture used in this work and
the best feature set (ASR + DM) are ACC=0.57
and δ=0.37, resulting in a sum of 0.94. In other
words, considering a real-life scenario, 94% of the
classifiers guesses could be used, for example for
user adaptation. Again, these results are compared
to the ones achieved with a SVM and the setup
of (Ultes et al., 2017b) with a sum of 0.91. Evi-
dently, the deep learning classifier outperforms the
SVM approach in this metric.

5 Conclusion and Outlook

In this work, we investigated the estimation of the
IQ with a deep learning classifier by only using ex-
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change level parameters. It was shown that by use
of the presented architecture, precomputed tempo-
ral features are no longer required and the IQ can
be estimated with an UAR of 0.548. The results
are competitive to the ones achieved with a SVM
classifier and the whole feature set in earlier work.
In addition, we compared the temporal informa-
tion extracted by the classifier with the optimal
window size from previous work and showed that
our results match previous findings. Finally, the
usability of the employed classifier in applications
was discussed by computing the percentage of us-
able guesses in such a case. The result of 94% is
below the outcome of the 0.91 achieved with the
SVM and a complete feature set. Moreover, since
our approach does not require any domain depen-
dent information, it is much more flexible.

It is reasonable to assume that the difficulty of
estimating the interaction quality and the amount
of temporal information that is required rely on the
complexity of the system and the interaction. Al-
though the herein presented slot filling dialogue is
comparatively basic, the IQ is influenced not only
by technical aspects (e.g., the quality of the speech
recognition) but also by the ability of the system to
react appropriately. This influence is even stronger
in more advanced tasks, where the user satisfac-
tion (and thus the IQ as well) may also depend on
the ability of the system to appropriately react on
the users state including for example emotions and
culture. Although this task differs from the one
addressed here, we assume the presented architec-
ture to be a good starting point for these scenarios
as well due to its above discussed flexibility.

Thus, for future work the performance of this
architecture in different scenarios and systems will
be of interest, especially in systems were the IQ
depends on additional aspects. Moreover, apply-
ing the presented architecture to estimate other
user states or features used for user adaptation is
also in the focus of future work.
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Abstract

DialPort collects user data for connected
spoken dialog systems. At present six sys-
tems are linked to a central portal that di-
rects the user to the applicable system and
suggests systems that the user may be in-
terested in. User data has started to flow
into the system.

1 Introduction

The goal of the DialPort spoken dialog portal is
to gather large amounts of real user data for spo-
ken dialog systems (SDS). Sophisticated statisti-
cal representations in state of the art SDS, require
large amounts of data. While industry has this,
they cannot share this treasure. Academia has dif-
ficulty getting even small amounts of similar data.
With one central portal, connected to many differ-
ent systems, the task of advertising and affording
user access can be done in one centralized place
that all systems can connect to. DialPort provides
a steady stream of data, allowing system creators
to focus on developing their systems. The portal
decides what service the user wants and connects
them to the appropriate system which carries on a
dialog with the user, returning control to the portal
at the end.

DialPort (Zhao et al., 2016) began with a central
agent and the Let’sForecast weather information
system. The Cambridge restaurant system (Gasic
et al., 2015) and a general restaurant system (Let’s
Eat, that handles cities that Cambridge does not
cover) joined the portal. A chatbot, Qubot, was
developed to deal with out-of-domain requests.
Later, more systems connected to the portal. A
flow of users has begun interacting with the por-
tal. Originally envisioned as a website with a list
of the urls of systems a user could try, the portal
has become easier to use, more closely resembling

what users might expect, given their exposure to
the Amazon ECHO1 and Google HOME2, etc. In
order to get a flow of users started, DialPort devel-
opers expanded the number of connected systems
to make the portal offerings more attractive and
relevant. They also made the interface easier to
use. By the end of March 2017, in addition to the
above systems, the portal also included Mr. Clue, a
word game from USC (Pincus and Traum, 2016),
a restaurant opinion bot (Let’s Discuss, CMU),
and a bus information system derived from Let’s
Go (Raux et al., 2005). The portal offers users the
option of typing or talking and of seeing an agent
or just hearing it. With few connected systems in
previous versions it was difficult to assess the por-
tal’s switching mechanisms. The increased num-
ber of systems challenges the portal to make bet-
ter decisions and have better a switching strategy.
It also demands changes in the frequency of rec-
ommendations to connected systems. And it chal-
lenged the nature of the agent: some users prefer
no visual agent; others couldn’t use speech with
the system.

A short history of DialPort DialPort started
with a call for research groups to link their SDS
to the portal and a website listing SDS urls for
users to try out. It quickly evolved into one user-
friendly portal where, all of the SDS are accessed
through one central agent, users being seamlessly
transferred from one system to another. System
connections go through an API that sends them
the ASR result (Chrome at present). The system
was tried out informally (Lee et al., 2017) to deter-
mine whether the portal fulfilled criteria such as:
timely response, correct transfer (to what the user
wanted), and correct recommendation of systems
(not saying for example, you can ask me about

1https://www.amazon.com
2https://madeby.google.com/home/
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restaurants in Cambridge just after the user has fin-
ished talking to that system).

2 External Agents (ESes)

The first assessment of the interface (Lee et al.,
2017) included five External Systems (ESes, that
is, systems that are joined to the portal and are thus
not part of the central portal - they can be from
CMU as well as from other sites): Let’sForecast,
Cambridge SDS on restaurants, Lets Eat; Mr
Clue word game; and Qubot chatbot handling out
of domain requests. Since then, Let’s Go and
Let’sDiscuss, a chatbot that gives restaurant re-
views, have joined. The latter systems, by the
CMU portal group, offer new services hoping to
attract more diverse users and encourage them to
become return users.

Cambridge The Cambridge restaurant informa-
tion system helps users find a restaurant in Cam-
bridge, UK based on the area, the price range
or the food type. The current database has just
over 100 restaurants and is implemented using the
multi-domain statistical dialogue system toolkit
PyDial (Ultes et al., 2017). To connect PyDial
to Dialport, PyDial’s dialogue server interface is
used. It is implemented as an HTTP server ex-
pecting JSON messages from the Dialport client.
The system runs a trained dialogue policy based
on the GP-SARSA algorithm (Gašić et al., 2010).

Mr. Clue Mr. Clue plays a simple word-
guessing game (Pincus and Traum, 2016).
Mr. Clue is the clue-giver and the user plays the
role of guesser. Mr. Clue mines his clues from
pre-existing web and database resources such as
dictionary.com and WordNet. Clue lists used
are only clues that pass an automatic filter de-
scribed in (Pincus and Traum, 2016). The original
Mr. Clue was updated to enable successful com-
munication with Dialport. First, since the origi-
nal Mr. Clue listens for VH messages (a variant of
ActiveMQ messaging used by the Virtual Human
Toolkit (Hartholt et al., 2013), we built an HTTP
server that converts HTTP messages (expected in
JSON format) to VH messages. Second, since Di-
alPort has multiple users in parallel, Mr. Clue was
updated to launch a new agent instance for each
new HTTP session (user) that is directed to the
game from the main DialPort system. Mr. Clue
is always in one of 2 states (in-game or out-game).
The out-game state dialogue is limited to asking if

the user wants to play another round (and offering
to give instructions in the beginning of a session).
The user can use goodbye keyword to exit the sys-
tem at any time. This sends an exit message to Di-
alPort and allowing it to take back control. For its
150 second rounds, timing information is kept on
the back-end and sent to the front-end (DialPort)
in every message. For each new session, the agent
chooses 1 of 77 different pre-compiled clue lists
(each with 10 unique target-words) at random. It
keeps track of which lists have been used for a ses-
sion so a user will never play the same round twice
(for a given session).

Let’sDiscuss LetsDiscuss responds to queries
about a specific restaurant by finding relevant seg-
ments of user reviews. It searches a database
of restaurant reviews obtained from Zomato and
Yelp. We formed a list of general discussion points
for restaurants (service, atmosphere, etc). For each
discussion point, a list of relevant keywords was
compiled using WordNet, thesaurus, and by cat-
egorizing the most frequently words found in re-
views.

Other Systems QuBot, a chatbot from Pohang
University and CMU, is used for out-of-domain
handling. Let’sForecast, from CMU, uses the
NOAA website. Let’s Eat from CMU is based on
Yelp, finding restaurants for cities that Cambridge
does not cover and for Cambridge if that system
is down. Let’s Go, derived from the Let’s Go sys-
tem (Raux et al., 2005), is based on an end-to-end
recurrent neural network structure and a backend
that covers cities other than Pittsburgh.

3 DialPort Platform

In informal trials, some aspects of the portal’s in-
teraction were not effective for some users. This
included the use of speech (as opposed to typ-
ing), the use of a visual agent, the absence of
both graphical and speech response, feedback and
portal behavior. Some ES need graphics to sup-
plement their verbal information. Since Mr Clue
keeps score and timing of users’ answers, its in-
structions and scores are shown on a blackboard.
Let’s Go shows a map with the bus trajectory from
departure to arrival.

Feedback and communication The portal
gives users feedback for: available topics, system
state, and present system state. Skylar doesn’t
interrupt the dialog with a list of topics. Rather
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it suggests one topic every few turns. This
evenly steers users to all of the ES. A banner
at the bottom of the screen reminds users of all
the topics that can be discussed. Another box
indicates the system state in order to avoid user
confusion about who has the floor. It shows, for
example, whether the system is processing the
speech or is still waiting for them to talk. The box
shows:
• idle (either from timeout or from the user

clicking on the box to pause the system);
• listening (this is shown from the instant the

ASR begins to process speech to when it is
finished);
• speaking (from when the TTS begins output

to when it is finished);
• thinking (from when the ASR output is sent

to the NLU to when the DM issues its action).
Finally, the system informs the user of the present
state of the dialog. Do you still want XX
(e.g. Pittsburgh)? reveals that the user preference
for Pittsburgh has not been used for a while, and
Skylar’s forgetting curve is ready to eliminate it.
The dynamic choice of implicit or explicit confir-
mation covers the global dialog state.

3.1 Changes in the portal’s behavior

As more ES join the portal, policies and strategies
have become more flexible. There are two major
changes to the portal’s behavior: ES selection pol-
icy and ES recommendation policy. Starting with
few ESes, each on very different topics, the agent
selection policy simply tried to detect the topic in
the users’ request and select the corresponding ES.
As more ESes connect to the portal, non-trivial re-
lationships among ESes emerge:

1) Dialog context sensitive agent selection: The
optimal choice of ES may depend on discourse
history. For example, Let’sForecast, Cambridge
restaurant and Let’s Eat: after the user has weather
information for city X, they say, recommend a
place to have lunch. Choosing between Let’s Eat
and Cambridge restaurant depends on the value
of city X, because Cambridge restaurant covers
places to eat in Cambridge UK and Let’s Eat cov-
ers other places.

2) Discourse Obligation for Agent selection:
Users have various ways to make requests: request
(tell me xxx), WH-question (what’s the weather
in xx) or Yes/No-question (Is it going to rain?).
A natural dialog should answer a user according

to the way in which they made their earlier re-
quests (Traum and Allen, 1994). For example, the
weather system should produce the natural Yes it’s
going to rain instead of a full weather report, for
the third question above. We thus keep the user’s
initial request intent in the global dialog context
and share it with the relevant ESes.

The recommendation policy has been improved
in two ways: 1) All participating system devel-
opers agreed that Skylar should give ES recom-
mendations on a rotating basis so that all sys-
tems are recommended equally. Skylar no longer
makes a recommendation at the end of each sys-
tem turn. Recommendations are made about ev-
ery four turns and, as mentioned above, are not
for a system that the user recently interacted with.
2) Fine grained recommendation: As more ESes
joined the portal, we began to exploit the related-
ness among ESs in order to generate more targeted
recommendations. For instance, we tuned the pol-
icy to have a higher probability of recommending
the Let’sDiscuss restaurant review function when
users obtain restaurant information by prompting,
do you want to hear a review about this place?

Finally, the NLU has been extended to support
multi-intent multi-domain identification by reduc-
ing the problem to a multi-label classification task
using a one-vs-all strategy. The weighted average
F-1 score for multi-intent and multi-domain clas-
sification is 0.93.

Figure 1: Number of dialog turns over time per ES

4 Go ”Live”

There are several types of portal users. First, the
developers themselves try out the system. Then
they ask friends and family to try it. Users can be
paid. Finally we have users who really need the in-
formation or gaming pleasure. We define two po-
tential types of users (using IP addresses): explor-
ers and real users. Explorers are trying the system
for the first time. They explore several of the ESes,
but they do not have any real gaming or informa-
tion need. Real users have returned to use the por-
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tal, asking for something they need or enjoy. They
may speak to less of the ESes during their visit, but
have some real. The first advertising attempt us-
ing Google AdWords3 attracted few explorers and
no real users. The following factors may explain
why users did not have a dialog with the system:
presence of human study consent form; not using
Chrome browser (solved by making a typing-only
version); user didn’t want any portal services; user
didn’t have a microphone; user didn’t understand
the purpose of the portal (we gave Skylar an open-
ing monologue explaining what the data is for).

4.1 Can DialPort collect data?

The AdWord experience lead us to published a
Facebook page on April 12, 2017. The page was to
attract both explorers and real users through both
organic (friends and friends of friends) and paid
distribution. Despite the short time (4-12 to 4-20)
that it has been published, there have been a to-
tal of 51 dialogs (excluding all dialogs from par-
ticipating research teams). As of April 20, Dial-
Port spent about $52 in advertising to reach 1776
individuals getting 147 page views, 47 likes and
346 engagements (shares or clicks). About 40%
of the clicks were from mobile devices as opposed
to computers. This underlines the need for mobile
versions of DialPort.

The average length of a dialog is 8.7turns (7.18
stdev) and 129.51s (stdev 138.03). There were
14.9% return users, although another person could
be using that computer and some places have au-
tomatic IP assignment. 52.9% of the dialogs were
spoken as opposed to typed. The average ASR de-
lay was 925.03ms. On average, users tried 4.8 sys-
tems per dialog. The distribution of dialog turns
per ES and for the portal over time is shown on
Figure 1. Some systems are getting less use than
others. This will be countered by paid advertising
campaigns that promote each specific system.

5 Conclusion

This paper has presented a novel portal that col-
lects spoken dialog data for connected systems. It
has begun to collect data for the present seven sys-
tems. In order to improve service an audio server
is under construction as are smartphone and tablet
versions. The portal welcomes new external sys-
tems.

3https://adwords.google.com
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Abstract

Conversational interfaces recently gained
a lot of attention. One of the reasons
for the current hype is the fact that chat-
bots (one particularly popular form of con-
versational interfaces) nowadays can be
created without any programming knowl-
edge, thanks to different toolkits and so-
called Natural Language Understanding
(NLU) services. While these NLU ser-
vices are already widely used in both, in-
dustry and science, so far, they have not
been analysed systematically. In this pa-
per, we present a method to evaluate the
classification performance of NLU ser-
vices. Moreover, we present two new cor-
pora, one consisting of annotated ques-
tions and one consisting of annotated
questions with the corresponding answers.
Based on these corpora, we conduct an
evaluation of some of the most popular
NLU services. Thereby we want to enable
both, researchers and companies to make
more educated decisions about which ser-
vice they should use.

1 Introduction

Long before the terms conversational interface
or chatbot were coined, Turing (1950) described
them as the ultimate test for artificial intelligence.
Despite their long history, there is a recent hype
about chatbots in both, the scientific community
(cf. e.g. Ferrara et al. (2016)) and industry (Gart-
ner, 2016). While there are many related rea-
sons for this development, we think that three key
changes were particularly important:

• Rise of universal chat platforms (like Tele-
gram, Facebook Messenger, Slack, etc.)

• Advances in machine learning (ML)

• Natural Language Understanding (NLU) as a
service

In this paper, we focus on the latter. As we
will show in Section 2, NLU services are already
used by a number of researchers for building con-
versational interfaces. However, due to the lack
of a systematic evaluation of theses services, the
decision why one services was prefered over an-
other, is usually not well justified. With this paper,
we want to bridge this gap and enable both, re-
searchers and companies, to make more educated
decisions about which service they should use. We
describe the functioning of NLU services and their
role within the general architecture of chatbots.
We explain, how NLU services can be evaluated
and conduct an evaluation, based on two different
corpora consisting of nearly 500 annotated ques-
tions, of the most popular services.

2 Related Work

Recent publications have discussed the usage of
NLU services in different domains and for differ-
ent purposes, e.g. question answering for localized
search (McTear et al., 2016), form-driven dialogue
systems (Stoyanchev et al., 2016), dialogue man-
agement (Schnelle-Walka et al., 2016), and the in-
ternet of things (Kar and Haldar, 2016).

However, none of these publications explicitly
discuss, why they choose one particular NLU ser-
vice over another and how this decision may have
influenced the performance of their system and
hence their results. Moreover, to the best of our
knowledge, so far there exists no systematic evalu-
ation of a particular NLU service, let alone a com-
parison of multiple services.

Dale (2015) lists five NLP cloud services and
describes their capabilities, but without conduct-
ing an evaluation. In the domain of spoken dialog
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systems, similar evaluations have been conducted
for automatic speech recognizer services, e.g. by
Twiefel et al. (2014) and Morbini et al. (2013).

Speaking about chatbots in general, Shawar and
Atwell (2007) present an approach to conduct end-
to-end evaluations, however, they do not take into
account the single elements of a system. Resnik
and Lin (2010) provide a good overview and eval-
uation of Natural Language Processing (NLP) sys-
tems in general. Many of the principals they
apply for their evaluation (e.g. inter-annotator
agreement and partitioning of data) play an impor-
tant role in our evaluation too. A comprehensive
and extensive survey of question answering tech-
nologies was presented by Kolomiyets and Moens
(2011). However, there has been a lot of progress
since 2011, including the here presented NLU ser-
vices.

One of our two corpora was labelled using
Amazon Mechanical Turk (AMT, cf. Section
5.2), while there have been long discussions about
whether or not AMT can replace the work of ex-
perts for labelling linguistic data, the recent con-
sensus is that, given enough annotators, crowd-
sourced labels from AMT are as reliable as ex-
pert data. (Snow et al., 2008; Munro et al., 2010;
Callison-Burch, 2009)

3 Chatbot Architecture

In order to understand the role of NLU services
for chatbots, one first has to look at the general ar-
chitecture of chatbots. While there exist different
documented chatbot architectures for concrete use
cases, no universal model of how a chatbot should
be designed has emerged yet. Our proposal for a
universal chatbot architecture is shown in Figure
1. It consists of three main parts: Request Inter-
pretation, Response Retrieval and Message Gener-
ation. The Message Generation follows the classi-
cal Natural Language Generation (NLG) pipeline
described by Reiter and Dale (2000). In the con-
text of Request Interpretation, a “request” is not
necessarily a question, but can also be any user in-
put like “My name is John”. Equally, a “response”
to this input could e.g. be “What a nice name”.

4 NLU Services

The general goal of NLU services is the extraction
of structured, semantic information from unstruc-
tured natural language input, e.g. chat messages.
They mainly do this by attaching user-defined la-

bels to messages or parts of messages. At the time
of writing, among the most popular NLU services
are:

• LUIS1

• Watson Conversation2

• API.ai3

• wit.ai4

• Amazon Lex5

Moreover, there is a popular open source alter-
native which is called RASA6. RASA offers the
same functionality, while lacking the advantages
of cloud-based solutions (managed hosting, scal-
ability, etc). On the other hand, it offers the typi-
cal advantages of self-hosted open source software
(adaptability, data control, etc).

Table 1 shows a comparison of the basic func-
tionality offered by the different services. All of
them, except for Amazon Lex, share the same
basic concept: Based on example data, the user
can train a classifier to classify so-called intents
(which represent the intent of the whole message
and are not bound to a certain position within the
message) and entities (which can consist of a sin-
gle or multiple characters).

Service Intents Entities Batch import
LUIS + + +
Watson + + +
API.ai + + +
wit.ai + + O
Lex + O -
RASA + + +

Table 1: Comparison basic functionality of NLU
services

Figure 2 shows a labelled sentence in the LUIS
web interface. The intent of this sentence was
classified as FindConnection, with a confidence of
97%. The labelled entities are: (next, Criterion),
(train, Vehicle), (Universität, StationStart), (Max-
Weber-Platz, StationDest). Amazon Lex shares

1https://www.luis.ai
2https://www.ibm.com/watson/

developercloud/conversation.html
3https://www.api.ai
4https://www.wit.ai
5https://aws.amazon.com/lex
6https://www.rasa.ai
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Figure 1: General Architecture for Chatbots

the concept of intents with the other services, but
instead of entities, Lex is using so-called slots,
which are not trained by concrete examples, but
example patterns like “When is the {Criterion}
{Vehicle} to {StationDest}”. Moreover, all ser-
vices, except for Amazon Lex, also offer an export
and import functionality which uses a json-format
to export and import the training data. While wit.ai
offers this functionality, as of today, it only works
reliably for creating backups and restoring them,
but not importing new data7.

Figure 2: Labelled sentence with intent and enti-
ties in Microsoft LUIS

When it comes to the core of the services,
the machine learning algorithms and the data on
which they are initially trained, all services are
very secretive. None of them gives specific infor-
mation about the used technologies and datasets.

7cf. e.g. https://github.com/wit-ai/wit/
issues?q=is%3Aopen+is%3Aissue+label%
3Aimport

The exception in this case is, of course, RASA,
which can either use MITIE (Geyer et al., 2016)
or spaCy (Choi et al., 2015) as ML backend.

5 Data Corpus

Our evaluation is based on two very different
data corpora. The Chatbot Corpus (cf. Sec-
tion 5.1) is based on questions gathered by a
Telegram chatbot in production use, answering
questions about public transport connections.
The StackExchange Corpus (cf. Section 5.2)
is based on data from two StackExchange8

platforms: ask ubuntu9 and Web Applications10.
Both corpora are available on GitHub under the
Creative Commons CC BY-SA 3.0 license11:
https://github.com/sebischair/
NLU-Evaluation-Corpora.

5.1 Chatbot Corpus

The Chatbot Corpus consists of 206 questions,
which were manually labelled by the authors.
There are two different intents (Departure Time,

8https://www.stackexchange.com
9https://www.askubuntu.com

10https://webapps.stackexchange.com
11https://creativecommons.org/licenses/

by-sa/3.0/

176



Find Connection) in the corpus and five different
entity types (StationStart, StationDest, Criterion,
Vehicle, Line). The general language of the ques-
tions was English, however, mixed with German
street and station names. Example entries from
the corpus can be found in Appendix A.1. For
the evaluation, the corpus was split into a train-
ing dataset with 100 entries and a test dataset with
106 entries.

43% of the questions in the training dataset be-
long to the intent Departure Time and 57% to Find
Connection. The distribution for the test dataset
is 33% (Departure Time) and 67% (Find Connec-
tion). Table 2 shows how the different entity types
are distributed among the two datasets. While
some entity types occur very often, like Station-
Start, some occur very rarely, especially Line. We
do this differentiation to evaluate, if some services
handle very common, or very rare, entity types
better than others.

While in this corpus, there are more tagged enti-
ties in the training dataset than in the test dataset, it
is the other way round in the other corpus, which
will be introduced in the next section. Although
one might expect that this leads to better results,
the evaluation in Section 7 shows that this is not
necessarily the case.

Entity Type training test Σ
StationStart 91 102 193
StationDest 57 71 128
Criterion 48 34 82
Vehicle 50 35 85
Line 4 2 6
Σ 250 244 494

Table 2: Entity types within the chatbot corpus

5.2 StackExchange Corpus

For the generation of the StackExchange corpus,
we used the StackExchange Data Explorer12. We
choose the most popular questions (i.e. questions
with the highest scores and most views), from the
two StackExchange platforms ask ubuntu and Web
Applications, because they are likely to have a bet-
ter linguistic quality and a higher relevance, com-
pared to less popular questions. Additionally, we
used only questions with an accepted, i.e. correct,
answer. Although we did not use the answers in

12https://data.stackexchange.com

our evaluation, we included them in our corpus,
in order to create a corpus that is not only useful
for this particular evaluation, but also for research
on question answering in general. In this way, we
gathered 290 questions and answers in total, 100
from Web Applications and 190 from ask ubuntu.

The corpus was labelled with intents and enti-
ties using Amazon Mechanical Turk (AMT). Each
question was labelled by five different workers,
summing up to nearly 1,500 datapoints.

For each platform, we created a list of can-
didates for intents, which were extracted from
the labels (i.e. tags) assigned to the questions
by StackExchange users. For each question, the
AMT workers were asked to chose one of these
intents or “None”, if they think no candidate is fit-
ting.

For ask ubuntu, the possible intents were:
“Make Update”, “Setup Printer”, “Shutdown
Computer”, and “Software Recommendation”.

For Web Applications, the candidates were:
“Change Password”, “Delete Account”, “Down-
load Video”, “Export Data”, “Filter Spam”, “Find
Alternative”, and “Sync Accounts”.

Similarly, a set of entity type candidates were
given. By marking parts of the questions with
the mouse, workers could assign these entity
types to words (or characters) within the ques-
tion. For Web Applications the possible entity
types were: “WebService”, “OperatingSystem”
and “Browser”. For ask ubuntu, they were: “Soft-
wareName”, “Printer”, and “UbuntuVersion”.

Moreover, workers were asked to state how con-
fident they are in their assessment: very confident,
somewhat confident, undecided, somewhat uncon-
fident, or very unconfident.

For the generation of the annotated, final cor-
pus, only submissions with a confidence level of
“undecided” or higher were taken into account.
A label, no matter if intent or entity, was only
added to the corpus if the inter-annotator agree-
ment among those confident annotators was 60%
or higher. If no intent could be found for a ques-
tion, satisfying these criteria, this question was not
added to the corpus. The final corpus was also
checked for false positives by two experts, but non
were found. Therefore the final corpus consists of
251 entries, 162 from ask ubuntu and 89 from Web
Applications. Example entries from the corpus are
shown in Appendix A.2.

For the evaluation, we also split this corpus.
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Four datasets were separated, one for training and
one for testing, for each platform. The distribution
of intents among these datasets is shown in Table
3, the distribution of entity types is shown in Ta-
ble 4. Again, we do this differentiation to compare
the classification results for frequently and rarely
occurring intents and entity types.

Intent training test Σ
ChangePassword 2 6 8
DeleteAccount 7 10 17
DownloadVideo 1 0 1
ExportData 2 3 5
FilterSpam 6 14 20
FindAlternative 7 16 23
SyncAccounts 3 6 9
None 2 4 6
Σ 30 54 84

(a) Web Applications datasets

Intent training test Σ
MakeUpdate 10 37 47
SetupPrinter 10 13 23
ShutdownComputer 13 14 27
S.Recommendation 17 40 57
None 3 5 8
Σ 53 109 162

(b) ask ubuntu datasets

Table 3: Intents within StackExchange corpus

dataset Entity Type training test Σ

web apps

WebService 33 64 97
OS 1 0 1
Browser 1 0 1
Σ 35 64 99

ubuntu

Printer 8 12 20
Software 3 4 7
Version 24 78 102
Σ 35 94 129

Table 4: Entity types within the StackExchange
corpus

6 Experimental Design

In order to compare the performance of the differ-
ent NLU services, we used the corpora described
in Section 5. We used the respective training

datasets to train the NLU services LUIS, Watson
Conversation, API.ai, and RASA. Amazon Lex
was not included in this comparison because, as
mentioned in Section 4, it does not offer a batch
import functionality, which is crucial in order to
effectively train all services with the exact same
data. For the same reason, wit.ai was also ex-
cluded from the experiment. While it does offer an
import option, currently, it only works reliable for
data which was created through the wit.ai webin-
terface and not altered, or even created, manually.

Afterwards, the test datasets were sent to the
NLU services and the labels created by the ser-
vices were compared against our human created
gold standard. For training, we used the batch im-
port interfaces, offered by all compared services,
in this way it was not only possible to train all dif-
ferent services relatively fast, despite many hun-
dred individual labels, it also guaranteed, that all
services are fed with exactly the same data. Since
the data format differs from service to service, we
used a Python script to automatically convert the
training datasets from the format shown in the Ap-
pendix to the respective data format of the ser-
vices. For retrieving the results for the test datasets
from the NLU services, their respective REST-
APIs were used.

In order to evaluate the results, we calculated
true positives, false positives, and false negatives,
based on exact matches. Based on this data, we
computed precision and recall as well as F-score
for single intents, entity types, and corpora, as well
as overall results. We will say one service is better
than another if it has a higher F-score.

6.1 Hypotheses

Before the conduction of the experiment, we had
three main hypotheses:

1. The performance varies between services:
Although it might sound obvious, it is worth
mentioning that one of the reasons for this
evaluation is the fact that we think, there is
a difference between the compared NLU ser-
vices. Despite their very similar concepts and
“look and feel”, we expect differences when
it comes to annotation quality (i.e. F-scores),
which should be taken into account when de-
ciding for one or another service.

2. The commercial products will (overall)
perform better:
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The initial language model of RASA, which
comes with MITIE, is about 300 MB of data.
The commercial services, on the other hand,
are fed with data by hundreds, if not thou-
sands, of users every day. We, therefore, as-
sume, that the commercial products will per-
form better in the evaluation, especially when
the training data is sparse.

3. The quality of the labels is influenced by
the domain:
We assume that, depending on the used
algorithms and models, individual services
will perform differently in different domains.
Therefore, we think it is not unlikely that
a service which performs well on the more
technical corpus from StackExchange will
perform considerably worse on the chatbot
corpus, which has a focus on spatial and time
data, and vice versa.

6.2 Limitations

One important limitation of this evaluation is the
fact that the results will not be representative for
other domains. On the opposite, as already men-
tioned in Hypothesis 3, we do believe that there
are important differences in performance between
different domains. Therefore our final conclusion
can not be that one service is absolutely better than
the others, but rather that on the given corpus, one
service performed better than the others. However,
we believe that the here presented approach will
help developers to conduct evaluations of NLU
services for their domain and thus empower them
to make better-informed decisions.

With regard to the used corpora, we made an
effort to make them as naturally as possible by us-
ing only real data from real users. However, when
analysing the results, one should keep in mind that
the Chatbot Corpus consists of questions which
were asked by users, which were aware of com-
municating with a chatbot. It is, therefore, con-
ceivable that they formulated their questions in a
way which they expect to be more understandable
for a chatbot.

Finally, NLU services, like all other services,
can change over time (and hopefully improve).
While it is easy to track these changes for locally
installed software, changes on cloud-based ser-
vices may happen without any notice to the user.
Conducting the very same experiment, described
in this paper, in six months time, might, therefore,

lead to different results. This evaluation can there-
fore only be a snapshot of the current state of the
compared services. While this might decrease the
reproducibility of our experiment, it is also a good
argument for a formalized, repeatable evaluation
process, as we describe it in this paper.

7 Evaluation

The detailed results of the evaluation, broken
down on single intents, entity types, corpora, and
overall, are shown in Table 5 to 8. Each table
shows the result from a different NLU service.
Within the tables, each row represents one partic-
ular entity type or intent.

For each row, the corpus, type (intent/entity),
and true positives, false negatives, and false pos-
itives are given. From these values, precision, re-
call, and F-score have been calculated. The en-
tity types and intents are also sorted by the corpus
they appear in. For each corpus, there is a sum-
mary row, which shows precision, recall, and F-
score for the whole corpus. At the bottom of each
table, there is also an overall summary.

From a high-level perspective, LUIS performed
best with an F-score of 0.916, followed by RASA
(0.821), Watson Conversation (0.752), and API.ai
(0.687). LUIS also performed best on each in-
dividual dataset: chatbot, web apps, and ask
ubuntu. Similarly, API.ai performed worst on ev-
ery dataset, while the second place changes be-
tween RASA and Watson Conversation (cf. Figure
3).

Based on this data, the second hypothesis can be
rejected. Although the best performance was in-
deed shown by a commercial product, RASA eas-
ily competes with the other commercial products.

The first hypothesis is supported by our find-
ings. We can see a difference between the ser-
vices, with the F-score of LUIS being nearly 0.3
higher than the F-score of API.ai. However, a
conducted two-way ANOVA analysis with the F-
score as dependent variable and the NLU service
and the entity type/intent as fixed factors does
not show a significance at the level of p < 0.05
(p = 0.234, df = 3). An even larger corpus might
be necessary to get quantitatively more robust re-
sults.

With regard to the third hypothesis, the picture
is less clear. Although we can see a clear influ-
ence of the domain on the F-score within each ser-
vice, the ranking between different services is not
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Figure 3: F-scores for the different NLU services, grouped by corpus

much influenced. LUIS always performs best, in-
dependent from the domain, API.ai always worst,
also independent from the domain, merely the sec-
ond and third place changes. Therefore, although
the domain influences the results, it is not clear
whether or not it should also influence the deci-
sion which service should be used.

On a more detailed level, we also see differ-
ences between entities and intents. Especially
API.ai seems to have big troubles identifying enti-
ties. On the web apps corpus, for example, API.ai
did not identify a single occurrence of the entity
type WebService, which occurred 64 times in the
dataset. If we calculate the F-score for this dataset
only based on the intents, it would increase from
0.519 to 0.803. The overall results of API.ai were
therefore heavily influenced by its shortcomings
regarding entity detection.

If we look at intents and entity types with sparse
training data, like Line, ChangePassword, and Ex-
portData, other than we expected, we do not see
a significantly better performance of commercial
services.

8 Conclusion

The evaluation of the NLU services LUIS, Wat-
son Conversation, API.ai, and RASA, based on the
two corpora we presented in Section 5, has shown
that the quality of the annotations differs between
the different services. Before using an NLU ser-
vice, no matter if for commercial or scientific pur-
poses, one should therefore compare the different
services with domain specific data.

For our two corpora, LUIS showed the best re-
sults, however, the open source alternative RASA
could achieve similar results. Given the advan-
tages of open source solutions (mainly adaptabil-
ity), it might well be possible to achieve an even
better results with RASA, after some customiza-
tion.

With regard to absolute numbers, it is difficult
to decide whether an F-score of 0.916 or 0.821 is
satisfactory for productive use within a conversa-
tional question answering system. This decision
also depends strongly on the concrete use case.
We, therefore, focused on relative comparisons in
our evaluation and leave this decision to future
users.
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corpus entity type / intent type true + false - false + precision recall F-score

chatbot

DepartureTime Intent 34 1 1 0.971 0.971 0.971
FindConnection Intent 70 1 1 0.986 0.986 0.986
Criterion Entity 34 0 0 1 1 1
Line Entity 0 2 0 0
StationDest Entity 65 6 3 0.956 0.915 0.935
StationStart Entity 90 17 5 0.947 0.841 0.891
Vehicle Entity 33 2 0 1 0.943 0.971
Σ 326 29 10 0.970 0.918 0.943

web apps

ChangePassword Intent 3 3 0 1 0.5 0.667
DeleteAccount Intent 8 2 0 1 0.8 0.889
DownloadVideo Intent 0 0 0
ExportData Intent 3 0 1 0.75 1 0.857
FilterSpam Intent 12 2 0 1 0.857 0.923
FindAlternative Intent 14 2 2 0.875 0.875 0.875
None Intent 3 1 8 0.273 0.75 0.4
SyncAccounts Intent 5 1 0 1 0.833 0.909
WebService Entity 29 30 5 0.853 0.492 0.624
Σ 77 41 16 0.828 0.653 0.73

ask ubuntu

MakeUpdate Intent 36 1 4 0.900 0.973 0.935
SetupPrinter Intent 12 1 2 0.857 0.923 0.889
ShutdownComputer Intent 14 0 0 1 1 1
SRecommendation Intent 36 4 5 0.878 0.9 0.889
None Intent 0 5 0 0
SoftwareName Entity 0 4 0 0
Printer Entity 5 7 0 1 0.417 0.589
UbuntuVersion Entity 67 10 11 0.859 0.87 0.864
Σ 170 32 22 0.885 0.842 0.863

overall 820 102 48 0.945 0.889 0.916

Table 5: Results LUIS

corpus entity type / intent type true + false - false + precision recall F-score

chatbot

DepartureTime Intent 33 2 1 0.971 0.943 0.957
FindConnection Intent 70 1 2 0.972 0.986 0.979
Criterion Entity 34 0 0 1 1 1
Line Entity 1 1 0 1 0.5 0.667
StationDest Entity 42 29 75 0.359 0.592 0.447
StationStart Entity 65 37 50 0.565 0.637 0.599
Vehicle Entity 35 0 0 1 1 1
Σ 280 70 128 0.686 0.8 0.739

web apps

ChangePassword Intent 5 1 0 1 0.833 0.909
DeleteAccount Intent 9 1 3 0.750 0.9 0.818
DownloadVideo Intent 0 0 1 0
ExportData Intent 2 1 2 0.500 0.667 0.572
FilterSpam Intent 13 1 2 0.867 0.929 0.897
FindAlternative Intent 15 1 1 0.938 0.938 0.938
None Intent 0 4 1 0 0
SyncAccounts Intent 5 1 0 1 0.833 0.909
WebService Entity 23 41 5 0.821 0.359 0.5
Σ 72 51 15 0.828 0.585 0.686

ask ubuntu

MakeUpdate Intent 37 0 4 0.902 1 0.948
SetupPrinter Intent 13 0 1 0.929 1 0.963
ShutdownComputer Intent 14 0 0 1 1 1
SRecommendation Intent 35 5 3 0.921 0.875 0.897
None Intent 1 4 1 0.500 0.2 0.286
SoftwareName Entity 0 4 0 0
Printer Entity 0 12 0 0
UbuntuVersion Entity 51 7 27 0.654 0.879 0.75
Σ 151 32 36 0.807 0.825 0.816

overall 503 153 179 0.738 0.767 0.752

Table 6: Results Watson Conversation
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corpus entity type / intent type true + false - false + precision recall F-score

chatbot

DepartureTime Intent 35 0 4 0.897 1 0.946
FindConnection Intent 60 11 0 1 0.845 0.916
Criterion Entity 31 3 0 1 0.912 0.954
Line Entity 1 1 0 1 0.5 0.667
StationDest Entity 0 71 0 0
StationStart Entity 28 79 4 0.875 0.262 0.403
Vehicle Entity 34 1 5 0.872 0.971 0.919
Σ 189 166 13 0.936 0.532 0.678

web apps

ChangePassword Intent 4 2 1 0.800 0.667 0.727
DeleteAccount Intent 10 0 2 0.833 1 0.909
DownloadVideo Intent 0 0 0
ExportData Intent 1 2 2 0.333 0.333 0.333
FilterSpam Intent 10 4 3 0.769 0.714 0.74
FindAlternative Intent 16 0 2 0.889 1 0.941
None Intent 2 2 1 0.667 0.5 0.572
SyncAccounts Intent 4 2 0 1 0.667 0.8
WebService Entity 0 64 0 0
Σ 47 76 11 0.810 0.382 0.519

ask ubuntu

MakeUpdate Intent 36 1 3 0.923 0.973 0.947
SetupPrinter Intent 13 0 1 0.929 1 0.963
ShutdownComputer Intent 14 0 2 0.875 1 0.933
SRecommendation Intent 28 12 2 0.933 0.7 0.8
None Intent 2 3 8 0.200 0.4 0.267
SoftwareName Entity 0 4 0 0
Printer Entity 0 12 0 0
UbuntuVersion Entity 48 30 0 1 0.615 0.762
Σ 141 46 32 0.815 0.754 0.783

overall 377 288 56 0.871 0.567 0.687

Table 7: Results API.ai

corpus entity type / intent type true + false - false + precision recall F-score

chatbot

DepartureTime Intent 34 1 1 0.971 0.971 0.971
FindConnection Intent 70 1 1 0.986 0.986 0.986
Criterion Entity 34 0 0 1 1 1
Line Entity 0 2 0 0
StationDest Entity 65 6 3 0.956 0.915 0.935
StationStart Entity 90 17 5 0.947 0.841 0.891
Vehicle Entity 33 2 0 1 0.943 0.971
Σ 326 29 10 0.970 0.918 0.943

web apps

ChangePassword Intent 4 2 0 1 0.667 0.8
DeleteAccount Intent 9 1 5 0.643 0.9 0.75
DownloadVideo Intent 0 0 1 0
ExportData Intent 0 3 0 0
FilterSpam Intent 13 1 0 1 0.929 0.963
FindAlternative Intent 15 1 8 0.652 0.938 0.769
None Intent 0 4 1 0 0
SyncAccounts Intent 3 3 0 1 0.5 0.667
WebService Entity 45 19 87 0.341 0.703 0.459
Σ 89 34 102 0.466 0.724 0.567

ask ubuntu MakeUpdate Intent 34 3 2 0.944 0.919 0.931
SetupPrinter Intent 13 0 2 0.867 1 0.929
ShutdownComputer Intent 14 0 6 0.700 1 0.824
SRecommendation Intent 33 7 4 0.892 0.825 0.857
None Intent 0 5 1 0 0
SoftwareName Entity 0 4 11 0 0
Printer Entity 8 4 11 0.421 0.667 0.516
UbuntuVersion Entity 65 13 7 0.903 0.833 0.867
Σ 167 36 44 0.791 0.823 0.807

overall 582 99 156 0.789 0.855 0.821

Table 8: Results RASA
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A Supplemental Material

A.1 Examples Chatbot Corpus

{
"text": "what is the cheapest

↪→ connection between
↪→ quiddestraße and
↪→ hauptbahnhof?",

"intent": "FindConnection",
"entities": [

{
"entity": "Criterion",
"start": 3,
"stop": 3

},
{

"entity": "StationStart",
"start": 6,
"stop": 6

},
{

"entity": "StationDest",
"start": 8,
"stop": 8

}
]

},
{

"text": "when is the next u6
↪→ leaving from garching?",

"intent": "DepartureTime",
"entities": [

{
"entity": "Line",
"start": 4,
"stop": 4

},
{

"entity": "StationStart",
"start": 7,
"stop": 7

}
]

}

A.2 Examples StackExchange Corpus

A.2.1 Web Applications Dataset

{
"text": "How can I delete my

↪→ Twitter account?",

"url": "http://
↪→ webapps.stackexchange.com
↪→ /questions/57/how-can-i-
↪→ delete-my-twitter-account
↪→ ",

"author": "Jared Harley",
"answer": {

"text": "[...]",
"author": "Ken Pespisa"

},
"intent": "Delete Account",
"entities": [

{
"text": "Twitter",
"stop": 5,
"start": 5,
"entity": "WebService"

}
]

},
{

"text": "Is it possible to
↪→ export my data from
↪→ Trello to back it up?",

"url": "http://
↪→ webapps.stackexchange.com
↪→ /questions/18975/is-it-
↪→ possible-to-export-my-
↪→ data-from-trello-to-back-
↪→ it-up",

"author": "Clare Macrae",
"answer": {

"text": "[...]",
"author": "Daniel LeCheminant

↪→ "
},
"intent": "Export Data",
"entities": [

{
"text": "Trello",
"stop": 8,
"start": 8,
"entity": "WebService"

}
]

}

A.2.2 Ask Ubuntu Dataset

{
"text": "How do I install the

↪→ HP F4280 printer?",
"url": "http://askubuntu.com/
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↪→ questions/24073/how-do-i-
↪→ install-the-hp-f4280-
↪→ printer",

"author": "ok comp",
"answer": {

"text": "[...]",
"author": "nejode"

},
"intent": "Setup Printer",
"entities": [

{
"text": "HP F4280",
"stop": 6,
"start": 5,
"entity": "Printer"

}
]

},
{

"text": "What is a good MongoDB
↪→ GUI client?",

"url": "http://askubuntu.com/
↪→ questions/196136/what-is-
↪→ a-good-mongodb-gui-client
↪→ ",

"author": "Eyal",
"answer": {

"text": "[...]",
"author": "Eyal"

},
"intent": "Software

↪→ Recommendation",
"entities": [

{
"text": "MongoDB",
"stop": 4,
"start": 4,
"entity": "SoftwareName"

}
]

}

185



Proceedings of the SIGDIAL 2017 Conference, pages 186–196,
Saarbrücken, Germany, 15-17 August 2017. c©2017 Association for Computational Linguistics

The Role of Conversation Context for Sarcasm Detection
in Online Interactions

Debanjan Ghosh§ Alexander Richard Fabbri† Smaranda Muresan‡
§School of Communication Information, Rutgers University, NJ, USA
†Department of Computer Science, Columbia University, NY, USA

‡Data Science Institute, Columbia University, NY, USA
debanjan.ghosh@rutgers.edu, {arf2145,smara@columbia.edu}

Abstract

Computational models for sarcasm detec-
tion have often relied on the content of ut-
terances in isolation. However, speaker’s
sarcastic intent is not always obvious with-
out additional context. Focusing on social
media discussions, we investigate two is-
sues: (1) does modeling of conversation
context help in sarcasm detection and (2)
can we understand what part of conversa-
tion context triggered the sarcastic reply.
To address the first issue, we investigate
several types of Long Short-Term Mem-
ory (LSTM) networks that can model both
the conversation context and the sarcastic
response.1 We show that the conditional
LSTM network (Rocktäschel et al., 2015)
and LSTM networks with sentence level
attention on context and response outper-
form the LSTM model that reads only the
response. To address the second issue,
we present a qualitative analysis of atten-
tion weights produced by the LSTM mod-
els with attention and discuss the results
compared with human performance on the
task.

1 Introduction

It has been argued that sarcasm, or verbal irony, is
a type of interactional phenomenon with specific
perlocutionary effects on the hearer (Haverkate,
1990), such as to break their pattern of expecta-
tion. Thus, to be able to detect speakers’ sarcastic
intent it is necessary (even if maybe not sufficient)
to consider their utterances in the larger conversa-
tion context. Consider the Twitter conversation ex-
ample in Table 1. Without the context of UserA’s

1We use response and reply interchangeably.

Platform Context-Reply pair

Twiter
userA: plane window shades are
open . . . so that people can see if
there is fire.
userB: @UserA one more rea-
son to feel really great.

Discussion
Forum

userC: see for yourselves.
The fact remains that in the
caribbean, poverty and crime
was near nil. Everyone was
self-sufficient and contented
with the standard of life. there
were no huge social gaps.
userD: Are you kidding me?!
You think that Caribbean coun-
tries are “content?!” Maybe
you should wander off the beach
sometime and see for yourself.

Table 1: Sample Context/Reply pairs from two so-
cial media platforms

statement, the sarcastic intent of UserB’s response
might not be detected.

Most computational models for sarcasm detec-
tion have considered utterances in isolation (Davi-
dov et al., 2010; González-Ibáñez et al., 2011;
Liebrecht et al., 2013; Riloff et al., 2013; Maynard
and Greenwood, 2014; Joshi et al., 2015; Ghosh
et al., 2015; Joshi et al., 2016; Ghosh and Veale,
2016). In many instances, even humans have dif-
ficulty in recognizing sarcastic intent when con-
sidering an utterance in isolation (Wallace et al.,
2014).

In this paper, we investigate the role of conver-
sation context in detecting sarcasm in social media
discussions (Twitter conversations and discussion
forums). Table 1 shows some examples of sarcas-
tic replies taken from two media platforms (userB
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and userD’s posts, respectively) and a minimum
unit of conversation context given by the prior turn
(userA and userC’s posts, respectively).

We address two specific issues: (1) does mod-
eling of conversation context help in sarcasm de-
tection and (2) can we understand what part of
conversation context triggered the sarcastic reply
(e.g., which sentence(s) from userC’s comment
triggered userD’s sarcastic reply). To address
the first issue, we investigate both SVM mod-
els with linguistically-motivated discrete features
and several types of Long Short-Term Memory
(LSTM) networks (Hochreiter and Schmidhuber,
1997) that can model both the context and the sar-
castic reply (Section 3). We show that the con-
ditional LSTM network (Rocktäschel et al., 2015)
and LSTM networks with sentence level attention
on context and reply outperform the LSTM model
that reads only the reply (Section 4). To address
the second issue, we present a qualitative analy-
sis of attention weights produced by the LSTM
models with attention, and discuss the results com-
pared with human performance on the task (Sec-
tion 4.1). We make all datasets and code avail-
able.2

2 Data

One goal of our investigation is to comparatively
study two types of social media platforms that
have been considered individually for sarcasm de-
tection: discussion forums and Twitter. We first
discuss the two datasets and then point out some
differences between them that could impact results
and modeling choices.

Discussion Forums. Oraby et al. (2016) have
introduced the Sarcasm Corpus V2, a subset of the
Internet Argument Corpus that consists of discus-
sion forum data. This corpus consists of sarcas-
tic responses and their context (quotes to which
the posts are replies to). The annotation of sar-
castic vs. non-sarcastic replies was done using
crowdsourcing, where annotators were asked to
label a reply as sarcastic if any part of the re-
ply contained sarcasm (thus annotation is done at
the reply/comment level and not sentence level).
The final gold sarcastic label was assigned only
if a majority of the annotators labeled the reply
as sarcastic. Although the dataset described by
Oraby et al. (2016) consists of 9,400 post, only

2https://github.com/debanjanghosh/sarcasm context

50% (4,692 altogether; balanced between sarcas-
tic and non-sarcastic categories) of that corpus is
currently available for research.3

An example from this dataset is given in Ta-
ble 1, where userD’s reply has been labeled as
sarcastic by annotators, in the context of userC’s
post/comment.

Twitter: To collect sarcastic and non-sarcastic
tweets, we adopt the methodology proposed in re-
lated work (González-Ibáñez et al., 2011; Riloff
et al., 2013; Bamman and Smith, 2015; Mure-
san et al., 2016). The sarcastic tweets were col-
lected using hashtags such as, #sarcasm, #sarcas-
tic, #irony, while the non-sarcastic tweets were the
ones that do not contain these hashtags, but they
might contain sentiment hashtags such as #happy,
#love, #sad, #hate. We exclude the retweets, du-
plicates, quotes, tweets that contain only hashtags
and URLs or are shorter than three words. Also,
we eliminate all tweets where the hashtags of in-
terest were not positioned at the very end of the
message. Thus, we removed utterances such as
“#sarcasm is something that I love”. To built the
conversation context, for each sarcastic and non-
sarcastic utterance we used the “reply to status”
parameter in the tweet to determine whether it was
in reply to a previous tweet: if so, we downloaded
the last tweet (i.e., “local conversation context”) to
which the original tweet was replying to (Bamman
and Smith, 2015). In addition, we also collected
the entire threaded conversation when available
(Wang et al., 2015). Although we have collected
over 200K tweets in the first step, around 13% of
them were a reply to another tweet and thus our
final Twitter conversations set contains 25,991 in-
stances (12,215 instances for sarcastic class and
13,776 instances for the non-sarcastic class). We
observe that 30% of the tweets have more than one
tweet in the conversation context.

There are two main differences between these
two datasets that need to be acknowledged. First,
discussion forum posts are much longer than Twit-
ter messages. Second, the way the gold labels for
the sarcastic class are obtained is different. In the
discussion forum dataset the gold label is obtained
via crowdsourcing, thus the gold label emphasizes
whether the sarcastic intent is perceived by hear-
ers (we do not know if the speaker intended to be
sarcastic or not). In Twitter dataset the gold label

3This reduction in the training size will have obvious ef-
fects in the classification performance.
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is given directly by the #hashtag the speaker used,
signaling clearly the speaker’s sarcastic intent. A
third difference should be made: the size of the
forum dataset is much smaller than the size of the
Twitter dataset.

3 Computational Models and
Experimental Setup

To assess the effect of conversation context (c) on
labeling a reply (r) as sarcastic or not sarcastic,
we consider two binary classification tasks. We
refer to sarcastic instances as S and non-sarcastic
instances as NS. In the first task, classification
is performed using the reply in isolation (Sr vs.
NSr task). In the second, the classification con-
siders both the reply and its context (Sc+r vs.
NSc+r task). We experiment with two types of
computational models: Support Vector Machines
(SVM) with linguistically-motivated discrete fea-
tures (used as baseline; SVMbl), and approaches
using distributed representations. For the latter
we use the Long short-term Memory (LSTM)
Networks (Hochreiter and Schmidhuber, 1997)
that have been shown to be successful in various
NLP tasks, such as constituency parsing (Vinyals
et al., 2015), language modeling (Zaremba et al.,
2014), machine translation (Sutskever et al., 2014)
and textual entailment (Bowman et al., 2015;
Rocktäschel et al., 2015; Parikh et al., 2016). We
present these models in the next subsections.

3.1 SVM with discrete features (SVMbl)

For features, we used n-grams, lexicon-based fea-
tures, and sarcasm indicators that are commonly
used in the existing sarcasm detection approaches
(Tchokni et al., 2014; González-Ibáñez et al.,
2011; Riloff et al., 2013; Joshi et al., 2015; Ghosh
et al., 2015; Muresan et al., 2016). Below is a short
description of the features.

• BoW: Features are derived from unigram, bi-
gram, and trigram representation of words.

• Sentiment and Pragmatic features: We
use the Linguistic Inquiry and Word Count
(LIWC) lexicon (Pennebaker et al., 2001) to
identify the pragmatic features. Each cate-
gory in this dictionary is treated as a sepa-
rate feature and we define a Boolean feature
that indicates if a context or a reply contains a
LIWC category. Two sentiment lexicons are
also used to model the utterance sentiment:

“MPQA” (Wilson et al., 2005) and “Opinion
Lexicon” (Hu and Liu, 2004). To capture
sentiment, we count the number of positive
and negative sentiment tokens, negations, and
use a boolean feature that represents whether
a reply contains both positive and negative
sentiment tokens. For the Sc+r vs. NSc+r

classification task, we check whether the re-
ply r has a different sentiment than the con-
text c (similar to Joshi et al. (2015)). Given
that sarcastic utterances often contain a pos-
itive sentiment towards a negative situation,
we hypothesize that this feature will capture
this type of sentiment incongruity.

• Sarcasm Indicators: Burgers et al. (2012)
introduce a set of sarcasm indicators that ex-
plicitly signal if an utterance is sarcastic. We
use morpho-syntactic features such as inter-
jections (e.g., “uh”, “oh”, “yeah”), tag ques-
tions (e.g., “is not it?”, “don’t they”), excla-
mation marks (e.g., “!”, “?”); typographic
features such as capitalization of words, quo-
tation marks, emoticons; tropes such as su-
perlative and intensifiers words (e.g., “great-
est”, “best”, “really”) that often occur in sar-
castic utterances (Camp, 2012).

When building the features, we lowercased the
utterances, except the words where all the char-
acters are uppercased (i.e., we did not lower-
cased “GREAT”, “SO”, and “WONDERFUL” in
“GREAT i’m SO happy; shattered phone on this
WONDERFUL day!!!”). Tokenization is con-
ducted via CMU’s Tweeboparser (Gimpel et al.,
2011). For the discussion forum dataset we use the
NLTK tool (Bird et al., 2009) for sentence bound-
ary detection and tokenization. We used libSVM
toolkit with Linear Kernel (Chang and Lin, 2011)
with weights inversely proportional to the number
of instances in each class.

3.2 Long Short-Term Memory Networks

LSTMs are a type of recurrent neural networks
(RNNs) able to learn long-term dependencies
(Hochreiter and Schmidhuber, 1997). Recently,
LSTMs have been shown to be effective in Natu-
ral Language Inference (NLI) research, where the
task is to establish the relationship between multi-
ple inputs (i.e., a pair of premise and hypothesis as
in the case of Recognizing Textual Entailment task
(Bowman et al., 2015; Rocktäschel et al., 2015;
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Parikh et al., 2016)). Since our goal is to explore
the role of contextual information (our first input)
for recognizing whether the reply (our second in-
put) is sarcastic or not, we argue that using LSTM
networks that read the context and reply are a nat-
ural modeling choice.

Attention-based LSTM Networks: Attentive
neural networks have been shown to perform well
on a variety of NLP tasks (Yang et al., 2016; Yin
et al., 2015; Xu et al., 2015). Using attention-
based LSTM will accomplish two goals: (1) test
whether they achieve higher performance than
simple LSTM models and (2) use the attention
weights produced by the LSTM models to perform
a qualitative analysis to determine which portions
of context triggers the sarcastic reply.

Although Yang et al. (2016) have included two
levels of attention mechanisms – one at the word
level and another at the sentence level – we pri-
marily focus on sentence level attention for two
specific reasons. First, sentence level attentions
can show the exact sentence in the context that
is most informative to trigger sarcasm. In the
discussion forum dataset, context posts are usu-
ally three or four sentences long and it could be
helpful to identify the exact text that triggers the
sarcastic reply. Second, attention over both the
words and sentences seek to learn a large number
of model parameters and given the moderate size
of the discussion forum corpus they might over-
fit. For tweets, we treat each individual tweet as
a sentence. The majority of tweets consist of a
single sentence and even if there are multiple sen-
tences in a tweet, often one sentence contains only
hashtags, URLs, and emoticons making them un-
informative if treated in isolation.

Figure 1 shows the high-level structure of the
model. The context (left) is read by an LSTM
(LSTMc) whereas the response (right) is read by
another LSTM (LSTMr). We represent each sen-
tence by the average of its word embeddings.

Let the context c contain d sentences and each
sentence sci contain Tci words. Similar to the
notation of Yang et al. (2016), we first feed the
sentence annotation hci through a one layer MLP
to get uci as a hidden representation of hci , then
we weight the sentence uci by measuring similar-
ity with a sentence level context vector ucs . This
gives a normalized importance weight αci through
a softmax function. vc is the vector that summa-
rize all the information of sentences in the context

Figure 1: Sentence-level Attention Network for
Context and Reply. Figure is inspired by Yang
et al. (2016)

(LSTMc).

vc =
∑

i∈[1,d]

αichic (1)

where attention is calculated as:

αic =
exp(uT

ci
ucs)∑

i∈[1,d] exp(uT
ci
ucs)

(2)

Likewise we compute vr for the response r via
LSTMr (similar to eq. 1 and 2; also shown in
Figure 1). Finally, we concatenate the vector vc

and vr from the two LSTMs for the final softmax
decision (i.e., predicting the S or NS class).

We also experiment with both word and sen-
tence level attentions in a hierarchical fashion sim-
ilarly to the approach proposed by Yang et al.
(2016). As we show in Section 4 however, we
achieve best performance for both datasets using
just the sentence-level attention.

Conditional LSTM Networks: We also exper-
iment with the conditional encoding model as in-
troduced by Rocktäschel et al. (2015) for the task
of recognizing textual entailment. In this archi-
tecture, two separate LSTMs are used – LSTMc

and LSTMr – similar to the previous architecture
without any attention, but for LSTMr, its mem-
ory state is initialized with the last cell state of
LSTMc. In other words, LSTMr is conditioned
on the representation of LSTMc that is built on
the context.
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Parameters and pre-trained word vectors.
For both discussion forum and Twitter, we split
randomly the corpus into training (80%), devel-
opment (10%), and test (10%), maintaining the
same distribution of sarcastic vs. non-sarcastic
data in training, development and test. For
Twitter we used the skip-gram word-embeddings
(100-dimension) used in (Ghosh et al., 2015)
that was built using over 2.5 million tweets.4

For discussion forums, we use the standard
Google n-gramword2vec pre-trained model (300-
dimension) (Mikolov et al., 2013). We do not opti-
mize the word embedding during training. Out-of-
vocabulary words in the training set are randomly
initialized via sampling values uniformly from (-
0.05,0.05). We use the development data to tune
the parameters and selected dropout rate of 0.5
(from [.25,0.5, 0.75]), L2 regularization strength
and evaluate only that configuration on the test
set. For both datasets mini-batch size of 16 is em-
ployed.

4 Results and Discussion

We report Precision (P), Recall (R), and F1 scores
on S and NS classes. SVMr

bl and SVMc+r
bl re-

spectively represent the performance of the SVM
model using discrete features when using only
the reply and the reply together with context.
LSTMca and LSTMra are the attention-based
LSTM models of context and reply, where the
w, s and w + s subscripts denote the word-level,
sentence-level or word and sentence level atten-
tions. LSTMconditional is the conditional encoding
model (no attention).

Discussion Forums: Table 2 shows the classifi-
cation results on the discussion forum dataset. Al-
though a vast majority of the context posts con-
tain 3-4 sentences, around 100 context posts have
more than ten sentences and thus we set a cutoff to
a maximum of ten sentences for context modeling.
For the reply r we considered the entire reply.

The SVMbl models that are based on discrete
features did not perform very well, and adding
context actually hurt the performance. Regard-
ing the performance of the neural network mod-
els, we observe that modeling context improves
the performance using all types of LSTM archi-
tectures that read both context (c) and reply (r)
(results are statistically significant when compared

4https://github.com/debanjanghosh/sarcasm wsd

to LSTMr). The highest performance when con-
sidering both the S and NS classes is achieved
by the LSTMconditional model (73.32% F1 for
S class and 70.56% F1 for NS, showing a 6%
and 3% improvement over LSTMr for S and NS
classes, respectively). The LSTM model with
sentence-level attentions on both context and re-
ply (LSTMcas +LSTMras ) gives the best F1 score
of 73.7% for the S class. For the NS class, while
we notice an improvement in precision we no-
tice a drop in recall when compared to the LSTM
model with sentence level attention only on reply
(LSTMras ). Remember that sentence-level atten-
tions are based on average word embeddings. We
also experimented with the hierarchical attention
model where each sentence is represented by a
weighted average of its word embeddings. In this
case, attentions are based on words and sentences
and we follow the architecture of hierarchical at-
tention network (Yang et al., 2016). We observe
the performance (69.88% F1 for S category) dete-
riorates, probably due to the lack of enough train-
ing data. Since attention over both the words and
sentences seek to learn a lot more model param-
eters, adding more training data will be helpful.
With the full release of the Sarcasm Corpus used
by Oraby et al. (2016), we expect to achieve better
accuracy for these models.

Twitter: Table 3 shows the results on the Twit-
ter dataset. As for discussion forums, adding
context using the SVM models does not show
a statistically significant improvement. For
the neural networks model, similar to the re-
sults on discussion forums, the LSTM mod-
els that read both context and reply outper-
form the LSTM model that reads only the re-
ply (LSTMr). The best performing architectures
are again the LSTMconditional and LSTM with
sentence-level attentions (LSTMcas +LSTMras ).
LSTMconditional model shows an improvement of
11% F1 on the S class and 4-5%F1 on the NS
class, compared to LSTMr. For the attention-
based models, the improvement using context is
smaller (∼2% F1). We kept the maximum length
of context to the last five tweets in the conversation
context, when available.We also conducted exper-
iments with only word-level attentions, however,
we obtain lower accuracy in comparison to sen-
tence level attention models.
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Experiment
S NS

P R F1 P R F1
SVMr

bl 65.55 66.67 66.10 66.10 64.96 65.52
SVMc+r

bl 63.32 61.97 62.63 62.77 64.10 63.5
LSTMr 67.90 66.23 67.1 67.08 68.80 67.93

LSTMc+LSTMr 66.19 79.49 72.23 74.33 59.40 66.03
LSTMconditional 70.03 76.92 73.32 74.41 67.10 70.56

LSTMras 69.45 70.94 70.19 70.30 68.80 69.45
LSTMcas +LSTMras 66.90 82.05 73.70 76.80 59.40 66.99

LSTMcaw+s +LSTMraw+s 65.90 74.35 69.88 70.59 61.53 65.75

Table 2: Experimental results for the discussion forum dataset (bold are best scores)

Experiment
S NS

P R F1 P R F1
SVMr

bl 64.20 64.95 64.57 69.0 68.30 68.7
SVMc+r

bl 65.64 65.86 65.75 70.11 69.91 70.0
LSTMr 73.25 58.72 65.19 61.47 75.44 67.74

LSTMc+LSTMr 70.89 67.95 69.39 64.94 68.03 66.45
LSTMconditional 76.08 76.53 76.30 72.93 72.44 72.68

LSTMras 76.00 73.18 74.56 70.52 73.52 71.9
LSTMcas +LSTMras 77.25 75.51 76.36 72.65 74.52 73.57
LSTMcaw +LSTMraw 76.74 69.77 73.09 68.63 75.77 72.02

LSTMcaw+s +LSTMraw+s 76.42 71.37 73.81 69.50 74.77 72.04

Table 3: Experimental results for Twitter dataset (bold are best scores)

4.1 Qualitative Analysis

Wallace et al. (2014) showed that by providing
contextual information humans are able to iden-
tify sarcastic utterances which they were unable
without the context. However, it will be useful to
understand whether a specific part of the context
triggers the sarcastic reply.

To begin to address this issue, we conducted
a qualitative study to understand whether (a) hu-
man annotators are able to identify parts of con-
text that trigger the sarcastic reply and (b) attention
weights are able to signal similar information. For
(a) we designed a crowdsourcing experiment and
for (b) we looked at the attention weights of the
LSTM networks. Below is a short description of
the crowdsourcing task.

4.1.1 Crowdsourcing Experiment.

We designed an Amazon Mechanical Turk task
(for brevity, MTurk) framed as follow: Given a
pair of context c and a sarcastic reply r from the
discussion forum dataset, identify one or more
sentences in c that may trigger the sarcastic re-
ply r. Turkers could select one or more sentences

from the context c, including the entire context.
From the test data, we select examples with con-
text length between three to seven sentences since
for longer posts the task will be too complicated
for the Turkers.

We provided a definition of sarcasm and a few
examples to the Turkers. We also explained how
to carry out the task with the help of a few con-
text/reply pairs. Each HIT contains only one task
and five Turkers were allowed to attempt each HIT
(a total of 85 HITS). Turkers with reasonable qual-
ity (i.e., more than 95% of acceptance rate with
experience of over 8,000 HITs) were selected and
paid seven cents per task.

4.1.2 Comparing Turkers’ answers with
attention models.

We visualize and compare the sentence-level at-
tention weights of the LSTM models on context
with Turkers’ annotations (Figure 2). We first
measure the overlap of Turkers choice with the
attention weights. For the sentence-based atten-
tion model (i.e., LSTMcas +LSTMras model for
the discussion forum), we selected the sentence
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with highest attention weight and matched it to the
sentence selected by Turkers using majority vot-
ing. We found that 41% of times the sentence with
the highest attention weight is also the one picked
by Turkers. Figure 2 shows side by side the heat
maps of the attention weights of LSTM models
(LHS) and Turkers’ choices when picking up sen-
tences from context that they thought triggered the
sarcastic reply (RHS).

Here the obvious question that we need to an-
swer is why these sentences are selected by the
models (and humans). In the next section we con-
duct a qualitative analysis to try answering this
question.

4.1.3 Interpretation of selected context via
attention weights

Semantic coherence between context and re-
ply. Figure 2(a) depicts a case where the context
contains three sentences and the attention weights
given to the sentences are similar to the Turk-
ers’ choice. Looking at this example it seems the
model pays attention to output vectors that are se-
mantically coherent between c and r. The sarcas-
tic response of this example contains a single sen-
tence – “. . . hold your tongue . . . in support of an
anti-gay argument”. The context contains the sen-
tence S3 “. . . I’ve held my tongue on this as long as
I can”. The attention-based LSTM architecture is
learning the attention weights simultaneously for
the context c and the response r. Thus the model is
showing contextual understanding by setting high
weights to semantically coherent parts of the c and
r. In Figure 2(b), attention weights is given to
the most informative sentence –“rationally explain
these creatures existence so recently in our human
history if they were extinct for millions of years?”.
Here, the sarcastic reply mocks by claiming the
author of the context is reading a lot more reli-
gious script (“ you’re reading waaaaay too much
into your precious bible”). We also observe simi-
lar behavior in Tweets (highest attention to words
–retain and gerrymadering in context: “breaking:
republicans retain majority control of house” and
reply: “hooray for gerrymandering” (Figure 3).

Incongruity between context and reply The
meaning incongruity is an inherent characteristic
of irony and sarcasm and have been extensively
studied in linguistics, philosophy, communication
science (Grice et al., 1975; Attardo, 2000; Burg-
ers et al., 2012) as well as recently in NLP (Riloff

et al., 2013; Joshi et al., 2015). For instance, Riloff
et al. (2013) pointed out that identifying the incon-
gruity between positive sentiment towards a neg-
ative situation is a key characteristic of sarcasm
detection in social media. We observe in discus-
sion forums and in Tweets that the attention-based
models have frequently identified sentences and
words from c and r that are semantically incon-
gruous (i.e., opposite sentiment words). For in-
stance, in Figure 2(c), the attention model has cho-
sen sentence S1, which contains strong negative
sentiment word (“disgusting sickening . . . ”). In-
terestingly, in contrast, the attention model on the
reply, has given the highest weight to sentence that
contain opposite sentiment (“I love you”). Thus,
the model seems to learn the context incongruity
of opposite sentiment for detecting sarcasm. How-
ever, it seems the Turkers prefer the second sen-
tence S2 (“how can you tell a man that about his
mum?”) as the most instructive sentence instead
of the first sentence. Looking at the sarcastic re-
ply we observe that the reply contains remarks
about “mothers” and apparently that commonality
assisted the Turkers to chose the second sentence.

In Twitter dataset, we observe often the at-
tention models have selected utterance(s) from
the context which have opposite sentiment (Fig-
ure 4, Figure 5, and Figure 6). Here, the word
and sentence-level attention model have chosen
the particular utterance from the context (i.e., the
top heatmap for the context) and the words with
high attention (e.g., “mediocre”, “gutsy”).These
words again show examples of meaning incon-
gruity which is useful for sarcasm detection.
Word-models seem to also work well when words
in the context/reply are semantically incongruous
but connected via deeper semantics (“bums” and
“welfare” in context: “someone needs to remind
these bums they work for the people” and reply:
“feels like we are paying them welfare” (Figure
6).

Attention weights and sarcasm markers
Looking just at attention weights in reply, we
notice the models are giving highest weight to
sentences that contain sarcasm markers, such as
emoticons (i.e., “:p”, “:)”) and interjections (i.e.,
“ah”, “hmm”). Sarcasm markers are explicit indi-
cators of sarcasm that signal that an utterance is
sarcastic, such as the use of emoticons, uppercase
spelling of words, or interjections. (Attardo, 2000;
Burgers et al., 2012). Use of such markers in
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(a) (b) (c)

Figure 2: Context sentences that trigger sarcasm: LHS: attention weights; RHS: Turkers’ selections

Figure 3: Attention visualization of semantic co-
herence between c and r

Figure 4: Attention visualization of incongruity
between c and r

social media (particularly in Twitter) is extensive.
While we have started to understand the seman-

tic of attention weights in this task, more studies
need to be carry out. Rocktäschel et al. (2015)
have argued that interpretations based on atten-
tions weights have to be taken with care since the
classification task is not forced to solely rely on
the attentions weights. Thus in future work, we
plan to analyze utterances that are more subtle and
do not consist of sarcasm markers or explicit in-
congruence of opposite sentiment between context
and response.

Figure 5: Attention visualization of incongruity
between c and r

Figure 6: Attention visualization of incongruity
between c and r

5 Related Work

Most computational models for sarcasm detec-
tion have considered utterances in isolation (Davi-
dov et al., 2010; González-Ibáñez et al., 2011;
Liebrecht et al., 2013; Riloff et al., 2013; May-
nard and Greenwood, 2014; Ghosh et al., 2015;
Joshi et al., 2016; Ghosh and Veale, 2016). How-
ever, even humans have difficulty sometimes in
recognizing sarcastic intent when considering an
utterance in isolation (Wallace et al., 2014). Thus,
recent work on sarcasm and irony detection have
started to exploit contextual information. In par-
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ticular, (Khattri et al., 2015) analyzed authors’
prior sentiment towards certain entities and if a
new tweet deviates from the author’s estimated
sentiment the tweet is predicted to be sarcastic.
Similar to this approach, several models have been
introduced; some relied on extensive feature en-
gineering to capture contextual information about
authors, topics or conversation context whereas
the rest are using deep learning techniques to
embed authors’ information (Rajadesingan et al.,
2015). The two studies that have considered con-
versation context among other contextual infor-
mation have shown minimal improvement when
modeling conversation context using Twitter data
(Bamman and Smith, 2015; Wang et al., 2015).
Our work show that using better models, such as
LSTM networks show a clear benefit of using con-
text for sarcasm detection. As stated earlier in Sec-
tion 3, LSTM’s have been shown to be effective in
NLI tasks, especially where the task is to establish
the relationship between multiple inputs (i.e., in
our case, between the context and the response).
We observe that the LSTMconditional model and
the sentence level attention-based models using
both context and reply present the best results.

6 Conclusion

This research makes a complementary contribu-
tion to existing work of modeling context for sar-
casm/irony detection by looking at a particular
type of context, conversation context. We have ad-
dressed two issues: (1) does modeling of conver-
sation context help in sarcasm detection and (2)
can we determine what part of the conversation
context triggered the sarcastic reply. To answer
the first question, we show that Long Short-Term
Memory (LSTM) networks that can model both
the context and the sarcastic reply achieve better
performance than LSTM networks that read only
the reply. In particular, conditional LSTM net-
works (Rocktäschel et al., 2015) and LSTM net-
works with sentence level attention achieved sig-
nificant improvement (e.g., 6-11% F1 for discus-
sion forums and Twitter messages). To address the
second issue, we presented a qualitative analysis
of attention weights produced by the LSTM mod-
els with attention, and discussed the results com-
pared with human annotators. We also showed
that attention-based models are able to identify
inherent characteristics of sarcasm (i.e., sarcasm
markers and sarcasm factors such as context in-

congruity). In future, we plan to study larger con-
text, such as the full thread in a discussion forum
that consider also the responses to the sarcastic
comment, when available. We are also interested
in analyzing sarcastic replies that do not contain
sarcasm markers or explicit incongruence (i.e., op-
posing sentiment between the context and the re-
ply).
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Abstract

We present VOILA: an optimised, multi-
modal dialogue agent for interactive learn-
ing of visually grounded word meanings
from a human user. VOILA is: (1) able
to learn new visual categories interactively
from users from scratch; (2) trained on
real human-human dialogues in the same
domain, and so is able to conduct nat-
ural spontaneous dialogue; (3) optimised
to find the most effective trade-off be-
tween the accuracy of the visual categories
it learns and the cost it incurs to users.
VOILA is deployed on Furhat1, a human-
like, multi-modal robot head with back-
projection of the face, and a graphical vir-
tual character.

1 Introduction

As intelligent systems/robots are brought out of
the laboratory and into the physical world, they
must become capable of natural everyday conver-
sation with their human users about their physi-
cal surroundings. Among other competencies, this
involves the ability to learn and adapt mappings
between words, phrases, and sentences in Natural
Language (NL) and perceptual aspects of the ex-
ternal environment – this is widely known as the
grounding problem. Our work is similar in spirit to
e.g. (Roy, 2002; Skocaj et al., 2011) but advances
it in several aspects (Yu et al., 2016).

In this demo paper, we present a dialogue agent
that learns visually grounded word meanings in-
teractively from a human tutor, which we call:
VOILA (Visually Optimised Interactive Learning
Agent). Our goal is to enable this agent to learn
to identify and describe objects/attributes (colour

1http://www.furhatrobotics.com/

and shape in this case) in its immediate visual en-
vironment through interaction with human users,
incrementally, over time. Unlike a lot of past
work (Silberer and Lapata, 2014; Thomason et al.,
2016; Matuszek et al., 2014), here we assume that
the agent is in the position of a child, who does
not have any prior knowledge of perceptual cate-
gories. Hence, the agent must learn from scratch:
(1) the perceptual/visual categories themselves;
and (2) how NL expressions map to these; and
in addition, (3) as a standard conversational agent,
the agent much also learn to conduct natural, spon-
taneous conversations with real humans.

In this demonstration, VOILA plays the role of
an interactive, concept learning agent that takes
initiative in the dialogues and actively learns novel
visual knowledge from the feedback from the hu-
man tutor. What sets VOILA apart from other
work in this area is:

• VOILA’s dialogue strategy is optimised via
Reinforcement Learning to achieve an op-
timal trade-off between the accuracy of the
concepts it learns/has learnt from users, and
the effort that the dialogues incur on the
users: this is a form of active learning where
the agent only asks about something if it
doesn’t already know the answer with some
appropriate confidence (see (Yu et al., 2016)
for more detail).

• VOILA is trained on a corpus of real Human-
Human conversations (Yu et al., 2017), and is
thus able to process natural human dialogue,
which contains phenomena such as self- cor-
rections, repetitions and restarts, pauses,
fillers, and continuations

VOILA is deployed onto Furhat, a human-
like robot head with a custom back-projected
face, built-in stereo microphones, and a Microsoft
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Figure 1: Interactive Visual Concept Learning in the VOILA Agent (Screenshot)

Kinect for skeletal tracking and processing non-
verbal signals. A graphical version of the charac-
ter can also bee used (see 1).

2 Interactive Multimodal Framework

We developed a multimodal framework in support
of building an interactive learning system, which
loosely follows that of Yu et al. (2016). The frame-
work consists of two core modules:

Vision Module The vision module produces vi-
sual attribute predictions, using two base feature
categories: the HSV colour space for colour at-
tributes, and a ‘bag of visual words’ (i.e. PHOW
descriptors) for the object shapes/class. It con-
sists of a set of binary classifiers - Logistic Re-
gression SVM classifiers with Stochastic Gradient
Descent (SGD) (Zhang, 2004) – to incrementally
learn attribute predictions. The visual classifiers
ground visual attribute words such as ‘red’, ‘cir-
cle’ etc. that appear as parameters of the Dialogue
Acts used in the system.

Dialogue Module This module relies on a clas-
sical architecture for dialogue systems, composed
of Dialogue Management (DM) and Natural Lan-
guage Understanding (NLU), as well as Genera-
tion (NLG) components. These components in-
teract via Dialogue Act representations (Stolcke
et al., 2000), e.g. inform(color=red), ask(shape).
The Natural Language Understanding component

processes user utterances by extracting a sequence
of key patterns, slots and values, and then trans-
forming them into dialogue-act representations,
following a list of hand-crafted rules. The NLG
component makes use of a template-based ap-
proach that chooses a suitable learner utterance for
a specific dialogue act, according to the statistical
distribution of utterance templates from dialogue
examples. Finally, the DM component is imple-
mented with an optimised learning policy using
Reinforcement Learning (see Section 3). This op-
timised policy is trained to: (1) conduct interac-
tion with human partners, and (2) achieve an opti-
mum balance between classification performance
and the cost of the dialogue to the tutor in the in-
teractive learning process.

3 Learning How to Learn

In this section, we briefly describe our method for
optimising the dialogue agent with Reinforcement
Learning and in interaction with a simulated tutor,
itself built from the BURCHAK human-human di-
alogue corpus2 (Yu et al., 2017) within a simulated
learning environment (see Fig. 2).

Given the visual attribute learning task, a smart
agent must learn novel visual objects/attributes as
accurately as possible through natural interactions
with real humans, but meanwhile it should attempt

2BURCHAK is freely available at https://sites.
google.com/site/hwinteractionlab/babble
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Figure 2: Architecture of Optimised Learning Policy with a Hierarchical MDP

to minimise the human involvement as much as
possible in this life-long learning process. Here,
we divide this interactive learning task into two
sub-tasks, modeled as a hierarchical Markov De-
cision Process, consisting of two interdependent
MDPs in charge of decisions about: “when to
learn” and “how to learn”.

3.1 When to Learn: Adaptive Confidence
Threshold

The first MDP performs a kind of active learning:
the learner/agent only acquires the feedback from
humans about a visual attribute if it is not con-
fident enough already about its own predictions.
Following previous work (Yu et al., 2016), here we
use a positive confidence threshold, which deter-
mines when the agent believes its own predictions.
For instance, the learner can ask either polar or
WH-questions about an attribute if its confidence
score is higher than a certain threshold; otherwise,
there should be no interaction about that attribute.
But as Yu et al. (2016) point out the confidence
score from a classifier is not reliable enough at the
early stages of learning, so in order to find an opti-
mum dialogue policy, a threshold should be able
to dynamically adjust according to the previous
learning performance of the agent. We therefore
assign a separate but dependent component MDP
for adjusting the threshold dynamically in order to
optimise the trade-off between accuracy and cost.
Note now that the adjusted confidence threshold
will affect the agent’s dialogue behaviour, mod-
eled in the other MDP presented in the next section
(natural interaction with humans).

3.2 How to Learn: Natural Interaction with
Humans

The second MDP, as a purely conversational agent,
aims at managing natural, spontaneous conver-
sation with human partners or other agents to
achieve the final goal, i.e. gain useful informa-
tion about visual attributes. The initial state in
this MDP is determined by a combination of
the adjusted threshold from the former MDP and
the visual predictions from the color and shape
classifiers that ground NL attributes terms (‘red’,
‘square’, etc): either the color or shape status can
be assigned to: 0, if the learner has a low confi-
dence on its predictions (i.e. the confidence score
is lower than 0.5); or, 1 if the confidence score is
higher than 0.5, but lower than the positive thresh-
old; or else, 2. This together with the previous di-
alogue act constitutes the state space of this MDP.
The agent is then trained to choose the correct dia-
logue action to achieve a state in which both shape
and color of the current object are known with cer-
tainty (with status = 2), either through feedback
from the user, or through the agent’s own existing
visual knowledge. Of course, the agent must also
learn to produce coherent dialogues by respond-
ing to questions at the right time, giving feedback
at the right time, asking for feedback at the right
time, etc.

4 Demonstration

As noted, VOILA has been deployed onto Furhat:
a human-like Robot Head (Moubayed et al.,
2011), which provides an interaction framework
for the management of multi-party, multi-modal
interactions, and which employs a Microsoft
Kinect for skeletal tracking. In the demonstration,
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the VOILA agent will randomly choose 20 visual
objects, and then learn to describe them using their
low-level visual attributes (e.g. color and shape)
image-by-image through interaction with users.
As mentioned above, we assume that VOILA is in
the position of a child learning from scratch, but
instead of complex real objects with noisy back-
grounds, we use a set of simple toy objects (see
dialogue example in Fig. 1), but without annota-
tions or labels. It is essential to highlight that the
VOILA agent would only start a conversation with
a human partner when it isn’t confident about its
own attribute predictions.

5 Conclusion

We have presented a multi-modal learning agent –
VOILA – that can learn grounded visual-concept
meanings through interaction with human tutors
incrementally, over time. The agent is deployed
with an adaptive dialogue policy (optimised us-
ing Reinforcement Learning), which has learned
to (1) process natural, coherent conversations with
humans and (2) achieve comparable learning per-
formance to a hand-crafted system, but with less
tutoring effort needed from humans. Recently, we
also extended the VOILA agent to learn real vi-
sual object classes instead of toy objects by in-
tegrating with a Load-Balancing Self-Organizing
Incremental Neural Network (LB-SOINN) (Zhang
et al., 2014) for object classification.
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Abstract

This paper describes the E2E data, a
new dataset for training end-to-end, data-
driven natural language generation sys-
tems in the restaurant domain, which is
ten times bigger than existing, frequently
used datasets in this area. The E2E dataset
poses new challenges: (1) its human refer-
ence texts show more lexical richness and
syntactic variation, including discourse
phenomena; (2) generating from this set
requires content selection. As such, learn-
ing from this dataset promises more nat-
ural, varied and less template-like system
utterances. We also establish a baseline on
this dataset, which illustrates some of the
difficulties associated with this data.

1 Introduction

The natural language generation (NLG) compo-
nent of a spoken dialogue system typically has
to be re-developed for every new application do-
main. Recent end-to-end, data-driven NLG sys-
tems, however, promise rapid development of
NLG components in new domains: They jointly
learn sentence planning and surface realisation
from non-aligned data (Dušek and Jurčı́ček, 2015;
Wen et al., 2015; Mei et al., 2016; Wen et al., 2016;
Sharma et al., 2016; Dušek and Jurčı́ček, 2016a;
Lampouras and Vlachos, 2016). These approaches
do not require costly semantic alignment between
meaning representations (MRs) and the corre-
sponding natural language (NL) reference texts
(also referred to as “ground truths” or “targets”),
but they are trained on parallel datasets, which
can be collected in sufficient quality and quan-
tity using effective crowdsourcing techniques, e.g.
(Novikova et al., 2016). So far, end-to-end ap-
proaches to NLG are limited to small, delexi-

Flat MR NL reference

name[Loch Fyne],
eatType[restaurant],
food[French],
priceRange[less than £20],
familyFriendly[yes]

Loch Fyne is a family-friendly
restaurant providing wine and
cheese at a low cost.

Loch Fyne is a French family
friendly restaurant catering to
a budget of below £20.

Loch Fyne is a French
restaurant with a family setting
and perfect on the wallet.

Table 1: An example of a data instance.

calised datasets, e.g. BAGEL (Mairesse et al.,
2010), SF Hotels/Restaurants (Wen et al., 2015),
or RoboCup (Chen and Mooney, 2008). There-
fore, end-to-end methods have not been able to
replicate the rich dialogue and discourse phenom-
ena targeted by previous rule-based and statistical
approaches for language generation in dialogue,
e.g. (Walker et al., 2004; Stent et al., 2004; Dem-
berg and Moore, 2006; Rieser and Lemon, 2009).

In this paper, we describe a new crowdsourced
dataset of 50k instances in the restaurant domain
(see Section 2). We analyse it following the
methodology proposed by Perez-Beltrachini and
Gardent (2017) and show that the dataset brings
additional challenges, such as open vocabulary,
complex syntactic structures and diverse discourse
phenomena, as described in Section 3. The data
is openly released as part of the E2E NLG chal-
lenge.1 We establish a baseline on the dataset in
Section 4, using one of the previous end-to-end
approaches.

2 The E2E Dataset

The data was collected using the Crowd-
Flower platform and quality-controlled following
Novikova et al. (2016). The dataset provides infor-

1http://www.macs.hw.ac.uk/
InteractionLab/E2E/
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Figure 1: Pictorial MR for Table 1.

Attribute Data Type Example value
name verbatim string The Eagle, ...
eatType dictionary restaurant, pub, ...
familyFriendly boolean Yes / No
priceRange dictionary cheap, expensive, ...
food dictionary French, Italian, ...
near verbatim string market square, ...
area dictionary riverside, city center, ...
customerRating enumerable 1 of 5 (low), 4 of 5 (high), ...

Table 2: Domain ontology of the E2E dataset.

mation about restaurants and consists of more than
50k combinations of a dialogue-act-based MR and
8.1 references on average, as shown in Table 1.
The dataset is split into training, validation and
testing sets (in a 76.5-8.5-15 ratio), keeping a sim-
ilar distribution of MR and reference text lengths
and ensuring that MRs in different sets are distinct.
Each MR consists of 3–8 attributes (slots), such as
name, food or area, and their values. A detailed
ontology of all attributes and values is provided
in Table 2. Following Novikova et al. (2016), the
E2E data was collected using pictures as stimuli
(see example in Figure 1), which was shown to
elicit significantly more natural, more informative,
and better phrased human references than textual
MRs.

3 Challenges

Following Perez-Beltrachini and Gardent (2017),
we describe several different dimensions of our
dataset and compare them to the BAGEL and SF
Restaurants (SFRest) datasets, which use the same
domain.

Size: Table 3 summarises the main descriptive
statistics of all three datasets. The E2E dataset
is significantly larger than the other sets in terms
of instances, unique MRs, and average number

of human references per MR (Refs/MR).2 While
having more data with a higher number of refer-
ences per MR makes the E2E data more attrac-
tive for statistical approaches, it is also more chal-
lenging than previous sets as it uses a larger num-
ber of sentences in NL references (Sents/Ref; up
to 6 in our dataset compared to typical 1–2 for
other sets) and a larger number of slot-value pairs
in MRs (Slots/MR). It also contains sentences of
about double the word length (W/Ref) and longer
sentences in references (W/Sent).

Lexical Richness: We used the Lexical Com-
plexity Analyser (Lu, 2012) to measure various di-
mensions of lexical richness, as shown in Table 4.
We complement the traditional measure of lexical
diversity type-token ratio (TTR) with the more ro-
bust measure of mean segmental TTR (MSTTR)
(Lu, 2012), which divides the corpus into succes-
sive segments of a given length and then calculates
the average TTR of all segments. The higher the
value of MSTTR, the more diverse is the measured
text. Table 4 shows our dataset has the highest
MSTTR value (0.75) while Bagel has the lowest
one (0.41). In addition, we measure lexical so-
phistication (LS), also known as lexical rareness,
which is calculated as the proportion of lexical
word types not on the list of 2,000 most frequent
words generated from the British National Cor-
pus. Table 4 shows that our dataset contains about
15% more infrequent words compared to the other
datasets.

We also investigate the distribution of the top 25
most frequent bigrams and trigrams in our dataset
(see Figure 2). The majority of both trigrams
(61%) and bigrams (50%) is only used once in
the dataset, which creates a challenge to efficiently
train on this data. Bigrams used more than once
in the dataset have an average frequency of 54.4
(SD = 433.1), and the average frequency of tri-
grams used more than once is 19.9 (SD = 136.9).
For comparison, neither SFRest nor Bagel dataset
contains bigrams or trigrams that are only used
once. The minimal frequency of bigrams is 27 for
Bagel (Mean = 98.2, SD = 86.9) and 76 for SFrest
(Mean = 128.4, SD = 50.5), for trigrams the min-
imal frequency is 24 for Bagel (Mean = 63.5, SD
= 54.6) and 43 for SFRest (Mean = 67.3, SD =
18.9). Infrequent words and phrases pose a chal-

2Note that the difference is even bigger in practice as the
Refs/MR ratio for the SFRest dataset is skewed: for specific
MRs, e.g. goodbye, SFRest has up to 101 references.
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No. of
instances

No. of
unique MRs

Refs/MR Slots/MR W/Ref W/Sent Sents/Ref

E2E 50,602 5,751 8.1 (2–16) 5.43 20.1 14.3 1.5 (1–6)
SFRest 5,192 1,950 1.82 (1–101) 2.86 8.53 8.53 1.05 (1–4)
Bagel 404 202 2 (2–2) 5.41 11.54 11.54 1.02 (1–2)

Table 3: Descriptive statistics of linguistic and computational adequacy of datasets.

No. of instances is the total number of instances in the dataset, No. of unique MRs is the number of distinct MRs, Refs/MR is
the number of NL references per one MR (average and extremes shown), Slots/MR is the average number of slot-value pairs
per MR, W/Ref is the average number of words per MR, W/Sent is the average number of words per single sentence, Sents/Ref
is the number of NL sentences per MR (average and extremes shown).

Figure 2: Distribution of the top 25 most frequent bigrams and trigrams in our dataset (left: most frequent
bigrams, right: most frequent trigrams).

Dataset Tokens Types LS TTR MSTTR
E2E 65,710 945 0.57 0.01 0.75
SFRest 45,791 1,187 0.43 0.03 0.62
Bagel 1,071 70 0.42 0.04 0.41

Table 4: Lexical Sophistication (LS) and Mean
Segmental Type-Token Ratio (MSTTR).

lenge to current end-to-end generators since they
cannot handle out-of-vocabulary words.

Syntactic Variation and Discourse Phenomena:
We used the D-Level Analyser (Lu, 2009) to eval-
uate syntactic variation and complexity of human
references using the revised D-Level Scale (Lu,
2014). Figure 3 show a similar syntactic varia-
tion in all three datasets. Most references in all the
datasets are simple sentences (levels 0 and 1), al-
though the proportion of simple texts is the low-
est for the E2E NLG dataset (46%) compared
to others (47-51%). Examples of simple sen-
tences in our dataset include: “The Vaults is an
Indian restaurant”, or “The Loch Fyne is a mod-
erate priced family restaurant”. The majority of
our data, however, contains more complex, var-
ied syntactic structures, including phenomena ex-
plicitly modelled by early statistical approaches
(Stent et al., 2004; Walker et al., 2004). For ex-

Figure 3: D-Level sentence distribution of the
datasets under comparison.

ample, clauses may be joined by a coordinating
conjunction (level 2), e.g. “Cocum is a very ex-
pensive restaurant but the quality is great”. There
are 14% of level-2 sentences in our dataset, com-
paring to 7-9% in others. Sentences may also
contain verbal gerund (-ing) phrases (level 4), ei-
ther in addition to previously discussed structures
or separately, e.g. “The coffee shop Wildwood
has fairly priced food, while being in the same
vicinity as the Ranch” or “The Vaults is a family-
friendly restaurant offering fast food at moderate
prices”. Subordinate clauses are marked as level 5,
e.g. “If you like Japanese food, try the Vaults”.
The highest levels of syntactic complexity involve
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Dataset O A C
E2E NLG 22% 18% 60%
SFRest 0% 6% 94%
Bagel 0% 0% 100%

Table 5: Match between MRs and NL references.

O: Omitted content, A: Additional content, C: Content fully
covered in the reference.

sentences containing referring expressions (“The
Golden Curry provides Chinese food in the high
price range. It is near the Bakers”), non-finite
clauses in adjunct position (“Serving cheap En-
glish food, as well as having a coffee shop, the
Golden Palace has an average customer rating and
is located along the riverside”) or sentences with
multiple structures from previous levels. All the
datasets contain 13-16% of sentences of levels 6
and 7, where Bagel has the lowest proportion
(13%) and our dataset the highest (16%).

Content Selection: In contrast to the other
datasets, our crowd workers were asked to ver-
balise all the useful information from the MR
and were allowed to skip an attribute value con-
sidered unimportant. This feature makes gen-
erating text from our dataset more challenging
as NLG systems also need to learn which con-
tent to realise. In order to measure the extent of
this phenomenon, we examined a random sam-
ple of 50 MR-reference pairs. An MR-reference
pair was considered a fully covered (C) match
if all attribute values present in the MR are ver-
balised in the NL reference. It was marked as
“additional” (A) if the reference contains infor-
mation not present in the MR and as “omitted”
(O) if the MR contains information not present
in the reference, see Table 5. 40% of our data
contains either additional or omitted information.
This often concerns the attribute-value pair eat-
Type=restaurant, which is either omitted (“Loch
Fyne provides French food near The Rice Boat. It
is located in riverside and has a low customer rat-
ing”) or added in case eatType is absent from the
MR (“Loch Fyne is a low-rating riverside French
restaurant near The Rice Boat”).

4 Baseline System Performance

To establish a baseline on the task data, we use
TGen (Dušek and Jurčı́ček, 2016a), one of the re-

Metric Value
BLEU (Papineni et al., 2002) 0.6925
NIST (Doddington, 2002) 8.4781
METEOR (Lavie and Agarwal, 2007) 0.4703
ROUGE-L (Lin, 2004) 0.7257
CIDEr (Vedantam et al., 2015) 2.3987

Table 6: TGen results on the development set.

cent E2E data-driven systems.3 TGen is based
on sequence-to-sequence modelling with attention
(seq2seq) (Bahdanau et al., 2015). In addition
to the standard seq2seq model, TGen uses beam
search for decoding and a reranker over the top k
outputs, penalizing those outputs that do not ver-
balize all attributes from the input MR. As TGen
does not handle unknown vocabulary well, the
sparsely occurring string attributes (see Table 2)
name and near are delexicalized – replaced with
placeholders during generation time (both in input
MRs and training sentences).4

We evaluated TGen on the development part of
the E2E set using several automatic metrics. The
results are shown in Table 6.5 Despite the greater
variety of our dataset as shown in Section 3, the
BLEU score achieved by TGen is in the same
range as scores reached by the same system for
BAGEL (0.6276) and SFRest (0.7270). This indi-
cates that the size of our dataset and the increased
number of human references per MR helps statis-
tical approaches.

Based on cursory checks, generator outputs
seem mostly fluent and relevant to the input MR.
For example, our setup was able to generate long,
multi-sentence output, including referring expres-
sions and ellipsis, as illustrated by the following
example: “Browns Cambridge is a family-friendly
coffee shop that serves French food. It has a low
customer rating and is located in the riverside area
near Crowne Plaza Hotel.” However, TGen re-
quires delexicalization and does not learn content
selection, forcing the verbalization of all MR at-
tributes.

3TGen is freely available at https://github.com/
UFAL-DSG/tgen.

4Detailed system training parameters are given in the sup-
plementary material.

5To measure the scores, we used slightly adapted versions
of the official MT-Eval script (BLEU, NIST) and the COCO
Caption (Chen et al., 2015) metrics (METEOR, ROUGE-
L, CIDEr). All evaluation scripts used here are available at
https://github.com/tuetschek/e2e-metrics.
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5 Conclusion

We described the E2E dataset for end-to-end,
statistical natural language generation systems.
While this dataset is ten times bigger than similar,
frequently used datasets, it also poses new chal-
lenges given its lexical richness, syntactic com-
plexity and discourse phenomena. Moreover, gen-
erating from this set also involves content selec-
tion. In contrast to previous datasets, the E2E data
is crowdsourced using pictorial stimuli, which
was shown to elicit more natural, more infor-
mative and better phrased human references than
textual meaning representations (Novikova et al.,
2016). As such, learning from this data promises
more natural and varied outputs than previous
“template-like” datasets. The dataset is freely
available as part of the E2E NLG Shared Task.6

In future work, we hope to collect data with fur-
ther increased complexity, e.g. asking the user to
compare, summarise, or recommend restaurants,
in order to replicate previous rule-based and sta-
tistical approaches, e.g. (Walker et al., 2004; Stent
et al., 2004; Demberg and Moore, 2006; Rieser
et al., 2014). In addition, we will experiment with
collecting NLG data within a dialogue context,
following (Dušek and Jurčı́ček, 2016b), in order to
model discourse phenomena across multiple turns.
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Abstract

This paper proposes a new dataset, Frames,
composed of 1369 human-human dia-
logues with an average of 15 turns per dia-
logue. This corpus contains goal-oriented
dialogues between users who are given
some constraints to book a trip and assis-
tants who search a database to find appro-
priate trips. The users exhibit complex
decision-making behaviour which involve
comparing trips, exploring different op-
tions, and selecting among the trips that
were discussed during the dialogue. To
drive research on dialogue systems towards
handling such behaviour, we have anno-
tated and released the dataset and we pro-
pose in this paper a task called frame track-
ing. This task consists of keeping track of
different semantic frames throughout each
dialogue. We propose a rule-based baseline
and analyse the frame tracking task through
this baseline.

1 Introduction

Goal-oriented, information-retrieving dialogue sys-
tems have been designed traditionally to help users
find items in a database given a set of constraints
(Singh et al., 2002; Raux et al., 2003; El Asri
et al., 2014; Laroche et al., 2011). For instance,
the LET’S GO dialogue system finds a bus sched-
ule given a bus number and a location (Raux et al.,
2003).

Available resources for data-driven learning of
such goal-oriented systems are often collected with
an existing system (Henderson et al., 2014b; Ben-
nett and Rudnicky, 2002) and have been proposed
to study one component of dialogue. Examples are
the first three Dialogue State Tracking Challenges
(DSTC, Williams et al., 2016) during which a se-

ries of datasets and tasks of increasing complexity
were released. These shared tasks were essential to
advance the state of the art on state tracking. Other
resources have allowed to study and develop differ-
ent approaches to spoken language understanding
and entity extraction (Mesnil et al., 2013). As for
dialogue management, simulators have been pro-
posed (Schatzmann et al., 2006) but datasets are
scarce.

In most datasets collected with an existing sys-
tem, the dialogues consist of sequential slot-filling:
the system requests constraints until it can query
the database and return several results to the user.
Then, the user can ask for more information about
a given result or request other possibilities. As
a consequence, the tasks and methods that were
based on these datasets were defined according to
this sequential slot-filling process

We propose the Frames dataset to study more
complex dialogue flows and decision-making be-
haviour. Our motivation comes from user studies in
e-commerce which show that several information-
seeking behaviours are exhibited by users who may
come with a very well defined item in mind, but
may also visit an e-commerce website with the
intent to compare items and explore different pos-
sibilities (Moe and Fader, 2001; Saha et al., 2017).
Supporting this kind of decision-making process
in conversational systems implies adding memory.
Memory is necessary to track different items or
preferences set by the user during the dialogue. For
instance, consider product comparisons. If a user
wants to compare different items using a dialogue
system, then this system should be able to sepa-
rately recall properties pertaining to each item.

We collected 1369 human-human dialogues in
a Wizard-of-Oz (WOz) setting – i.e., users were
paired up with humans, whom we refer to as wiz-
ards, who assumed the role of the dialogue system.
Wizards were given access to a database of vaca-
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tion packages containing round-trip flights and a
hotel. Users were tasked with finding packages
based on a few constraints such as a destination
and a budget. The dataset has been fully annotated
by human experts and is publicly available1.

Along with this dataset, we formalize a new task
called frame tracking. Frame tracking is an exten-
sion of state tracking (Henderson, 2015; Williams
et al., 2016). In state tracking, the information sum-
marizing the full dialogue history is compressed
into a single semantic frame which contains prop-
erties and values corresponding to the user’s pref-
erences (e.g., destination city). In frame tracking,
the dialogue agent must simultaneously track mul-
tiple semantic frames (e.g., different destination
cities; frames are defined formally in Section 4.2)
throughout the conversation.

2 Data Collection

We collected the Frames data over a period of 20
days with 12 participants, who worked either for
one day, one week, or 20 days. The participants
alternated between the user and wizard roles on a
daily basis. Due to this rotation, we can assume
that we deal with returning users who know how to
use the system, and focus on the decision making
process, skipping the phase where the user learns
about the system capabilities. The domain for all
dialogues is travel: specifically, finding a vacation
package that fulfils certain a priori requirements
through a conversational search-and-compare pro-
cess.

2.1 Wizard-Of-Oz Setting

Wizard-of-Oz (WOz) dialogues (Kelley, 1984;
Rieser et al., 2005; Wen et al., 2016) have the
considerable advantage of exhibiting realistic be-
haviours often beyond the capabilities of existing
dialogue systems. Our setting is slightly differ-
ent from the usual WOz setting because, in our
case, users did not believe they were interacting
with a dialogue system; they knew they were con-
versing with fellow humans. We chose not to
give templated answers to wizards because, apart
from studying decision-making, we also wanted to
study information presentation and dialogue man-
agement. We work with text-based dialogues be-
cause this engenders a more controlled wizard be-
haviour, obviates handling time-sensitive turn tak-
ing, and speech recognition noise.

1datasets.maluuba.com/Frames

2.2 Task Templates and Instructions
User-wizard dialogues took place on Slack.2 We
deployed a Slack bot to pair up participants and
record conversations. At the beginning of each
dialogue, a user was paired with a wizard and given
a new task. Tasks were built from templates like
the following:

“Find a vacation between
[START DATE] and [END DATE]
for [NUM ADULTS] adults and
[NUM CHILDREN] kids. You leave
from [ORIGIN CITY]. You are travel-
ling on a budget and you would like to
spend at most $[BUDGET].”

Tasks were generated by drawing values (e.g., for
BUDGET) from a database. We constructed our
database of flight and hotel properties by hand to
simulate what one would find on a standard travel
booking site. Each template was assigned a proba-
bility of success, and then constraint values were
drawn in order to comply with this probability. For
example, if 20 tasks were generated at probability
0.5, about 10 tasks would be generated with suc-
cessful database queries and the other 10 would
be generated such that the database returned no
results for the constraints. This success mech-
anism allowed us to emulate cases when a user
would find nothing meeting her constraints. If a
task was unsuccessful, the user either ended the
dialogue or got an alternative task such as: “If
nothing matches your constraints, try increasing
your budget by $200.” We wrote 38 templates. 14
were generic like the one presented above and the
other 24 included a background story to encourage
role-playing from users and to keep them engaged.
These templates were meant to add variety to the
dialogues. The generic templates were also im-
portant for the users to create their own character
and personality. We found that the combination of
the two types of templates prevented the task from
becoming too repetitive. Notably, we distributed
the role-playing templates throughout the data col-
lection process to bring some novelty and surprise.
We also asked the participants to write templates
(13 of them) to keep them engaged in the task.

To control data collection, we gave a set of in-
structions to the participants. The user instructions
encouraged a variety of behaviours. As for the
wizards, they were asked only to talk about the

2www.slack.com
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database results and the task at hand. We also
asked the wizards to perform untimely actions oc-
casionally, for instance, to ask for information that
the user has already provided. It is interesting from
a dialogue management point of view to have ex-
amples of bad behaviour and of how it impacts user
satisfaction. At the end of each dialogue, the user
provided a wizard cooperativity rating on a scale of
1 to 5. The wizard, on the other hand, was shown
the user’s task and was asked whether she thought
the user had accomplished it.

2.3 Search Interface And Suggestions

Wizards received a link to a search interface every
time a user was connected to them. The search
interface was a simple GUI with all the searchable
fields in the database (see Appendix A). For every
database search, up to 10 results were displayed,
sorted by increasing price.

Another important property of human dialogue
that we want to study with Frames is how to provide
users with database information. When a set of user
constraints leads to no results, users would bene-
fit from knowing that relaxing a given constraint
(e.g., increasing the budget by a reasonable amount)
leads to results. We modelled this by displaying
suggestions to the wizards when a database query
returned no results. Suggestions were packages
obtained by randomly relaxing one or more con-
straints. It was up to the wizard to decide whether
or not to use suggestions.

3 Statistics of the Corpus

Using the data collection process described above,
we collected 1369 dialogues. Figure 1a shows the
distribution of dialogue lengths in the corpus. The
average number of turns is 15, for a total of 19986
turns in the dataset. A turn is defined as a Slack
message sent by either a user or a wizard. Turns
always alternate between user and wizard.

Figure 1b shows the number of acts per dialogue
turn. About 25% of the dialogue turns have more
than one dialogue act. The turns without dialogue
acts are turns where the user asked for something
that the wizard could not provide, e.g., because it
was not part of the database. We left such (rarely oc-
curring) user turns unannotated, as they are usually
followed up by the wizard saying she cannot pro-
vide the required information. This rarely occurs,
since our users are familiar with the capabilities of
the “system” after only few dialogues.

Figure 1c shows the distribution of user ratings.
More than 70% of the dialogues have the maximum
rating of 5. Figure 2 shows the occurrences of
dialogue acts in the corpus. The dialogue acts are
described in Table 9. We present the annotation
scheme in the following section.

4 Annotation

We manually annotated the Frames dataset with
dialogue acts, slot types and values, references to
other frames, and the ID of the currently active
frame for each utterance. We also computed frame
descriptions based on the labels of earlier turns.

4.1 Dialogue Acts, Slot Types, Slot Values

Most of the dialogue acts used for annotation
are typical of the goal-oriented setting, such as
inform and offer (Henderson et al., 2014b).
We also introduced dialogue acts specifically for
frame tracking, such as switch frame and
request compare. The dialogue acts are listed
in Table 9.

Our annotation uses three sets of slot types. The
first set, listed in Tables 7 and 8, corresponds to the
fields of the database. The second set is listed in Ta-
ble 10 and contains the slot types which we defined
to describe specific aspects of the dialogue, such as
intent, action, and count. The remaining
slot types in Table 10 were introduced to describe
frames and cross-references between them.

4.2 Frame Definition

Semantic frames form the core of our dataset. A
semantic frame is defined by the following four
components:
• User requests: slots whose values the user

wants to know for this frame.
• User binary questions: user questions with

slot types and slot values.
• Constraints: slots which have been set to a

particular value by the user or the wizard.
• User comparison requests: slots whose values

the user wants to know for this frame and one
or more other frames.

In DSTC, a semantic frame contains the constraints
set by the user, the user requests, and the user’s
search method (e.g., by constraints or alternatives).
In our case, constraints can also be set by the
wizard when she suggests or offers a package.
Any field in the database (see Tables 7 and 8 in
Appendix A) can be constrained by the user or

209



3 8 13 18 23 28 33 38 43
Dialogue Length (Number of Turns)
0

2

4

6

8

Di
al

og
ue

s (
%

)

(a)

0 1 2 3 4 5 6 7 8 9
Number of Acts per Turn

0
10
20
30
40
50
60

Tu
rn

s (
%

)

author
user
wizard

(b)

1 2 3 4 5
User Rating

0

20

40

60

Di
al

og
ue

s (
%

)

(c)

Figure 1: Overview of the Frames corpus

Table 1: Dialogue excerpt with active frame annotation

Author Utterance Frame

User I’d like to book a trip to Atlantis from Caprica on Saturday, 1
August 13, 2016 for 8 adults. I have a tight budget of 1700.

Wizard Hi...I checked a few options for you, and unfortunately, we do not currently have any 1
trips that meet this criteria. Would you like to book an alternate travel option?

User Yes, how about going to Neverland from Caprica on August 13, 2
2016 for 5 adults. For this trip, my budget would be 1900.

Wizard I checked the availability for those dates and there were no trips available. 2
Would you like to select some alternate dates?

the wizard. The comparison requests and the bi-
nary questions were added after analysing the di-
alogues. The comparison requests correspond to
the request compare dialogue act. This dia-
logue act is used to annotate turns when a user
asks to compare different results, for instance:
“Could you tell me which of these resorts offers
free wifi?”. These questions possibly relate to
several frames. Binary questions are questions
with slot types and slot values, e.g., “In which
part of the town is the hotel located?” (request
act), or “Is the trip to Marseille cheaper than to
Naples?” (request compare act), as well as
all confirm acts. Binary questions may concern
one or several frames.

4.3 Frame Creation and Switching

Each dialogue starts in frame 1. New frames are in-
troduced when the wizard offers or suggests some-
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Figure 2: Dialogue act occurrences in the corpus

thing, or when the user modifies pre-established
slots. Thus, all values discussed during the dia-
logue are recorded and the user can return to a pre-
vious set of constraints at any point. An example is
given in Table 1: the frame number changes when
the user modifies several slot values, namely, the
destination city, the number of adults for the trip,
and the budget. While modifying pre-established
slots is supported by most dialogue systems, these
rules allow us to clearly distinguishing creating
frames from extending frames and thus define how
the items in the dialogue memory, which the user
can reference, are structured. Though frames are
created for each offer or suggestion made by the
wizard, the active frame can only be changed by the
user so that the user has control over the dialogue.
When creating frames, the annotator can explicitly
mark which frame the new frame is derived from,
which heuristically copies some of its content to
the new frame. If not annotated, we assume it is
derived from the currently active frame. If the user
asks for more information about a specific offer
or suggestion, the active frame is changed to the
frame introduced with that offer or suggestion. This
change of frame is indicated by a switch frame
act (see Appendix A). The rules for creating and
switching frames are summarized in Table 2.

We introduced specific slot types for recording
the creation and modification of frames. These
slot types are id, ref, read, and write (see
Table 10 in Appendix A). The frame id is defined
when the frame is created and is used to switch to
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Table 2: Frequency of frame creation and switching events

Rule Type Author Rule Description Relative Frequency Absolute Frequency

Creation User Changing the value of a slot 31% 2092
Wizard Making an offer or a suggestion 69% 4762

Switching User Changing the value of a slot (it causes the
dialogue to switch to that frame)

50% 2092

Considering a wizard offer or suggestion 39% 1635
Switching to an earlier frame by mentioning its
slot values

11% 458

this frame when the user decides to do so.
The other slot types are used to annotate

cross-references between frames. A reference
has two parts: the id of the frame it refers
to and the slots and values that are used to
refer to that frame (if any). For instance,
ref[1{name=Tropic}] means that frame 1 is
being referred to by the hotel name Tropic. If
anaphora are used to refer to a frame, we annotated
this with the slot ref anaphora (e.g., “This
is too long” – inform(duration=toolong,
ref anaphora=this)). Inside an offer dia-
logue act, a ref means that the frame correspond-
ing to the offer is derived from another frame. This
happens for instance when a wizard proposes a
package with business or economy options. In this
case, the business and economy offers are derived
from the hotel offer.

The slot types read and write only occur in-
side a wizard’s inform act and are used by wiz-
ards to provide relations between offers or sugges-
tions: read is used to indicate which frame the
values come from (and which slots are used to refer
to this frame, if any), while write indicates the
frame where the slot values are to be written (and
which slot values are used to refer to this frame,
if any). If there is a read without a write, the
current frame is assumed as the storage for the slot
values. A slot type without a value indicates that
the value is the same as in the referenced frame,
but was not mentioned explicitly e.g., “for the same
price”.

Table 3 gives an example of how these
slot types are used in practice: inform(
read=[7{dst city=Punta Cana,
category=2.5}]) means that the values
2.5 and Punta Cana are to be read from frame 7,
and to be written in the current frame. At
this turn of the dialogue, the wizard repeats
information from frame 7. The annotation
inform(breakfast=False,write=
[7{name=El Mar}]) means that the value

False for breakfast is written in frame 7 and that
frame 7 was identified in this utterance by the
name of the hotel El Mar.

The average number of frames created per di-
alogue is 6.71 and the average number of frame
switches is 3.58. Figure 3 shows boxplots for the
number of frame creations and the number of frame
changes in the corpus.

4.4 Annotation Reproducibility

Five trained experts annotated the dataset accord-
ing to the above rules. To measure inter-annotator
agreement, the experts annotated the same ran-
domly chosen 10 dialogues. On this subset, we
compute the inter-annotator agreement rate as the
F1-score. Note that the commonly used κ statistic
cannot be directly applied here, since the anno-
tation is not a multi-class classification problem.
The provided F1 score also captures how much the
annotators failed to annotate words or acts, or dis-
agreed about the correct value. We report the mean
and standard deviation over all possible pairing of
annotators. On dialogue acts only, this score is 81.2
± 3.1, on slot values, it is 95.2 ± 1.1, and on dia-
logue acts, slot values, and content of referenced
frames, it is 62.3 ± 4.9.

frame changes frames0

10

20

30

Frames and Frame Changes

Figure 3: Number of frames and frame switches in
the corpus
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Table 3: Annotation example with the write and read slot types

Author Utterance Frame Annotation

Wizard I am only able to find hotels with a 6 inform(read=[7{dst city=Punta Cana,
2.5 star rating in Punta Cana for that time. category=2.5}])

User 2.5 stars will do. 11 inform(category=2.5)
Can you offer any additional activities?

Wizard Unfortunately I am not able to provide 11 sorry, canthelp
this information.

User How about breakfast? 11 request(breakfast)
Wizard El Mar does not provide breakfast. 11 inform(breakfast=False, write=[7{name=El Mar}])

id=0
(current)

id=1
dst city=Mannheim
or city=Melbourne
price=8000USD

id=2
dst city=New York
or city=Melbourne

id=3
(new)

inform(dst city=Mannheim, budget=cheaper, flex=T)

Is there a cheaper package to Mannheim? I’m flexible with the dates.

Figure 4: Illustration of the frame tracking task.
The model must choose, for each slot, which frame
it is referring to, given the set of available frames,
the previous active frame (bold), and the potential
new frame (marked “(new)”).

5 Research Topics

Frames can be used to study many aspects of goal-
oriented dialogue, from Natural Language Under-
standing (NLU) to Natural Language Generation
(NLG). In this section, we propose three topics that
we believe are new and representative of Frames.

5.1 Frame Tracking

5.1.1 Definition
We propose Frame tracking as an extension of state
tracking (Henderson, 2015) to a setting where sev-
eral semantic frames are tracked simultaneously. In
state tracking, the dialogue history is compressed
into one semantic frame. The state tracker updates
a probability distribution, for each slot, over the
different possible values. Every time the user sets
a new value, the probability distribution is updated.
This architecture prevents the user from comparing
options or returning to an item discussed earlier
since the values for each slot are tracked separately.
In frame tracking, a new value creates a new seman-
tic frame. The frame tracking task is significantly
harder as it requires, for each user utterance, iden-
tifying the active frame as well as all the frames
modified by the utterance. An example is provided
in Fig. 4.

Definition 1 (Frame Tracking). At each user turn t,
we assume access to the full dialogue history H =
{f1, ..., fnt−1}, where fi is a frame and nt−1 is the
number of frames created so far in the dialogue.
For a user utterance ut at time t, we provide the
following NLU labels: dialogue acts, slot types,
and slot values. The goal of frame tracking is to
predict if a new frame is created and to predict for
each dialogue act the ref labels (possibly none)
and the ids of the frames referenced.

Predicting the frame that is referenced by a dia-
logue act requires detecting if a new frame is cre-
ated and recognizing a previous frame from the val-
ues mentioned by the user (potentially synonyms,
e.g., NYC for New York), or by using the user
utterance directly. It is necessary in many cases
to use the user utterance directly because users
do not always use slot values to refer to previous
frames. An example in the corpus is a user asking:
“Which package has the soonest departure?”. In
this case, the user refers to several frames (the pack-
ages) without ever explicitly describing which ones.
This phenomenon is quite common for dialogue
acts such as switch frame (979 occurrences in
the corpus) and request compare (455 occur-
rences in the corpus). These cases can only be
resolved by working on the text directly and solv-
ing anaphora.

Note that when talking with real users, a system
would need to generate the frames dynamically
during the dialogue. We propose the frame tracking
task as a first step and we show in Section 6.2 that
this simplified task entails many challenges.

5.1.2 Evaluation Metrics

We define two metrics: frame identification and
frame creation. For frame identification, for each
dialogue act, we compare the ground truth pair
(key-value, frame) to that predicted by the
frame tracker. We compute performance as the
number of correct predictions over the number of
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pairs. The frame is the id of the referenced
frame. The key and value are respectively the
type and the value of the slot used to refer to the
frame (these can be null).

For frame creation, we compute the number of
times the frame tracker correctly predicts that a
frame is created or correctly predicts that a frame
has not been created over the number of dialogue
turns.

5.1.3 Related Work
In previous work, some limitations of sequential
slot filling dialogue systems were addressed using
goal-modeling (Crook and Lemon, 2010; Crook
et al., 2012; Misu et al., 2011), task tracking (Lee
and Stent, 2016) and memory-augmentation of clas-
sical state tracking (Weston et al., 2015).

Crook and Lemon (2010); Crook et al. (2012)
model the user goal as a subset of all possible slot
value combinations and propose techniques to au-
tomatically compress this huge space into a sum-
mary space. Rewards, transitions, and observations
of a POMDP system can then be projected to the
reduced space, which facilitates policy learning.
Misu et al. (2011) propose a method for decision
support in spoken dialogue systems that aids a user
who is assumed to have an (unknown) weighted
preference over the possible slot values and limited
knowledge about alternatives. The authors employ
a user simulator that outputs dialogue acts to learn
a policy that optimizes the sum of the weights of
the final user selection. The Frames dataset allows
learning and evaluating these techniques on a large
and more realistic text-based dataset. Additionally,
the memorized frames would allow a dialogue sys-
tem to compare disjunct goals or return to earlier
states.

Recent approaches to state tracking have been
suggested to go beyond the sequential slot-filling
approach. An important contribution is the Task
Lineage-based Dialog State Tracking (TL-DST)
proposed by Lee and Stent (2016). TL-DST is a
framework that allows keeping track of tasks across
different domains. Similarly to frame tracking, Lee
and Stent propose building a dynamic structure
of the dialogue containing different frames corre-
sponding to different tasks. They defined different
sub-tasks among which task frame parsing which
is closely related to frame tracking except that they
impose constraints on how a dialogue act can be
assigned to a frame and a dialogue act can only re-
late to one frame. Because of the lack of data, Lee

and Stent (2016) trained their tracking model on
datasets released for DSTC (DSTC2 and DSTC3,
Henderson et al., 2014b,a). As a result, they could
artificially mix different tasks, e.g., looking for a
restaurant and looking for a pub, but they could not
study how human beings switch between topics. In
addition, this framework can switch between differ-
ent tasks but does not handle comparisons between
disjunct frames, which is an important aspect of
frame tracking.

Another related approach was proposed by Perez
and Liu (2016) who re-interpreted the state track-
ing task as a question-answering task. Their
state tracker is based on a memory network
(Weston et al., 2015) and can answer questions
about the user goal at the end of the dialogue. They
also propose adding functionalities such as keeping
a list of the constraints expressed by the user during
the dialogue.

The Frames dataset may be used to test and vali-
date these approaches on real data. In addition, we
propose the frame tracking task as benchmark and
as a first step towards modelling complex decision-
making behaviour.

5.2 Dialogue Management
Most of the time, the wizard would speak about the
current frame to ask or answer questions. However,
sometimes, the wizard would talk about previous
frames. An example is given in Table 11 in Ap-
pendix A. In the bold utterance in this dialogue, the
wizard mentions a frame which is not the currently
active frame. In order to reproduce this kind of
behaviour, a dialogue manager would need to be
able to identify potentially relevant frames for the
current turn and to output actions for these frames.

Table 11 also illustrates another novelty. In the
utterance in italics, the wizard actually performs
two actions. The first action consists of inform-
ing the user about the price of the regal resort and
the second action consists of proposing another
option, Hotel Globetrotter. Performing more than
one action per turn is a challenge when using re-
inforcement learning (Pietquin et al., 2011; Gašić
et al., 2012; Fatemi et al., 2016) and, to our knowl-
edge, has only been tackled in a simulated setting
(Laroche et al., 2009).

5.3 Natural Language Generation
An interesting behaviour observed in Frames is that
wizards often tend to summarize database results.
An example is a wizard saying: “The cheapest
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Table 4: F1 scores for the NLU baseline (mean and
standard deviation).

Dialogue Acts Slots

0.78 ± 0.05 0.79 ± 0.04

available flight is 1947.14USD.” In this case, the
wizard informs the user that the database has no
cheaper result than the one she is proposing. To
imitate this behaviour, a natural language gener-
ator (Oh and Rudnicky, 2000; Wen et al., 2015;
Sharma et al., 2017) would need to reason over the
database and decide how to tailor the results to the
user and present them in a concise but sufficient
way. Various strategies and their combinations
can be employed, e.g. summarization, compari-
son or recommendation (Rieser and Lemon, 2009).
A decision-theoretical foundation of such an ap-
proach was presented by Walker et al. (2004). A
data-driven approach to attribute selection for NLG
as planning under uncertainty was proposed by
Rieser et al. (2014). The Frames dataset contains a
larger set of dialogues as well as wizard-generated
text with detailed annotations, which we believe
will provide insight into when humans use which
strategy and how they present the information.

6 Baselines

We developed baseline models for natural language
understanding and frame tracking.

embedding function

york

trigrams

bi - GRU bi - GRU

dense + softmax dense + softmax

tanh

Acts Slots

embeddings

#yo rk#

Figure 5: Illustration of the NLU model for slots
and acts prediction.

Table 5: Accuracy (%) of the Frame Tracking Base-
lines (mean and standard deviation).

Rule-Based Random

Frame Creation 0.49 ± 0.03 0.47 ± 0.02
Frame Identification 0.24 ± 0.02 0.18 ± 0.02

6.1 Natural Language Understanding

We define the NLU task as dialogue act prediction
and IOB (Inside, Outside, Beginning) tagging. The
NLU model that we propose as baseline is illus-
trated in Fig. 5. We predict, for each word of the
utterance, a pair of tags – one for the act and one for
the slot. This model operates on character trigrams
and is based on the robust named entity recognition
model (Arnold et al., 2016) except that it has two
heads instead of one: one head for the slot type
(either a slot type or an O tag) as in the original
model and one head for dialogue act prediction.
These two parts share an embedding matrix for the
input character trigrams.

We generated the IOB tags by matching the slot
values in the manual annotations with the corre-
sponding textual utterances. Note that the model
only predicts IOB tags for slots whose values can
be found in the text. Therefore, the prediction for
slots such as intent or vicinities and amenities
is not evaluated for this simple baseline. The act
tags were also generated at the word level: for a
given dialogue act with slot values, each word be-
tween the slot value that occurred first in the text
and the one that occurred last in the text was tagged
with the corresponding act. For example, for the
utterance I am only able to find hotels with a 2.5
star rating in Punta Cana for that time., the words
2.5 star rating in Punta Cana are tagged with the
inform dialogue act. The other words are tagged
with O.

The two parts of the model are trained simulta-
neously, using a modified categorical crossentropy
loss for both sets of outputs. We modify the loss
to ignore O labels that are already predicted cor-
rectly by the model. We introduce this modification
because O labels are far more frequent than other
labels, and not limiting their contribution to the
loss causes the model to degenerate to predicting
O labels for every word. The losses for both parts
of the model are added together and the combined
objective is optimized using ADAM (Kingma and
Ba, 2015).

We provide F1 scores for acts and slots for this
model in Table 4. We report average and stan-
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dard deviation over ten leave-one-user-out splits of
the Frames dataset. We had a total of 11 partici-
pants who played the user role at least once during
data collection. Two participants performed signifi-
cantly fewer dialogues than the others. We merged
the dialogues generated by these two participants
(ids U21E41CQP and U23KPC9QV). For each of
the resulting 10 users, we randomly split the com-
bined dialogues of the nine others into training
(80%) and validation (20%), and then tested on the
dialogues from the held-out user.

6.2 Frame Tracking

We propose a rule-based frame tracking baseline
which takes as input the dialogue acts with slot
types and slot values but without the referenced
frames (i.e., the ref slots) as well as all the frames
created so far during the dialogue. Based on this
input, the tracker predicts the ref tags (for frame
identification, see Section 5.1.2) for each dialogue
act, and it predicts if a frame is created. We write
f [k] to denote the value of slot k in frame f . For
an act a(k=v) in frame f , the following rules are
used:

• Create and switch to a new frame if f [k] is set
and a is inform, but v does not match f [k].
• Switch to frame g if a is switch frame and
g[k] matches v. If no match is found, switch to
the most recently created frame.3

• Assign ref to frame g if a can have a ref tag,
and g[k] matches v. The most recently created
frame is used in ambiguous cases. If no match is
found, assign ref to the current frame.

We compare this baseline to random perfor-
mance. For random performance, for each (di-
alogue act, slot type) combination, we compute
priors on the corpus for each time the user would
refer to the current frame vs a previous one. We
sampled whether each slot referred to the current
frame or another one based on that prior, and if it
referred to another frame, the frame number for
that other frame was sampled uniformly from the
list of frames created so far.

Table 5 presents results for these baselines. We
report results over 10 runs following the same eval-
uation method as for the NLU model. Table 5
shows that the rule-based model performs only
slightly better than random on frame identification

3a reasonable assumption since this case often happens
when a wizard makes an offer and the user talks about it.

Table 6: Accuracy (%) of the rule-based baseline
on sub-tasks of frame tracking.

With
slots

Without
slots

After an
offer

Not after
an offer

Frame switching 44.9 16.3 54.3 16.5

Change of value No frame creation

Frame creation 5.5 83.1

and performs similarly on frame creation. Table 6
presents an analysis of the performance of the rule-
based model. We report the accuracy of the frame
tracking baseline on the most crucial sub-tasks of
frame tracking for one fold. The top table shows
that the most difficult tasks consist of assigning the
correct frame to a switch frame act when the
act is not directly preceded by an offer and when
the act has no slots. As discussed previously, when
the act has no slots, it is important to consider the
text and solve anaphora. When the act is directly
preceded by an offer, the baseline assigns the pre-
vious frame, which is the frame of the offer and
which most of the time is the frame that the user
switched to, e.g., to ask for more information about
the offer. In terms of frame creation, the baseline
has very poor performance in correctly predicting
that a frame is created because the user changes
the value of a previously set slot. These results
demonstrate that frame tracking cannot be solved
with simple rules and necessitates tackling many
complex sub-tasks.

7 Conclusion

We introduced the Frames dataset: a corpus of
human-human dialogues in a travel domain. This
dataset contains complex user behaviour such as
comparing between offers. We formalized the
frame tracking task, which requires tracking si-
multaneously several semantic frames during a dia-
logue. We proposed a rule-based model for this task
and analysed its performance. We release Frames
in the hope of driving further research on complex
decision-making in the dialogue community.
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A Annotation Details and Dialogue Example

Table 7: Searchable fields in the database of packages

Field Description

PRICE MAX Maximum price the user is willing to pay
PRICE MIN Minimum price defined by the user
DESTINATION CITY Destination city
MAX DURATION Maximum number of days for the trip
NUM ADULTS Number of adults
NUM CHILDREN Number of children
START DATE Start date for the trip
END DATE End date for the trip
ARE DATES FLEXIBLE Boolean value indicating whether or not the user’s dates are flexible. If True, then the

search is broadened to 2 days before START DATE and 2 days after END DATE.
ORIGIN CITY Origin city

Table 8: Non-searchable fields in the database of packages

Field Description

Global Properties

PRICE Price of the trip including flights and hotel
DURATION Duration of the trip

Hotel Properties

NAME Name of the hotel
COUNTRY Country where the hotel is located
CATEGORY Rating of the hotel (in number of stars)
CITY City where the hotel is located
GUEST RATING Rating of the hotel by guests (in number of stars)
BREAKFAST,PARKING,WIFI,GYM,SPA Boolean value indicating whether or not the hotel offers

this amenity.
PARK,MUSEUM,BEACH,SHOPPING,
MARKET,AIRPORT,UNIVERSITY,MALL,
CATHEDRAL,DOWNTOWN,PALACE,THEATRE

Boolean value indicating whether or not the hotel is in the
vicinity of one of these.

Flights Properties

SEAT Seat type (economy or business)
DEPARTURE DATE DEP Date of departure to destination
DEPARTURE DATE ARR Date of return flight
DEPARTURE TIME DEP Time of departure to destination
ARRIVAL TIME DEP Time of arrival to destination
DEPARTURE TIME ARR Time of departure from destination
ARRIVAL TIME ARR Time of arrival to origin city
DURATION DEP Duration of flight to destination
DURATION ARR Duration of return flight
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Table 9: List of dialogue acts in the annotation of Frames

Dialogue Act Speaker Description

inform User/Wizard Inform a slot value
offer Wizard Offer a package to the user
request User/Wizard Ask for the value of a particular slot
switch frame User Switch to a frame
suggest Wizard Suggest a slot value or package

that does not match the user’s constraints
no result Wizard Tell the user that the database returned no results
thankyou User/Wizard Thank the other speaker
sorry Wizard Apologize to the user
greeting User/Wizard Greet the other speaker
affirm User/Wizard Affirm something said by the other speaker
negate User/Wizard Negate something said by the other speaker
confirm User/Wizard Ask the other speaker to confirm a given slot value
moreinfo User Ask for more information on a given set of results
goodbye User/Wizard Say goodbye to the other speaker
request alts User Ask for other possibilities
request compare User Ask the wizard to compare packages
hearmore Wizard Ask the user if she’d like to hear more about a given package
you are welcome Wizard Tell the user she is welcome
canthelp Wizard Tell the user you cannot answer her request
reject Wizard Tell the user you did not understand what she meant

Table 10: List of slot types not present in the database

Slot Type Description

count Number of different packages
count amenities Number of amenities
count name Number of different hotels
count dst city Number of destination cities
count seat Number of seat options (for flights)
count category Number of star ratings
id Id of the frame created (for offers and suggestions)
vicinity Vicinity of the hotel
amenities Amenities of the hotel
ref anaphora Words used to refer to a frame

e.g., “the second package‘
impl anaphora Used when a slot type is not specifically mentionned

e.g., “What is the price for Rio?”...“And for Cleveland?”
ref Id of the frame that the speaker is referring to
read Reads slot values specified in another frame and writes them in the current frame
write Writes slot values in a given frame
intent User intent (e.g., book)
action Wizard action (e.g., book)

Table 11: Dialogue excerpt where the wizard talks about a frame other than the active frame

Author Utterance

Wizard A 5 star hotel called the Regal Resort,
Wizard it has free wifi and a spa.
User dates?
Wizard Starts on august 27th until the 30th
User ok that could work. I would like to see my options in Santos as well
Wizard regal resort goes for $2800 or there is the Hotel

Globetrotter in Santos it has 3 stars and comes with
breakfast and wifi, it leaves on the 25th and returns
on the 30th! all for $2000

User ahh I can’t leave until august 26 though
Wizard then i guess you might have to choose the Regal resort
User yeah. I will book it
Wizard Thank you!
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Abstract 

Previous models of turn-taking have mostly 

been trained for specific turn-taking decisions, 

such as discriminating between turn shifts and 

turn retention in pauses. In this paper, we pre-

sent a predictive, continuous model of turn-

taking using Long Short-Term Memory 

(LSTM) Recurrent Neural Networks (RNN). 

The model is trained on human-human dia-

logue data to predict upcoming speech activity 

in a future time window. We show how this 

general model can be applied to two different 

tasks that it was not specifically trained for. 

First, to predict whether a turn-shift will occur 

or not in pauses, where the model achieves a 

better performance than human observers, and 

better than results achieved with more tradi-

tional models. Second, to make a prediction at 

speech onset whether the utterance will be a 

short backchannel or a longer utterance. Final-

ly, we show how the hidden layer in the net-

work can be used as a feature vector for turn-

taking decisions in a human-robot interaction 

scenario.  

1 Introduction 

One of the most fundamental aspects of dialogue 

is the organization of speaking between the par-

ticipants. Since it is difficult to speak and listen 

at the same time, the interlocutors need to take 

turns speaking, and this turn-taking has to be co-

ordinated somehow. This poses a challenge for 

spoken dialogue systems, where the system 

needs to coordinate its speaking with the user to 

avoid interruptions and (inappropriate) gaps and 

overlaps.  

For a full account of turn-taking, there are 

many different aspects that need to be modelled. 

For example, the system should be able to detect 

whether the user is likely to continue speaking 

after a brief silence, or whether the system 

should respond (Meena et al., 2014; Ferrer et al., 

2002). Another related issue is to detect places 

where it is appropriate to give brief feedback (so-

called backchannels) while the user is speaking 

(Morency et al., 2008). If the user starts speak-

ing, it is also important to estimate whether the 

user is most likely initiating a longer utterance, 

or a shorter listener response (Neiberg and 

Truong, 2011; Selfridge et al., 2013). When the 

system is speaking, it is important to assess 

whether the user will interpret pauses in the sys-

tem’s speech as turn-yielding (an opportunity to 

take the turn) or not, depending on how the sys-

tem’s utterance is synthesized (Hjalmarsson, 

2011). So far, these different problems have 

mostly been addressed as separate issues, using 

different models.  

In this paper, we present a general, continuous 

model of turn-taking, trained on dialogue data. 

The model is general, in that we do not train it 

for specific turn-taking decisions, but instead 

train it to forecast the probability that the speak-

ers will continue speaking over a future time 

window. The model is continuous, in that it does 

this at every time step, and not at certain events 

(such as when someone stopped speaking). We 

argue that this predictive model is potentially 

useful for a number of different types of predic-

tions and decisions that are relevant for spoken 

dialogue systems.  

A similar approach was taken by Ward et al. 

(2010). However, their experiments only yielded 

modest improvements over the baseline. An ex-

planation for this might be that turn-taking is a 

highly context-dependent phenomenon, and that 

representation of dialogue context is a challeng-

ing task, typically involving a lot of heuristics 

and feature engineering. To address this problem, 

and make as few assumptions as possible, we 

train the model using Long Short-Term Memory 

(LSTM) Recurrent Neural Networks (RNN), 

where the context-modelling is left to the net-
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work, and we feed it with fairly basic features 

representing cues known to be relevant for turn-

taking. 

The paper is organized as follows. We start 

with a review of related work on the problem of 

turn-taking in dialogue, and give a brief over-

view of RNNs. We then describe the proposed 

model in more detail, how it was applied in this 

study, and how features were extracted. Using 

the HCRC Map Task Corpus (Anderson et al., 

1991), we then present two experiments on turn-

taking predictions, both at pauses and at speech 

onset.  Finally we investigate how the model can 

be applied to make predictions on human-

computer dialogue data.  

2 Background 

2.1 Turn-taking in Spoken Dialogue 

Traditionally, spoken dialogue systems have 

rested on a very simplistic model of turn-taking, 

where a certain amount of silence (e.g., 700ms) 

is used as an indicator that the user has stopped 

speaking, and that the turn is yielded to the sys-

tem. One obvious problem with this model is that 

turn-shifts often are supposed to be much more 

rapid than this, with very short gaps, and that 

pauses within a turn often might be longer. Thus, 

the system will sometimes appear to give slug-

gish responses, and sometimes interrupt the user. 

Several studies have shown that humans coordi-

nate their turn-taking using much more sophisti-

cated cues. For example, an incomplete syntactic 

clause or a filled pause (such as “uhm”) typically 

indicates that the speaker is not yielding the turn 

(Clark and Fox Tree, 2002), and turn-taking is 

related to information density in the words spo-

ken (Dethlefs et al., 2016). Prosodically, a rising 

or falling pitch at the end of a segment tend to be 

turn-yielding, whereas a flat pitch is turn-holding 

(Edlund and Heldner, 2005). The intensity of the 

voice tends be lower when yielding the turn, and 

the duration of the last phoneme tends to be 

shorter. Gaze has also been found to be an im-

portant cue – speakers tend to not look at the ad-

dressee during an utterance, but then shift the 

gaze towards the addressee when yielding the 

turn (Kendon, 1967). Studies have also shown 

that the more turn-yielding cues are presented 

together, the more likely it is that the other 

speaker will take the turn (Gravano and 

Hirschberg, 2011; Koiso et al., 1998; Duncan 

and Niederehe, 1974). 

Several models have been presented for taking 

these different cues into account and to predict 

turn-taking events. A common approach is to 

segment the speech into so-called Inter-Pausal 

Units (IPU), which is a stretch of audio from one 

speaker without any silence exceeding a certain 

amount (such as 200ms). Given the end of an 

IPU, the model has to predict whether the speak-

er is making a pause and “holding” the turn, or 

whether the speaker is yielding the turn. Various 

feature sets and machine learning algorithms 

have been proposed, and tested on both human-

human and human-machine dialogue data 

(Meena et al., 2014; Schlangen, 2006; Neiberg 

and Gustafson, 2011; Johansson and Skantze, 

2015; Ferrer et al., 2002; Kawahara et al., 2012).  

These kinds of models assume that turn-taking 

only occurs when a speaker has stopped speak-

ing. However, in studies of human-human dia-

logue it is clear that overlaps are fairly frequent 

(Heldner and Edlund, 2010). A common phe-

nomenon, that often leads to overlapping speech, 

is backchannels – short utterances (such as 

“mhm” or “yeah”), which the listener provides to 

show continued attention (Yngve, 1970). Models 

have been proposed to continuously detect where 

in the speech these are suitable (Morency et al., 

2008). Given that a listener starts to speak, the 

current speaker must also detect whether the lis-

tener is simply providing a backchannel (so that 

the speaker may continue), or is intending to 

claim the floor to produce a longer response 

(Neiberg and Truong, 2011).  

Another limitation of IPU-based models of 

turn-taking is that they are purely reactive. Sev-

eral studies have shown that humans are able to 

predict upcoming turn-taking events (Tice and 

Henetz, 2011), and that this prediction facilitates 

rapid and accurate turn-taking (Ruiter et al., 

2006). To implement this behaviour in spoken 

dialogue systems, it is important that they can 

process speech incrementally (Skantze and 

Schlangen, 2009), and not wait until the user is 

done speaking. The model proposed in this paper 

is based on an incremental and predictive notion 

of turn-taking, where the model continuously 

monitor the speech from the two interlocutors 

and makes predictions about future turn-taking 

events. 

2.2 Modelling Context with Recurrent Neu-

ral Networks 

Most attempts at creating computational models 

of turn-taking have only considered a brief win-

dow before the turn-taking decision is being 

made. Also, any dynamic events (such as a raise 

in pitch) in this window need to be transformed 
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into a single feature vector using heuristics and 

careful feature engineering. This is an obvious 

drawback, since turn-taking is likely to be de-

pendent on various contextual properties, such as 

previous speaking activity. To address this prob-

lem, we propose to use Recurrent Neural Net-

works (RNNs), which are especially designed to 

learn representations of context from low-level 

features. Whereas a typical feedforward neural 

network only transforms a single feature vector 

into an output vector (possibly through a number 

of hidden layers), RNNs are neural networks 

with loops that allow information to persist from 

one step in time to the next, as illustrated in Fig-

ure 1. During training and backpropagation, the 

updates are fed back in time, in order to adjust 

the weights at previous time steps, and thereby 

potentially learn long-term dependencies. 

 

Figure 1. The principle behind RNNs with an un-

rolled view to the right. The neural network, A, looks 

at the input it at time t and outputs a value ot. The loop 

allows the network to remember the state at time t-1.  

A limitation of traditional RNNs is their ina-

bility to learn dependencies over longer time se-

quences. The reason for this is that the update 

gradients become too small over longer distanc-

es. This can be especially problematic for the 

continuous model proposed here, since important 

events may occur many frames before the turn-

taking prediction is being made.  To address this 

problem, it is common to use an extension called 

Long Short-Term Memory (LSTM), which have 

a cell state and a gating mechanism that allow 

information to pass longer paths in the network 

history, thereby avoiding the vanishing gradient 

problem (Hochreiter and Schmidhuber, 1997).  

LSTM has been successfully applied to a number 

of tasks related to speech and language pro-

cessing, such as voice activity detection (Eyben 

et al., 2014), speech recognition (Graves et al., 

2013), and spoken language understanding (Liu 

and Lane, 2016). To our knowledge, this is the 

first attempt at using LSTM RNNs for a continu-

ous model of turn-taking. 

3 Model and Data 

3.1 The Model 

The general principles for the model are illustrat-

ed in Figure 2. An RNN is trained to make con-

tinuous predictions about the speech activity for 

one of the speakers (speaker S0) for an upcoming 

fixed time window, based on previous events in 

both speaker channels. The speech signals for the 

two speakers (S0 and S1) are segmented into 

equally sized frames (or time steps). For each 

frame, features from both speakers are extracted 

and fed into an RNN with one LSTM layer. For 

each frame, the RNN outputs an N-dimensional 

vector with predictions of the probability that S0 

will speak or not for the next N frames. For the 

experiments in this paper, we use a frame size of 

50ms (20 frames per second), and a prediction 

window of 3 seconds (60 frames).  

 

Figure 2. How the model makes predictions and is 

trained, with an unrolled view of the RNN. For each 

frame (50ms), the network predicts the probability of 

speaker S0 speaking over the next N frames (with one 

output node per frame).  

To train the model, we use human-human dia-

logue data, with the voice activity of speaker S0 

for the next N frames as target labels. Although 

these labels are binary, the output nodes will be 

trained to provide a probabilistic score (between 

0 and 1). To allow the model to train to make 

predictions for both speakers, the same network 

is trained on each dialogue twice, with each 

speaker serving as both speaker S0 and S1.  

When applying the model, two network in-

stances are used, one in which speaker A serves 

as S0 (to get predictions for speaker A), and one 

where speaker B serves as S0 (to get predictions 

it

A

ot

=

i0

A

o0

i1

A

o1

i2

A

o2

i3

A

o3

Outputs

LSTM layer

Prediction of S0 speaking

S0

S1

Input

Training labels
(S0 speaking)

1 1 1 1 1 1 1 1

Feature extraction

0 0 00

222



for speaker B), with the speaker features 

switched between the two networks. Some ex-

amples of what the predictions can look like are 

shown in the Appendix1. Note that although we 

will here assume two speakers, the model is not 

limited to dyadic interaction. In principle, it 

could be applied to dialogues with any number of 

speakers, where each speaker is modelled with 

its own network at application time.  

The model should also be applicable for mak-

ing decisions in dialogue systems. By feeding the 

two networks (as described above) in real time 

with both the user’s speech and the system’s own 

speech, the user’s network will make predictions 

of how likely it is that the user will speak in the 

near future. But the system’s network will also 

predict how likely it is that the system should be 

speaking in the future time window, given the 

assumption that a human-like behaviour is de-

sired. The output of the two models could then 

be combined to make decisions of whether the 

system should speak or not. In the simplest case, 

the two predictions can be compared, and if the 

system’s network has a stronger prediction than 

the user’s network, it would constitute a good 

place to take the turn. Since the model is proba-

bilistic, a more sophisticated decision theoretic 

approach could take the probabilities of the pre-

dictions, together with a utility, into account. For 

example, it could still be desirable for the system 

to take the turn even if it is an unlikely place to 

do so, given that the system has something im-

portant to say. Since the probabilities are updated 

continuously, even during silences, the model 

could naturally generate variable gap lengths in 

the system’s response.  

Another potential application of the model 

would be for the generation of system responses. 

Given different prosodic and syntactic realisa-

tions of a response, the model could predict 

whether the user is likely to take the turn, for 

example in pauses. To select a response which 

signals the intended turn-taking cues, the system 

could feed different candidate responses into the 

networks and predict how the user would react to 

them. Yet another application would be to en-

hance Voice Activity Detection (VAD) with the 

probability that the user will be speaking, given 

the dialogue context. 

In this paper, we will mainly evaluate the 

model on its predictive power when observing 

human-human interaction. However, we will also 

                                                 
1 A video of live predictions can be seen at 

https://www.youtube.com/watch?v=wE2pPZQGR6U 

investigate whether it could be used for turn-

taking decisions in a spoken dialogue system, 

according to the simple method outlined above. 

3.2 Data 

To train and evaluate the model, we have used 

the HCRC Map Task corpus (Anderson et al., 

1991). This corpus consists of 128 dialogues, 

where one speaker (the information giver) is ex-

plaining a route on a map to another speaker (the 

follower), using landmarks on the map. The gen-

der of the speakers is balanced, in some dialogue 

with mixed gender and in other dialogues with 

same gender. In half of the sessions, the speakers 

knew each other, in the other half they didn’t. 

Another variable was whether they could see 

each other (face-to-face) or not.  

For our experiments, the data set was split into 

one training set with 96 dialogues, and one test 

set with 32 dialogues. Care was taken to balance 

the variables described above across training set 

and test set. The average dialogue length was 6.7 

minutes, giving 10.7 hours of training data and 

3.6 hours of test data. Since the frame rate was 

20 frames per second and the model was trained 

for both speakers, the RNN was trained on about 

1 540 800 frames.  

3.3 Feature extraction 

Features were chosen based on the findings in 

related literature. For each frame (spanning 

50ms), we produce a feature vector as input for 

the network. We only use momentary features 

(e.g., the current pitch level), and do not encode 

delta (such as a rising pitch) or context (e.g., for 

how long someone has been speaking), with the 

assumption that these derivations in the time-

domain will be learned by the RNN.  

Voice activity: A binary feature representing 

the current voice activity (speech/no speech) of 

the two speakers. The voice activity was extract-

ed from the manual annotation of the corpus. 

These features are also used for the target labels 

during training (the projection of voice activity 

for the next 3 seconds), as can be seen in Figure 

2. 

Pitch: The pitch was automatically extracted 

using the Snack toolkit (Sjölander and Beskow, 

2000), transformed into semitones, and then z-

normalized for the individual speaker. Both the 

relative and absolute values were used as indi-

vidual features. In addition, a binary feature indi-

cating whether the current frame was voiced or 

not was included.  
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Power: The power (intensity) in dB, was au-

tomatically extracted using Snack, and then z-

normalized for the individual speaker. 

Spectral stability: Since final lengthening is 

known to be an indicator for turn-taking, a meas-

ure of spectral stability was derived. First, the 

Snack FFT analysis was used to get the power 

spectrum divided into N bands (up to 4 kHz), at 

each time step. Then the following equation was 

used to calculate the stability St at time t:  

𝑆𝑡 = ∑𝑝𝑛,𝑡

𝑁

𝑛=0

−∑𝑎𝑏𝑠(𝑝𝑛,𝑡 − 𝑝𝑛,𝑡−1)

𝑁

𝑛=0

 

where pn,t is the power in band n at time t. As is 

evident from the equation, St will be high when 

the total power in the spectrum is high, but when 

the power profile of the spectrum is stable, and 

should therefore be an indication of phonetic 

lengthening. Just like with the other prosodic 

features, this stability score was z-normalized for 

the individual speaker. 

Part-of-Speech (POS): Previous studies have 

found the final POS tags to be indicative of turn-

taking (Gravano and Hirschberg, 2011; Koiso et 

al., 1998). The corpus was already manually an-

notated with 59 different POS tags.  A one-hot 

representation (with 59 features per speaker) was 

used. These features were all set to 0 as default, 

but 100ms after a word ended, the corresponding 

POS feature was set to 1 for one frame. This was 

done to simulate what could ideally be achieved 

in a real dialogue system, given that the spoken 

word would be available from an incremental 

speech recognizer immediately after it is spoken. 

Although this is a somewhat idealistic assump-

tion, it serves an indication of the upper limit 

performance.  

Since the POS features are the most challeng-

ing to extract in a live system, and the value of 

prosodic and syntactic features for turn-taking 

prediction has been debated (Ruiter et al., 2006; 

Edlund and Heldner, 2005), we are interested in 

evaluating two sets of features. The first set 

(Full) comprises all features listed above. The 

second set (Prosody), uses all features except 

POS, i.e., features that can be extracted directly 

from the speech signal without any speech 

recognition. In total, 12 features were used for 

the Prosody model (6 for each speaker), and 130 

features for the Full model (65 for each speaker).  

4 Experiments 

4.1 Training the Model 

To train and evaluate the model, we used the 

Deeplearning4j framework (Deeplearning4j, 

2017). The training data was partitioned into 

mini-batches of 32 examples, with a sequence 

length of 60 seconds. Since these sequences are 

too computationally demanding to fully train, the 

Truncated Back-propagation Through Time 

(BPTT) procedure was applied, with a length of 

10 seconds. The learning rate was set to 0.01. To 

avoid overfitting, an l2 regularization of 0.001 

was used. The weights were updated using 

RMSProp, which is often used for LSTM. A 

sigmoid activation function was used for the out-

put layer, and a tanh function for the hidden lay-

er. The network was optimised using a mean-

squared error loss function.  

For the Full model, we used 40 hidden nodes 

in the LSTM layer, and for the Prosody model 

we used 10 hidden nodes, reflecting the different 

number of input nodes. Both models were trained 

for 100 epochs. This took about 2 days for the 

Full model on an Intel core i7 laptop. 

Some examples of the predictions the model 

makes on the test set are shown in the Appendix.  

To evaluate the performance of the model, we 

measured the Mean Absolute Error across all 60 

output nodes, at all time steps, when applying the 

model to the test set. The average performance of 

different sets of output nodes (covering different 

future windows) for the Full model, are shown in 

Figure 3.  

 

Figure 3. Prediction performance of the Full model 

on the test set, for different time windows (prefixes of 

output vectors) and depending on the number of 

epochs trained. 

As can be seen, the performance varied a lot 

depending on the time window – predictions 

within the first second are much more accurate 

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

1 11 21 31 41 51 61 71 81 91

M
ea

n
 A

b
so

lu
te

 E
rr

o
r

Epochs trained

250ms 500ms 1s 2s 3s

224



than predictions further into the future. It also 

looks like the network seems to learn and stabi-

lize the performance fairly early on. However, it 

is important to stress that this is a crude overall 

performance over all time steps. As we will see 

in the next section, it might hide improvements 

for more specific predictions.  

4.2 Predictions at Pauses 

One of the most common turn-taking decisions 

that has been modelled in related work is to pre-

dict whether a speaker will continue speaking 

when a brief pause is detected (HOLD), or wheth-

er the turn will shift to the other speaker (SHIFT). 

This is important to model in spoken dialogue 

systems, in order to know when the system 

should take the turn, but it could also be applied 

to predict whether the user is likely to take the 

turn or not after the system has made a pause.  

To investigate whether the trained model 

could be used for such predictions in the test set 

(without being specifically trained for this deci-

sion), we identified all places where 10 frames 

(500ms) of silence had just passed since the last 

speaker was speaking (we will investigate differ-

ent pause lengths further down). This amounted 

to 2876 instances in the test set. Of these, we 

selected instances where one (and only one) of 

the speakers continued within 1 second (2079 in 

total). We then averaged the predictions of the 

first second for the two networks associated with 

each speaker. The network with the highest aver-

age score was selected as the predicted next 

speaker. This binary classification task (SHIFT vs. 

HOLD) gives us an F-score with which we can 

compare the performance of different network 

configurations. Since the two classes are fairly 

well balanced (881 vs. 1198), a majority-class 

baseline (always HOLD) only yields an F-score of 

0.421.  

Figure 4 shows the performance for the Proso-

dy and the Full models, depending on the total 

number of epochs trained. As can be seen, the 

performance of this specific decision is fairly 

unstable across epochs – probably because the 

model is not specifically trained towards this de-

cision – and thus it might be hard to know which 

epoch model to choose. However, we found that 

the performance on the test set and the training 

set were highly correlated across epochs (r = 

0.98). Thus, if the model that performs best on 

the training set is chosen, it will most likely be 

optimal for the test set. As the figure shows, the 

performance of the Prosody model quickly stabi-

lizes and reaches an F-score of 0.724 at epoch 30 

(and then degrades somewhat), whereas the Full 

model continues to learn, reaching an F-score of 

0.762 at epoch 100.  

In the experiments above, we have studied the 

prediction performance after a pause of 500ms. 

However, turn-shifts might of course be much 

more rapid than this, and a dialogue system 

should be able to assess whether it should take 

the turn immediately when a pause is detected, or 

possibly wait a longer time if it is uncertain. Pre-

vious approaches have done this by training spe-

cific models at different pause lengths, which are 

then applied after each other as the pause pro-

gresses (Ferrer et al., 2002). Since our model is 

continuous, it can be directly applied at each 

time step during a pause. To assess the perfor-

mance of the model after very brief pauses, we 

also evaluated the model after just 50ms (1 

frame) or 250ms (5 frames) of silence. The re-

sults are shown in Table 1.  

Table 1: Prediction performance of turn-shifts at 

pauses for the Full model, depending on pause length. 

 50ms 250ms 500ms 

Instances 4933 3405 2079 

% HOLD 62.3% 59.8% 57.6% 

Precision SHIFT 0.752 0.726 0.711 

Recall SHIFT 0.583 0.703 0.738 

Precision HOLD 0.778 0.805 0.802 

Recall HOLD 0.884 0.822 0.780 

F-score 0.763 0.774 0.762 

Baseline F-score 

(always HOLD) 

0.479 0.448 0.421 

 

Interestingly, as the precision/recall numbers 

show, the model seems to be biased towards 

making HOLD predictions early on in the pause. 

This is arguably a good trade-off, since it means 

that the model would be inclined to wait a little 

 

Figure 4. Prediction performance (F-score) of turn-

shifts at pauses for the two models when applied to 

the test set, depending on the number of epochs 

trained. 
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bit longer to make another decision, instead of 

interrupting the user. In any case, the F-score is 

very similar regardless of pause length, which 

shows that a relatively good prediction perfor-

mance can be achieved already after very brief 

pauses, potentially allowing dialog systems to 

give responses with barely any gap. 

It is not obvious what to compare the perfor-

mance with. Since a lot of turn-taking behaviour 

is optional, and we are evaluating the model 

based on what the humans actually did, we could 

never expect these predictions to be 100% cor-

rect. One comparison is Neiberg and Gustafson 

(2011), who also used the HCRC Map Task data 

to predict turn SHIFT vs. HOLD, with a model 

specifically trained for this. Using Gaussian Mix-

ture Modelling with prosodic features derived 

right before the pause, their best performance 

was an average recall of 0.578–0.614, depending 

on which part of the corpus they were targeting. 

However, since their data preparations and defi-

nitions were not exactly the same as ours, we 

also trained a set of more traditional models on 

our data set, using Naive Bayes, Support Vector 

Machines and Logistic Regression, to classify 

each 500ms pause as either HOLD or SHIFT. Since 

these are not sequential models, we cannot use 

the features directly in the same way as was used 

for the RNN. Instead, we used feature engineer-

ing similar to Meena et al. (2014), including syn-

tactic features (last POS unigram and bigram), 

prosodic features (pitch slope, mean pitch, mean 

intensity, and mean spectral stability in the final 

300ms voiced region), and context (length of last 

IPU and last turn). The models were trained on 

the training set and evaluated on the test set. The 

best result on the full feature set was obtained 

using Naive Bayes, which yielded an F-score of 

0.677. When using only prosodic features, Lo-

gistic Regression yielded the best F-score of 

0.590, which similar to Neiberg and Gustafson 

(2011). These performances are clearly below 

the performance of our model, even though we 

did not train it specifically for this decision. 

Another possible comparison is how well a 

human would perform the task. To test this, we 

used the Crowdflower platform, where human 

subjects were paid to judge which speaker would 

continue after a brief silence, given 10 seconds 

of interaction ending just after a pause of 500ms 

(i.e., the same task ask the RNN was given). To 

simplify the task, we selected a random subset of 

the corpus where there was a man and a woman 

talking (207 instances), and asked the annotator 

“do you think the man or the woman will speak 

next?” As a quality control question, we also 

asked whether it was the man or the woman that 

was the last speaker, and excluded annotators 

who gave an incorrect answer. Three different 

annotators judged each instance. Using the ma-

jority vote, the humans reached an F-score of 

0.709, which is below the performance of our 

best models. A summary of the different compar-

isons made here with our model is shown in Ta-

ble 2. 

Table 2: Summary of F-score comparisons for pre-

dicting turn-shifts at 500ms pauses. 

Majority-class baseline 0.421 

Human performance 0.709 

Logistic Regression, Prosody only 0.590 

RNN, Prosody only 0.724 

Naive Bayes, All features 0.677 

RNN, All features 0.762 

4.3 Predictions at Speech Onset 

Next, we wanted to see if the same model can be 

applied to a different task: to predict utterance 

length at the onset of speech. As discussed in 2.1, 

this prediction would be useful for a dialogue 

system, in order to determine whether it should 

stop speaking or not, given that the user has just 

started to speak. If the user is just giving a brief 

response (i.e., a backchannel), the system typi-

cally does not have to stop speaking. However, if 

the user is initiating a longer response, the sys-

tem might decide to stop speaking and allow the 

user to “barge-in” (cf. Selfridge et al., 2013) . 

 

Figure 5. Definitions of SHORT and LONG utterances. 

We therefore wanted to test if our model can, 

already at the speech onset, predict whether the 

utterance will be very brief or longer. To test 

this, we identified instances in the data where a 

speaker had just initiated a LONG or a SHORT ut-

terance (i.e., something like a backchannel). The 

definitions of these categories are illustrated in 

Figure 5. To fall in any of these categories, at 

least 1.5s of silence by one participant has to be 

followed by an onset of 500ms of speech. If this 
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onset was followed by a maximum of 500ms of 

more speech, and then no speech (by the same 

speaker) for 5s, it was categorized as a SHORT 

utterance. If it was followed by at least 2.5s of 

speech, it was categorized as a LONG utterance. 

With these definitions, the test set contained 196 

SHORT utterances and 179 LONG utterances. At 

each onset, the prediction score over the 60 out-

put nodes in the model were averaged. Figure 6 

shows the number of instances in the test set that 

received different prediction scores (rounded to 

deciles) by the Full model, depending on whether 

it was in fact a SHORT or LONG utterance. As is 

evident, the model manages to make a fairly 

good separation between short and long utteranc-

es. Using the best prediction score separation 

threshold derived from the training set (0.404), 

the F-score for classifying SHORT vs. LONG utter-

ances in the test set was 0.786.  

 

Figure 6. Number of instances with different predic-

tion scores in the test set, using the Full model, at the 

onset of short and long utterances. 

As a minimum comparison, a majority class 

baseline yields an F-score of 0.359. Another 

comparison is (Neiberg and Truong, 2011), who 

trained a model specifically for this decision and 

achieved a somewhat lower performance. How-

ever, they used a different dataset and it is there-

fore not directly comparable. Just like for the 

previous task above (4.2), we therefore also 

trained more traditional models for comparison. 

We used features that were deemed to be rele-

vant for the task, including the preceding POS 

unigrams and bigrams for the two speakers, the 

mean power of the speech onset, whether it was 

voiced, whether it was overlapping with the other 

speaker, and time since last speech for both 

speakers. The best F-score of 0.684 was achieved 

using a Naive Bayes classifier. Again, our gener-

ic model achieves a better performance than tra-

ditional non-sequential models that were trained 

specifically for the task.  

4.4 Application to Spoken Dialogue Sys-

tems 

One important question is whether the models 

trained on human-human data could also be used 

to predict turn-taking in human-computer dia-

logue. Or, rather, could they be used to predict a 

desired behaviour for the system, given the dia-

logue history between the human and the com-

puter up to some point in time, as discussed in 

3.1 above? This is of course challenging, partly 

because human-human interaction and human-

computer interaction typically look very differ-

ent, but also because human-human turn-taking 

behaviour might not necessarily be a role model 

for how we want systems to behave. To test this, 

we used data from a previous study on human-

robot interaction (Johansson et al., 2016). In that 

setting, the user was asked to tell the robot about 

a past visit to a foreign country, while the robot 

listened actively by giving backchannels and ask-

ing various follow-up questions to elicit more 

elaborate descriptions. The corpus consists of 30 

dialogues with 15 different subjects. Each end of 

an IPU was manually annotated as either HOLD, 

OPTIONAL or TAKE. To make the task clearer, we 

excluded the OPTIONAL instances, and tested 

whether the model could distinguish between 

HOLD (213 instances) and TAKE (303 instances). 

For this data, we used the Prosody model (at 

epoch 30), since we did not have any POS fea-

tures. We first applied the model directly accord-

ing to the simple approach outlined in 3.1 above, 

i.e., we fed the user’s and the system’s speech 

into two networks and then compared the predic-

tions for the user and the system at the end of 

each IPU. If the system’s prediction was stronger 

than the user’s, a TAKE was selected, otherwise a 

HOLD. However, this only yielded an F-score of 

0.582, which is a very modest improvement over 

the majority class baseline of 0.434.  

As discussed above, there are a number of rea-

sons why it is hard for the model to make direct 

predictions towards the labels in this dataset. A 

training set more similar to the testing set is most 

likely needed. However, it is still possible that 

the network might model phenomena relevant to 

turn-taking in the dialogue, and be useful for fea-

ture extraction. To test this, we partitioned the 

human-robot interaction data into a training and 

testing set, and applied a Logistic Regression 

model trained on the manual annotations 

(TAKE/HOLD). As input features, we used the 

hidden nodes in the RNN network, at the time of 

the prediction. In a 10-fold cross validation, this 
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yielded an F-score 0.751. Thus, it seems like the 

network had learned to transform the feature 

space, and the logistic regression only has to 

make a final linear separation in this new feature 

space. This would also mean that it should be 

possible to train with relatively few training ex-

amples. Indeed, when training on only 20% of 

the data (and evaluating on the other 80%), this 

approach still yields a relatively high average F-

score of 0.72. This is promising, since it means 

that the model could at least be used for feature 

extraction to make turn-taking decisions in spo-

ken dialogue systems, with only a small amount 

of manually labelled training data.  

5 Conclusions and Discussion 

In this paper, we have presented a first step to-

wards a general model of turn-taking in spoken 

dialogue. Unlike most previous models, the pro-

posed model is not trained towards specific turn-

taking decisions, but instead makes continuous 

predictions of future speech activity. To evaluate 

the model, we have applied it to two different 

turn-taking decisions for which it was not specif-

ically trained. First, to detect the next speaker at 

pauses, where the model achieves a better per-

formance than more traditional attempts on the 

same dataset, and better than human perfor-

mance. Second, to project the length of an utter-

ance at speech onset, where the model also yields 

a better performance than traditional models. 

Finally, we have tested the model on human-

robot dialogue data. Most likely due to the large 

differences in training and testing conditions, the 

model was not directly applicable for making 

turn-taking decisions in this setting. However, it 

could at least be used for feature extraction to 

train a separate model on a small set of manually 

labelled data.  

So far, we have relied on manually labelled 

POS features (for the Full model). For future 

studies, we would like to see how well the model 

would cope with automatic online POS tagging 

of ASR results. Although we have worked with 

manually annotated speech segments, these could 

also be extracted with a VAD. All other features 

were automatically extracted.  

As noted earlier, the model should be applica-

ble to multi-party interaction. Another obvious 

extension is to use multi-modal features, such as 

gaze and gestures, which have shown to be im-

portant for turn-taking (Kawahara et al., 2012; 

Johansson and Skantze, 2015).  

So far, we have only tested the model on bina-

ry decisions, in order to make the results as clear 

and comparable as possible. However, this clear-

ly only hints at some of the potential applications 

of the model (which can be grasped by looking at 

the examples in the Appendix). For example, 

since the model is continuous and predictive, it 

should be possible to use it for preparing a dia-

logue system to make responses before the user’s 

utterance is completed. Since the model is prob-

abilistic, it should be possible to use it in a deci-

sion-theoretic framework, as discussed in 3.1 

above. However, to make the model directly ap-

plicable to spoken dialogue systems, it should 

probably be trained on a more diverse set of in-

teractions, more similar to the actual dialogue 

system application.  
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Appendix – Examples of model predictions 

These are some examples of the output of the model, when applied to unseen test data. The blue verti-

cal bar shows the point of prediction (i.e., no predictions are shown before this point), and the curves 

show the predictions for the future 3 seconds window. One speaker is represented with black (the in-

formation giver) and the other with red (the information follower).  

 

Example 1: Prediction in a pause. The model predicts that the red speaker will give a (short) response, but also 

that the black speaker will continue later on.  

 

Example 2: Prediction in a pause. The model predicts that the black speaker will continue, and that the red 

speaker will not respond. 

 

Example 3: Prediction at speech onset. On the left, the red speaker has just started a longer utterance (but is 

eventually interrupted by the black speaker). On the right, the speaker has only started a brief response (a back-

channel). This is reflected by a stronger prediction for the red speaker in the left picture compared to the right 

picture.  

 

Example 4: Prediction at speech onset, similar to Example 3. However, notice that it is the information giver 

that gives the backchannel here, and that it is still correctly distinguished from the longer utterance on the right. 
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Abstract

Natural language generation (NLG) is an
important component in spoken dialogue
systems. This paper presents a model
called Encoder-Aggregator-Decoder
which is an extension of an Recurrent
Neural Network based Encoder-Decoder
architecture. The proposed Semantic
Aggregator consists of two components:
an Aligner and a Refiner. The Aligner is
a conventional attention calculated over
the encoded input information, while
the Refiner is another attention or gating
mechanism stacked over the attentive
Aligner in order to further select and
aggregate the semantic elements. The
proposed model can be jointly trained
both text planning and text realization
to produce natural language utterances.
The model was extensively assessed on
four different NLG domains, in which the
results showed that the proposed genera-
tor consistently outperforms the previous
methods on all the NLG domains.

1 Introduction

Natural Language Generation (NLG) plays a crit-
ical role in a Spoken Dialogue System (SDS),
and its task is to convert a meaning representa-
tion produced by the dialogue manager into natu-
ral language sentences. Conventional approaches
to NLG follow a pipeline which typically breaks
down the task into sentence planning and surface
realization. Sentence planning decides the order
and structure of a sentence, followed by a sur-
face realization which converts the sentence struc-
ture into final utterance. Previous approaches to
NLG still rely on extensive hand-tuning templates

?Corresponding author.

and rules that require expert knowledge of lin-
guistic representation. There are some common
and widely used approaches to solve NLG prob-
lems, including rule-based (Cheyer and Guzzoni,
2014), corpus-based n-gram generator (Oh and
Rudnicky, 2000), and a trainable generator (Rat-
naparkhi, 2000).

Recurrent Neural Network (RNN)-based ap-
proaches have recently shown promising results
in NLG tasks. The RNN-based models have been
used for NLG as a joint training model (Wen et al.,
2015a,b) and an end-to-end training network (Wen
et al., 2016c). A recurring problem in such sys-
tems requiring annotated corpora for specific dia-
logue acts∗ (DAs). More recently, the attention-
based RNN Encoder-Decoder (AREncDec) ap-
proaches (Bahdanau et al., 2014) have been ex-
plored to tackle the NLG problems (Wen et al.,
2016b; Mei et al., 2015; Dušek and Jurčı́ček,
2016b,a). The AREncDEc-based models have
also shown improved results on various tasks, e.g.,
image captioning (Xu et al., 2015; Yang et al.,
2016), machine translation (Luong et al., 2015;
Wu et al., 2016).

To ensure that the generated utterance repre-
sents the intended meaning of the given DA, the
previous RNN-based models were conditioned on
a 1-hot vector representation of the DA. Wen et al.
(2015a) proposed a Long Short-Term Memory-
based (HLSTM) model which introduced a heuris-
tic gate to guarantee that the slot-value pairs were
accurately captured during generation. Subse-
quently, Wen et al. (2015b) proposed an LSTM-
based generator (SC-LSTM) which jointly learned
the controlling signal and language model. Wen
et al. (2016b) proposed an AREncDec based gen-
erator (ENCDEC) which applied attention mecha-
nism on the slot-value pairs.
∗A combination of an action type and a set of slot-value

pairs). E.g. inform(name=’Piperade’; food=’Basque’).
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Table 1: Order issue in natural language generation, in which an incorrect generated sentence has
wrong ordered slots.

Input DA Compare(name=Triton 52; ecorating=A+; family=L7; name=Hades 76; ecorating=C; family=L9)
INCORRECT The Triton 52 has an A+ eco rating and is in the L9 product family, the Hades 76 is in the L7 product

family and has a C eco rating.
CORRECT The Triton 52 is in the L7 product family and has an A+ eco rating, the Hades 76 is in the L9 product

family and has a C eco rating.

Although these RNN-based generators have
worked well, however, they still have some draw-
backs, and none of these models significantly out-
perform the others in solving NLG tasks. While
the HLSTM cannot handle cases such as the bi-
nary slots (i.e., yes and no) and slots that take
don’t care value in which these slots cannot be di-
rectly delexicalized, the SCLSTM model is lim-
ited to generalize to the unseen domain, and the
ENCDEC model has difficulty to prevent undesir-
able semantic repetitions during generation.

To address the above issues, we propose a new
architecture, Encoder-Aggregator-Decoder, an ex-
tension of the AREncDec model, in which the pro-
posed Aggregator has two main components: (i)
an Aligner which computes the attention over the
input sequence, and (ii) a Refiner which are an-
other attention or gating mechanisms to further
select and aggregate the semantic elements. The
proposed model can learn from unaligned data by
jointly training the sentence planning and surface
realization to produce natural language sentences.
We conduct comprehensive experiments on four
NLG domains and find that the proposed method
significantly outperforms the previous methods re-
garding BLEU (Papineni et al., 2002) and slot er-
ror rate ERR scores (Wen et al., 2015b). We also
found that our generator can produce high-quality
utterances with correctly ordered than those in the
previous methods (see Table 1). To sum up, we
make two key contributions in this paper:

• We present a semantic component called Ag-
gregator which is easy integrated into exist-
ing (attentive) RNN encoder-decoder archi-
tecture, resulting in an end-to-end genera-
tor that empirically improved performance in
comparison with the previous approaches.

• We present several different choices of at-
tention and gating mechanisms which can be
effectively applied to the proposed semantic
Aggregator.

In Section 2, we review related works. The pro-
posed model is presented in Section 3. Section 4
describes datasets, experimental setups and eval-
uation metrics. The results and analysis are pre-
sented in Section 5. We conclude with a brief of
summary and future work in Section 6.

2 Related Work

Conventional approaches to NLG traditionally di-
vide the task into a pipeline of sentence planning
and surface realization. The conventional methods
still rely on the handcrafted rule-based generators
or rerankers. Oh and Rudnicky (2000) proposed a
class-based n-gram language model (LM) genera-
tor which can learn to generate the sentences for
a given dialogue act and then select the best sen-
tences using a rule-based reranker. Ratnaparkhi
(2000) later addressed some of the limitation of
the class-based LMs by proposing a method based
on a syntactic dependency tree. A phrase-based
generator based on factored LMs was introduced
by Mairesse and Young (2014), that can learn from
a semantically aligned corpus.

Recently, RNNs-based approaches have shown
promising results in the NLG domain. Vinyals
et al. (2015); Karpathy and Fei-Fei (2015) ap-
plied RNNs in setting of multi-modal to gener-
ate caption for images. Zhang and Lapata (2014)
also proposed a generator using RNNs to create
Chinese poetry. For task-oriented dialogue sys-
tems, Wen et al. (2015a) combined two TNN-
based models with a CNN reranker to generate
required utterances. Wen et al. (2015b) proposed
SC-LSTM generator which proposed an additional
”reading” cell to the traditional LSTM cell to learn
the gating mechanism and language model jointly.
A recurring problem in such systems lacking of
sufficient domain-specific annotated corpora. Wen
et al. (2016a) proposed an out-of-domain model
which is trained on counterfeited datasets by us-
ing semantic similar slots from the target-domain
dataset instead of the slots belonging to the out-
of-domain dataset. The empirical results indicated
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Lexicalization

dialog act 1-hot

representationInform(name=Piperade; food=Basque)

(0, 1, 0,  0, ..., 0, 0, 1, 0, ..., 0, 1, 0, ... )

ENCODER

AGRREGATOR

SLOT_NAME serves SLOT_FOOD</s> </s>

Piperade serves Basque food</s> </s>

Figure 1: Unfold presentation of the RNN-based
neural language generator. The encoder part is
subject to various designs, while the decoder is an
RNN network.

that the model can obtain a satisfactory results
with a small amount of in-domain data by fine-
tuning the target-domain on the out-of-domain
trained model.

More recently, attentional RNN encoder-
decoder based models (Bahdanau et al., 2014)
have shown improved results in a variety of tasks.
Yang et al. (2016) presented a review network in
solving the image captioning task, which produces
a compact thought vector via reviewing all the
input information encoded by the encoder. Mei
et al. (2015) proposed attentional RNN encoder-
decoder based model by introducing two lay-
ers of attention to model content selection and
surface realization. More close to our work,
Wen et al. (2016b) proposed an attentive encoder-
decoder based generator, which applied the atten-
tion mechanism over the slot-value pairs. The
model indicated a domain scalability when a very
limited proportion of training data is available.

3 Recurrent Neural Language Generator

The recurrent language generator proposed in this
paper is based on a neural net language generator
(Wen et al., 2016b) which consists of three compo-
nents: an encoder to incorporate the target mean-
ing representation as the model inputs, an aggre-
gator to align and control the encoded informa-
tion, and a decoder to generate output sentences.
The generator architecture is shown in Figure 1.
While the decoder typically uses an RNN model,
there is a variety of ways to choose the encoder
because it depends on the nature of the meaning
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Figure 2: The RNN Encoder-Aggregator-Decoder
for NLG proposed in this paper. The output side
is an RNN network while the input side is a DA
embedding with aggregation mechanism. The Ag-
gregator consists of two parts: an Aligner and a
Refiner. The lower part Aligner is an attention
over the DA representation calculated by a Bidi-
rectional RNN. Note that the action type embed-
ding a is not included in the attention mechanism
since its task is controlling the style of the sen-
tence. The higher part Refiner computes the new
input token xt based on the original input token wt

and the dialogue act attention dt. There are sev-
eral choices for Refiner, i.e., gating mechanism or
attention mechanism.

representation and the interaction between seman-
tic elements. The encoder first encodes the input
meaning representation, then the aggregator with a
feature selecting or an attention-based mechanism
is used to aggregate and select the input seman-
tic elements. The input to the RNN decoder at
each time step is a 1-hot encoding of a token† and
the aggregated input vector. The output of RNN
decoder represents the probability distribution of
the next token given the previous token, the di-
alogue act representation, and the current hidden
state. At generation time, we can sample from
this conditional distribution to obtain the next to-
ken in a generated sentence, and feed it as the next
input to the RNN decoder. This process finishes
when a stop sign is generated (Karpathy and Fei-
Fei, 2015), or some constraint is reached (Zhang
and Lapata, 2014). The network can generate a
sequence of tokens which can be lexicalized‡ to
form the required utterance.
†Input texts are delexicalized in which slot values are re-

placed by its corresponding slot tokens.
‡The process in which slot token is replaced by its value.
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3.1 Gated Recurrent Unit

The encoder and decoder of the proposed model
use a Gated Recurrent Unit (GRU) network pro-
posed by Bahdanau et al. (2014), which maps an
input sequence W = [w1,w2, ..,wT ] to a sequence
of states H = [h1,h2, ..,hT ] as follows:

ri = σ(Wrwwi + Wrhhi−1)
ui = σ(Wuwwi + Wuhhi−1)

h̃i = tanh(Whwwi + ri �Whhhi−1)

hi = ui � hi−1 + (1− ui)� h̃i

(1)

where: � denotes the element-wise multiplica-
tion, ri and ui are called the reset and update gates
respectively, and h̃i is the candidate activation.

3.2 Encoder

The encoder uses a separate parameterization of
the slots and values. It encodes the source in-
formation into a distributed vector representation
zi which is a concatenation of embedding vector
representation of each slot-value pair, and is com-
puted by:

zi = oi ⊕ vi (2)

where: oi and vi are the i-th slot and value em-
bedding, respectively. The i index runs over the
given slot-value pairs. In this study, we use a Bidi-
rectional GRU (Bi-GRU) to encode the sequence
of slot-value pairs§ embedding. The Bi-GRU con-
sists of forward and backward GRUs. The for-
ward GRU reads the sequence of slot-value pairs
from left-to-right and calculates the forward hid-
den states (−→s1 , ..,−→sK). The backward GRU reads
the slot-value pairs from right-to-left, resulting in
a sequence of backward hidden states (←−s1 , ..,←−sK).
We then obtain the sequence of hidden states S =
[s1, s2, .., sK ] where si is a sum of the forward hid-
den state −→si and the backward one←−si as follows:

si = −→si +←−si (3)

3.3 Aggregator

The Aggregator consists of two components: an
Aligner and a Refiner. The Aligner computes the
dialogue act representation while the choices for
Refiner can be varied.
§We treat the set of slot-value pairs as a sequence and use

the order specified by slot’s name (e.g., slot area comes first,
price follows area). We have tried treating slot-value pair
sequence as natural order as appear in the DA, which even
yielded worse results.

Firstly, the Aligner calculates dialogue act em-
bedding dt as follows:

dt = a⊕
∑

i
αt,isi (4)

where: a is vector embedding of the action type,
⊕ is vector concatenation, and αt,i is the weight
of i-th slot-value pair calculated by the attention
mechanism:

αt,i =
exp(et,i)∑
j exp(et,j)

et,i = a(si,ht−1)

a(si,ht−1) = v>a tanh(Wasi + Uaht−1)

(5)

where: a(., .) is an alignment model,va,Wa,Ua

are the weight matrices to learn.
Secondly, the Refiner calculates the new input

xt based on the original input token wt and the
DA representation. There are several choices to
formulate the Refiner such as gating mechanism
or attention mechanism. For each input token wt,
the selected mechanism module computes the new
input xt based on the dialog act representation dt

and the input token embedding wt, and is formu-
lated by:

xt = fR(dt,wt) (6)

where: fR is a refinement function, in which each
input token is refined (or filtered) by the dialogue
act attention information before putting into the
RNN decoder. By this way, we can represent the
whole sentence based on this refined input using
RNN model.

Attention Mechanism: Inspired by work of
Cui et al. (2016), in which an attention-over-
attention was introduced in solving reading com-
prehension tasks, we place another attention ap-
plied for Refiner over the attentive Aligner, result-
ing in a model Attentional Refiner over Attention
(ARoA).

• ARoA with Vector (ARoA-V): We use a sim-
ple attention where each input token repre-
sentation is weighted according to dialogue
act attention as follows:

βt = σ(V>radt)
fR(dt,wt) = βt ∗ wt

(7)

where: Vra is a refinement attention vector
which is used to determine the dialogue act
attention strength, and σ is sigmoid function
to normalize the weight βt between 0 and 1.
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• ARoA with Matrix (ARoA-M): ARoA-V uses
only a vector Vra to weight the DA attention.
It may be better to use a matrix to control
the attention information. The Equation 7 is
modified as follows:

Vra = Wawwt

βt = σ(V>radt)
fR(dt,wt) = βt ∗ wt

(8)

where: Waw is a refinement attention matrix.

• ARoA with Context (ARoA-C): The atten-
tion in ARoA-V and ARoA-M may not cap-
ture the relationship between multiple tokens.
In order to add context information into the
attention process, we modify the attention
weights in Equation 8 with additional history
information ht−1:

Vra = Wawwt + Wahht−1

βt = σ(V>radt)
fR(dt,wt,ht−1) = βt ∗ wt

(9)

where: Waw,Wah are parameters to learn,
Vra is the refinement attention vector same
as above, which contains both DA attention
and context information.

Gating Mechanism: We use simple element-
wise operators (multiplication or addition) to gate
the information between the two vectors dt and wt

as follows:

• Multiplication (GR-MUL): The element-wise
multiplication plays a part in word-level
matching which learns not only the vec-
tor similarity, but also preserve information
about the two vectors:

fR(dt,wt) = Wgddt � wt (10)

• Addition (GR-ADD):

fR(dt,wt) = Wgddt + wt (11)

3.4 Decoder

The decoder uses a simple GRU model as de-
scribed in Section 3.1. In this work, we propose to
apply the DA representation and the refined inputs
deeper into the GRU cell. Firstly, the GRU reset
and update gates can be further influenced on the

DA attentive information dt. The reset and update
gates are modified as follows:

rt = σ(Wrxxt + Wrhht−1 + Wrddt)
ut = σ(Wuxxt + Wuhht−1 + Wuddt)

(12)

where: Wrd and Wud act like background detec-
tors that learn to control the style of the generating
sentence. By this way, the reset and update gates
learn not only the long-term dependency but also
the attention information from the dialogue act and
the previous hidden state. Secondly, the candidate
activation h̃t is also modified to depend on the DA
representation as follows:

h̃t = tanh(Whxxt + rt �Whhht−1

+Whddt) + tanh(Wdcdt)
(13)

The hidden state is then computed by:

ht = ut � ht−1 + (1− ut)� h̃t (14)

Finally, the output distribution is computed by ap-
plying a softmax function g, and the distribution is
sampled to obtain the next token,

P (wt+1 | wt, wt−1, ...w0, z) = g(Whoht)
wt+1 ∼ P (wt+1 | wt, wt−1, ...w0, z)

(15)

3.5 Training
The objective function was the negative log-
likelihood and simply computed by:

F (θ) = −
T∑

t=1

y>t log pt (16)

where: yt is the ground truth word distribution,
pt is the predicted word distribution, T is length
of the input sequence. The proposed generators
were trained by treating each sentence as a mini-
batch with l2 regularization added to the objec-
tive function for every 10 training examples. The
pre-trained word vectors (Pennington et al., 2014)
were used to initialize the model. The generators
were optimized by using stochastic gradient de-
scent and back propagation through time (Werbos,
1990). To prevent over-fitting, we implemented
early stopping using a validation set as suggested
by Mikolov (2010).

3.6 Decoding
The decoding consists of two phases: (i) over-
generation, and (ii) reranking. In the over-
generation, the generator conditioned on the given
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Table 2: Comparison performance on four datasets in terms of the BLEU and the error rate ERR(%)
scores; bold denotes the best and italic shows the second best model. The results were produced by
training each network on 5 random initialization and selected model with the highest validation BLEU
score. ] denotes the Attention-based Encoder-Decoder model.

Model
Restaurant Hotel Laptop TV

BLEU ERR BLEU ERR BLEU ERR BLEU ERR
HLSTM 0.7466 0.74% 0.8504 2.67% 0.5134 1.10% 0.5250 2.50%

SCLSTM 0.7525 0.38% 0.8482 3.07% 0.5116 0.79% 0.5265 2.31%
ENCDEC] 0.7398 2.78% 0.8549 4.69% 0.5108 4.04% 0.5182 3.18%
GR-ADD] 0.7742 0.59% 0.8848 1.54% 0.5221 0.54% 0.5348 0.77%
GR-MUL] 0.7697 0.47% 0.8854 1.47% 0.5200 1.15% 0.5349 0.65%
ARoA-V] 0.7667 0.32% 0.8814 0.97% 0.5195 0.56% 0.5369 0.81%
ARoA-M] 0.7755 0.30% 0.8920 1.13% 0.5223 0.50% 0.5394 0.60%
ARoA-C] 0.7745 0.45% 0.8878 1.31% 0.5201 0.88% 0.5351 0.63%

Table 3: Comparison performance of variety of the proposed models on four dataset in terms of the
BLEU and the error rate ERR(%) scores; bold denotes the best and italic shows the second best model.
The first two models applied gating mechanism to Refiner component while the last three models used
attention over attention mechanism. The results were averaged over 5 randomly initialized networks.

Model
Restaurant Hotel Laptop TV

BLEU ERR BLEU ERR BLEU ERR BLEU ERR
GR-ADD 0.7685 0.63% 0.8838 1.67% 0.5194 0.66% 0.5344 0.75%
GR-MUL 0.7669 0.61% 0.8836 1.40% 0.5184 1.01% 0.5328 0.73%
ARoA-V 0.7673 0.62% 0.8817 1.27% 0.5185 0.73% 0.5336 0.68%
ARoA-M 0.7712 0.50% 0.8851 1.14% 0.5201 0.62% 0.5350 0.62%
ARoA-C 0.7690 0.70% 0.8835 1.44% 0.5181 0.78% 0.5307 0.64%

DA uses a beam search to generate a set of can-
didate responses. In the reranking, the cost of the
generator is computed to form the reranking score
R as follows:

R = −
T∑

t=1

y>t log pt + λERR (17)

where λ is a trade off constant and is set to a
large value in order to severely penalize nonsen-
sical outputs. The slot error rate ERR, which is
the number of slots generated that is either redun-
dant or missing, and is computed by:

ERR =
p+ q

N
(18)

where: N is the total number of slots in DA, and
p, q is the number of missing and redundant slots,
respectively. Note that the ERR reranking crite-
ria cannot handle arbitrary slot-value pairs such as
binary slots or slots that take the dont care value
because these slots cannot be delexicalized and
matched.

4 Experiments

We conducted an extensive set of experiments to
assess the effectiveness of our model using several
metrics, datasets, and model architectures, in order
to compare to prior methods.

4.1 Datasets
We assessed the proposed models using four dif-
ferent NLG domains: finding a restaurant, find-
ing a hotel, buying a laptop, and buying a televi-
sion. The Restaurant and Hotel were collected in
(Wen et al., 2015b) which contain around 5K utter-
ances and 200 distinct DAs. The Laptop and TV
datasets have been released by Wen et al. (2016a).
These datasets contain about 13K distinct DAs in
the Laptop domain and 7K distinct DAs in the
TV. Both Laptop and TV datasets have a much
larger input space but only one training example
for each DA so that the system must learn partial
realization of concepts and be able to recombine
and apply them to unseen DAs. As a result, the
NLG tasks for the Laptop and TV datasets become
much harder.
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4.2 Experimental Setups

The generators were implemented using the Ten-
sorFlow library (Abadi et al., 2016) and trained by
partitioning each of the datasets into training, val-
idation and testing set in the ratio 3:1:1. The hid-
den layer size was set to be 80 for all cases, and
the generators were trained with a 70% of dropout
rate. We perform 5 runs with different random ini-
tialization of the network and the training is termi-
nated by using early stopping as described in Sec-
tion 3.5. We select a model that yields the highest
BLEU score on the validation set as shown in Ta-
ble 2. Since the trained models can differ depend-
ing on the initialization, we also report the results
which were averaged over 5 randomly initialized
networks. Note that, except the results reported in
Table 2, all the results shown were averaged over
5 randomly initialized networks. The decoder pro-
cedure used beam search with a beam width of
10. We set λ to 1000 to severely discourage the
reranker from selecting utterances which contain
either redundant or missing slots. For each DA,
we over-generated 20 candidate utterances and se-
lected the top 5 realizations after reranking. More-
over, in order to better understand the effectiveness
of our proposed methods, we (1) trained the mod-
els on the Laptop domain with a varied proportion
of training data, starting from 10% to 100% (Fig-
ure 3), and (2) trained general models by merging
all the data from four domains together and tested
them in each individual domain (Figure 4) .

4.3 Evaluation Metrics and Baselines

The generator performance was assessed by us-
ing two objective evaluation metrics: the BLEU
score and the slot error rate ERR. Both metrics
were computed by adopting code from an open
source benchmark NLG toolkit¶. We compared
our proposed models against three strong base-
lines from the open source benchmark toolkit.
The results have been recently published as an
NLG benchmarks by the Cambridge Dialogue
Systems Group¶, including HLSTM, SCLSTM,
and ENCDEC models.

5 Results and Analysis

5.1 Results

We conducted extensive experiments on the pro-
posed models with varied setups of Refiner and

¶https://github.com/shawnwun/RNNLG

compared against the previous methods. Overall,
the proposed models consistently achieve the bet-
ter performances regarding both evaluation met-
rics across all domains.

Table 2 shows a comparison between the
AREncDec based models (the models with ] sym-
bol) in which the proposed models significantly re-
duce the slot error rate across all datasets by a large
margin about 2% to 4% that are also improved
performances on the BLEU score when compar-
ing the proposed models against the previous ap-
proaches. Table 3 further shows the stable strength
of our models since the results’ pattern stays un-
changed compared to those in Table 2. The ARoA-
M model shows the best performance over all the
four domains, while it is an interesting observa-
tion that the GR-ADD model with simple addition
operator for Refiner obtains the second best per-
formance. All these prove the importance of the
proposed component Refiner in aggregating and
selecting the attentive information.

Figure 3 illustrates a comparison of four mod-
els (ENCDEC, SCLSTM, ARoA-M, and GR-ADD)
which were trained from scratch on the laptop
dataset in a variety of proportion of training data,
from 10% to 100%. It clearly shows that the
BLEU increases while the slot error rate decreases
as more training data was provided. Figure 4
presents a comparison performance of general
models as described in Section 4.2. Not surpris-
ingly, the two proposed models still obtain higher
the BLEU score, while the ENCDEC has diffi-
culties in reducing the ERR score in all cases.
Both the proposed models show their ability to
generalize in the unseen domains (TV and Lap-
top datasets) since they consistently outperform
the previous methods no matter how much train-
ing data was fed or how training method was
used. These indicate the relevant contribution of
the proposed component Refiner to the original
AREncDec architecture, in which the Refiner with
gating or attention mechanism can effectively ag-
gregate the information before putting them into
the RNN decoder.

Figure 5 shows a different attention behavior of
the proposed models in a sentence. While all the
three models could attend the slot tokens and their
surrounding words, the ARoA-C model with con-
text shows its ability in attending the consecutive
words. Table 4 shows comparison of responses
generated for some DAs between different models.

237



Figure 3: Performance comparison of the four models trained on Laptop (unseen) domain.

Figure 4: Performance comparison of the general models on four different domains.

Figure 5: A comparison on attention behavior of three models in a sentence on given DA with sequence
of slots [Name 1, ScreenSizeRange 1, Resolution 1, Name 2, ScreenSizeRange 2, Resolution 2].

The previous approaches (ENCDEC, HLSTM) still
have missing and misplaced information, whereas
the proposed models can generate complete and
correct-order sentences.

6 Conclusion and Future Work

We present an extension of an Attentional
RNN Encoder-Decoder model named Encoder-
Aggregator-Decoder, in which a Refiner compo-
nent is introduced to select and aggregate the se-
mantic elements produced by the encoder. We also
present several different choices of gating and at-
tention mechanisms which can be effectively ap-
plied to the Refiner. The extension, which is easily
integrated into an RNN Encoder-Decoder, shows
its ability to refine the inputs and control the flow
information before putting them into the RNN de-
coder. We evaluated the proposed model on four

domains and compared to the previous generators.
The proposed models empirically show consistent
improvement over the previous methods in both
BLEU and ERR evaluation metrics. In the future,
it would be interesting to further investigate hybrid
models which integrate gating and attention mech-
anisms in order to leverage the advantages of both
mechanisms.
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Table 4: Comparison of top responses generated for some input dialogue acts between different models.
Errors are marked in color (missing, misplaced slot-value pair). † and \ denotes the baselines and the
proposed models, respectively.

Model Generated Responses in Laptop domain
Input DA compare(name=‘aristaeus 59’; screensizerange=‘large’; resolution=‘1080p’; name=‘charon 61’; screen-

sizerange=‘medium’; resolution=‘720p’)
Reference Compared to aristaeus 59 which is in the large screen size range and has 1080p resolution, charon 61 is in

the medium screen size range and has 720p resolution. Which one do you prefer?
ENCDEC† the aristaeus 59 has a large screen , the charon 61 has a medium screen and 1080p resolution [1080p, 720p]
HLSTM† the aristaeus 59 has a large screen size range and has a 1080p resolution and 720p resolution [720p, charon

61, medium]
SCLSTM† the aristaeus 59 has a large screen and 1080p resolution , the charon 61 has a medium screen and 720p

resolution
GR-ADD\ the aristaeus 59 has a large screen size and 1080p resolution , the charon 61 has a medium screen size and

720p resolution
GR-MUL\ the aristaeus 59 has a large screen size and 1080p resolution , the charon 61 has a medium screen size and

720p resolution .
ARoA-V\ the aristaeus 59 has a large screen size and 1080p resolution , the charon 61 has a medium screen size , and

has a 720p resolution
ARoA-M\ the aristaeus 59 has a large screen and 1080p resolution , the charon 61 has a medium screen and 720p

resolution
ARoA-C\ the aristaeus 59 has a large screen size and 1080p resolution , the charon 61 has a medium screen size range

and 720p resolution
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Abstract

A common convention in graphical user
interfaces is to indicate a “wait state”, for
example while a program is preparing a
response, through a changed cursor state
or a progress bar. What should the ana-
logue be in a spoken conversational sys-
tem? To address this question, we set up
an experiment in which a human infor-
mation provider (IP) was given their in-
formation only in a delayed and incre-
mental manner, which systematically cre-
ated situations where the IP had the turn
but could not provide task-related infor-
mation. Our data analysis shows that 1)
IPs bridge the gap until they can provide
information by “re-purposing” a whole va-
riety of task- and grounding-related com-
municative actions (e.g. echoing the user’s
request, signaling understanding, assert-
ing partially relevant information), rather
than being silent or explicitly asking for
time (e.g. “please wait”), and that 2) IPs
combined these actions productively to en-
sure an ongoing conversation. These re-
sults, we argue, indicate that natural con-
versational interfaces should also be able
to manage their time flexibly using a vari-
ety of conversational resources.

1 Introduction

How to best present information in a dialogue sys-
tem is a central, and hence well-studied problem
(Stent et al., 2004; Demberg and Moore, 2006;
Rieser et al., 2010; Dethlefs et al., 2012b; Wen
et al., 2015). What has received less attention is
the question of what a system should do until it
can present information, in the case that retrieval
of this information takes time.

A simple option would be to remain silent.
However, as observed in human conversation anal-
ysis, longer periods of silence appear to be marked
in normal conversation and are typically avoided
(Clark, 2002). As part of an effort to study on-
line, incremental information presentation, we set
up an experiment where an information provider
(IP) was given their information in a delayed and
piecemeal fashion, and hence was faced with the
problem of having the turn before having the infor-
mation to relay (Section 2). We devised a coding
scheme for different types of dialogue moves used
in this “time-buying phase” before task-related in-
formation is available (Section 3). Analyzing the
distribution and sequencing of these moves (Sec-
tion 4), we find that a variety of strategies is used,
with direct requests for more time (“please wait”,
“one moment please”) being relatively rare.

2 Data Collection

As task domain, we chose flight travel informa-
tion.1 Interactions were set up between a CALLER

(C; a confederate), who had the information need,
and a TRAVEL AGENT (A), who was to provide the
information. The participants were assigned the
role of travel agent, and assumed that they were
talking to another participant. C and A were con-
nected via audio only, through high-quality head-
sets. Each agent handled 10 calls (from the same
caller, but treating each as separate), after two
training calls. We had 10 participants (balanced
for gender), all native German speakers.

To provide some control over the interaction,
the task was set up so that after a greeting provided
by a recording, C formulated their request in one
turn (ostensibly, addressing a dialogue system that
processed it) which A could hear, but not intervene

1A domain in which it is, to this date, realistic that a re-
quest needs significant time to be processed, as anyone who
has recently used flight search engines can attest.
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Figure 1: Phases of the call.

Figure 2: Example interaction (gray: caller, white: travel agent)

in. C was given, as part of the experimental proto-
col, a schematic representation of their goal (e.g.,
“flight from Hannover to New York, early August,
weekday, Lufthansa”), but no exact formulation.
After the request was completed, the system (or so
A was told) processed it and showed it in writing
on a computer display placed in front of A. An au-
dible signal was played, after which the line was
assumed to be open and it was A’s task to respond
to the request, using information also displayed on
their computer screen. This information, however,
could be presented either immediately or after a
certain delay (consisting of five seconds plus a ran-
dom interval between 500 and 2500 ms). The in-
formation presentation itself was also varied. In
8 of the 10 calls handled by the same agent, 16
flights were presented; in the other 2, only 4. The
16 flight responses were presented either all in one
go, with the 16 flights appearing individually with
delays between them, or in two blocks. In some
cases, flights were taken off the result list (greyed
out) again after a delay. The intended effect of
this presentation mode was to keep A uncertain
of whether they already had the full flight list or
not. Figure 1 shows a schematic illustration of the
general call structure, and Figure 2 shows an ex-
ample call (abbreviated, and translated from the
German) with category labels explained next. Due
to technical problems, some recorded calls were
not useable, which left us with a total of 92 calls
(1h:41min audio).

3 Annotation

Time-Buying Stretch In this paper, we focus on
what we call the “time-buying stretch”, that is, the
time from after the beep (when A gets the turn)
until the moment at which A offers information
about a specific flight, or declares definitely that
no flight matches the request. One of the authors
identified these stretches in the calls. There is one
such stretch in each call, the length of which de-
pends on the information delay mode (see previ-

ous section) and the individual selection speed of
A. These stretches vary in duration from 4 seconds
to 50 seconds, with the majority being shorter than
20 seconds.

Time Buyer Categories To enable a fine-
grained analysis of the strategies for bridging the
time until information presentation, we annotated
dialogue moves that do not directly move the task
at hand forward (as per the definition of time-
buying stretch). We started out from the gen-
eral DAMSL scheme (Core and Allen, 1997) but,
somewhat contrary to our expectations, found that
the dialogue moves in our data correspond to var-
ious backward and forward-looking actions coded
in different parts of the DAMSL hierarchy. Thus,
we opted for a flat scheme, allowing us to la-
bel conversational actions specific to our domain.
The categories are shown together with exam-
ples in Table 1. It is important to note here that
we allow for multi-functionality of the dialogue
moves. Moves in the “echo” category, for exam-
ple, clearly also have a conversational grounding
function (Clark, 1996; Bunt, 2011); however, our
focus is on their function to avoid giving task in-
formation or being silent2.

The TB stretches were segmented and annotated
by one of the authors. An independent second an-
notator also labelled a randomly selected set of
20% of the time buyers, using the information
from Table 1 as a guideline. For these segments,
we calculated Cohen’s κ = 0.93, indicating that
the categories are well-recognisable.

4 Analysis

The first observation to make is that there is a sim-
ilar amount of speech (629 seconds) and of si-
lence (771 seconds) in the time-buying stretches.
It seems clear, hence, that our agents do something
else than just wait until they have task-related in-

2Interestingly, given our task setup, confirmation of the
search parameters was not really necessary for A, as these
were displayed on A’s screen.)
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Category Description DAMSL Examples
acknowledgment signaling understanding of

the request/ acceptance of
task

Signal Understanding → Ac-
knowledge

C: I want to fly to Bristol.
A: Okay

echoing repeating the request or part
of it

Signal Understanding → Re-
peat / Statement→ Reassert

C: I’m looking for a flight to Izmir at
the beginning of August.
A: A flight to Izmir . beginning of Au-
gust

conf./exp./rep.
request

A asks C to clarify, repeat
or expand on request

Influencing addressee future ac-
tion → Directive → Info-
Request

Did you say Lufthansa?

filler conventional hesitation
sound

? Uh, uhm, mm, etc.

wait request A asks C to wait Influencing addressee future ac-
tion → Directive → Action-
Directive / Information Level
→ Task Management

One moment, please

agent/system
state

providing information
about factors which pre-
vent A from offering
information

Information Level → Task
Management

The search for flights is still in progress.
I’m not sure if Emirates flies this route.

commitment expressing that A is (still)
engaged in performing the
task

Committing Speaker Future
Action→ Commit

Let’s have a look...

availability announcing information
without presenting it

Statement→ Assert / Commit-
ting Speaker Future Action →
Commit

I could offer you a number of flights...
Hmm, you said Quito, is that correct?

partial match presenting information
which only matches the
request partially

Statement → Assert / Signal-
Understanding→ Repeat

There’s a flight to Sidney on 2.8 at
07:15, but you would prefer to fly after
lunchtime, so let’s keep looking...

temporary
non-
availability

announcing lack of infor-
mation at the current mo-
ment

Statement→ Assert Until now I haven’t found any flights for
your request, let’s keep looking...

incomplete partial utterance Communicative Status →
Abandoned

Maybe I can find...

Table 1: Time buyer categories (C: Customer, A: Agent)
Category %
echoing 21
filler 19
agent/system state 10.4
acknowledgment 9.4
commitment 8.8
incomplete 6.7
wait request 6.3
conf./exp./rep. request 5.9
availability 5.1
other 3.5
partial match 2.2
temporary non-availability 1.6

Table 2: Distribution of time buyer categories

formation to provide. Table 2 shows the overall
distribution of time buyer categories. As can be
seen, echoing occurs frequently, as does produc-
tion of fillers. Direct requests to wait are com-
paratively rare. As Figure 3 shows, there is con-
siderable variation between speakers in their dis-
tribution of time buyer categories, in particular
for echoing and filler, which can occur very fre-
quently or rarely depending on the speaker. Fi-
nally, Figure 4 illustrates the temporal sequencing

of the TB categories. The plot shows percentages
of TB type for the first seven time-buyers uttered
in each episode (where available). As this indi-
cates, there seems to be a certain structure to the
sequencing of these acts: First, taking over the
floor (and accepting the task) is acknowledged,
then some time is filled with echoing parts of the
request; when information becomes available, the
parameters are made present again through clar-
ification / expansion requests, or announcements
of partial or full availability. Task- and grounding-
independent acts such as fillers, announcements of
system state, or direct wait requests, are available
at any time, but are most relevant after the initial
grounding has been done and before partial infor-
mation is available for presentation.

5 Related Work

To the best of our knowledge, delayed informa-
tion presentation has so far not been systemat-
ically studied. Various systems, however, ad-
dressed the problem in an ad-hoc manner. The
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Figure 3: Distribution of TB categories per
speaker (only categories with an overall frequency
higher than 5%)

Figure 4: Distribution of time buyer categories for
the first seven time-buyers in each episode (where
available)

TRIPS system (Stent, 1999), for example, deals
with pauses during language generation by in-
serting “turn-keeping” utterances, such as um and
wait a minute. Funakoshi et al. (2008) conducted
a Wizard-of-Oz experiment with a robot which
blinked a light on its chest during long pauses, and
participants successfully understood this signal as
meaning that the robot was processing the incom-
ing utterance. Wigdor et al. (2016) carried out an
experiment in which a robot using “pensive fillers”
(utterances such as good question and let me think)
was viewed as more alive by participants than one
which only postponed information by producing
pauses. Although the motivation behind this ex-
periment is not related to a real need to buy time,
its results suggest that explicitly addressing collat-
eral aspects of the task before conveying primary

task information is not only not detrimental to the
interaction, but might in fact be beneficial.

From a broader perspective, we see this study
on time buying as contributing to research on in-
cremental generation and information presentation
for dialogue systems, cf. (Skantze and Hjalmars-
son, 2010), and incremental processing in gen-
eral (Schlangen and Skantze, 2009). In this line
of research, it is typically acknowledged that di-
alogue systems should be set up in a way such
that they are able to start speaking before a com-
plete plan of what to say has been built. Skantze
and Hjalmarsson (2010) present a model for in-
cremental generation that includes the ability to
insert small speech segments for hesitations and
fillers, in case the system has not fully planned the
current utterance. It is unclear how such a system
would be able to deal with scenarios similar to the
ones we have investigated in this work. Similarly,
other work has looked at appropriate timings of
feedback and barge-in in spoken dialogue systems
(Dethlefs et al., 2012a; Meena et al., 2013), deal-
ing with situations where the system does not need
to buy time pro-actively.

6 Conclusions and Further Work

It is often difficult to systematically elicit con-
versational phenomena in human-human dialogue
(Gustafson and Merkes, 2009), at least to an ex-
tent that would support robust data-driven systems
for conversational dialogue. We have presented an
experiment designed to investigate conversational
strategies used to bridge time until a task can be
fulfilled, or to say something before fully know-
ing what to say. We found that such phenomena
can be successfully and systematically triggered
by manipulating and delaying the information that
an agent has to communicate in a typical travel
information setup. Our analysis focused on the
time-buying stretch, i.e. the phase of the inter-
action where the information provider cannot of-
fer factual information. Even in this stretch, task-
or interaction-management related acts are clearly
preferable over explicit requests for more time.

In future work, we plan to analyze the re-
maining phases of the recorded interactions where
agents actually provided information. This will al-
low us to compare conversational strategies in this
initial time-buying stretch to grounding-related
strategies used in the information presentation
phase. It would also be interesting to analyze in-
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formation postponing in actual telephone interac-
tions from customer/passenger service lines, and
see whether time-buying in the real world exhibits
similar characteristics to those in our recordings.
Clearly, this is subject to the possibility of obtain-
ing access to such data.

On the other hand, it is necessary to devote
more efforts to understanding the variation be-
tween the use of time-buyers by different indi-
viduals (Figure 3), as well as along time (Figure
4). In addition, while we think that the setup we
devised is representative for the travel informa-
tion domain specifically, it remains to be seen how
information-postponing occurs in other conversa-
tional contexts. A similar remark could be made
in connection to other languages: Since tolerance
to silence has been shown to differ significantly
across cultures (Lundholm Fors, 2015), observa-
tion of the phenomenon in non-German interac-
tions might also prove revealing.

Finally, we still need to establish how to incor-
porate these insights in a human-agent interaction
scenario. While our taxonomy was useful for an-
notation and analysis, it could be necessary to ad-
just it in order to implement time-buying in an ac-
tual system.
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Abstract

We explore context representation learn-
ing methods in neural-based models for
dialog act classification. We propose
and compare extensively different meth-
ods which combine recurrent neural net-
work architectures and attention mecha-
nisms (AMs) at different context levels.
Our experimental results on two bench-
mark datasets show consistent improve-
ments compared to the models without
contextual information and reveal that the
most suitable AM in the architecture de-
pends on the nature of the dataset.

1 Introduction

The study of spoken dialogs between two or more
speakers can be approached by analyzing the di-
alog acts (DAs), which is the intention of the
speaker at every utterance during a conversation.
Table 1 shows a fragment of a conversation from
the Switchboard (SwDA) dataset with DA anno-
tation. Automatic DA classification is an impor-
tant pre-processing step in natural language under-
standing tasks and spoken dialog systems. This
classification task has been approached using tra-
ditional statistical methods such as hidden Markov
models (HMMs) (Stolcke et al., 2000), condi-
tional random fields (CRF) (Zimmermann, 2009)
and support vector machines (SVMs) (Henderson
et al., 2012). However, recent works with deep
learning (DL) techniques have brought state-of-
the-art models in DA classification, such as con-
volutional neural networks (CNNs) (Kalchbrenner
and Blunsom, 2013; Lee and Dernoncourt, 2016),
recurrent neural networks (RNNs) (Lee and Der-
noncourt, 2016; Ji et al., 2016) and long short-term
memory (LSTM) models (Shen and Lee, 2016).

Utterance Dialog act
A: Are you a musician yourself? Yes-no-question
B: Uh, well, I sing. Affirmative non-yes answer
A: Uh-huh. Acknowledge (Backchannel)
B: I don’t play an instrument. Statement-non-opinion

Table 1: Examples from the SwDA dataset.

Given an utterance in a dialog without any pre-
vious context, it is not always obvious even for
human beings to find the corresponding dialog
act. In many cases, the utterances are too short
so that is hard to classify them, for example the
utterance ’Right’ can be either an Agreement or a
Backchannel indicating the interlocutor to go on
talking, in this case the context plays a key role
at disambiguating. Therefore, using context in-
formation from the previous utterances in a dialog
flow is a crucial step for improving DA classifica-
tion. Few papers in the literature have suggested
to utilize context as a potential knowledge source
for DA classification (Lee and Dernoncourt, 2016;
Shen and Lee, 2016). Recently, Ribeiro et al.
(2015) presented an extensive analysis of the in-
fluence of context on DA recognition concluding
that contextual information from preceding utter-
ances helps to improve the classification perfor-
mance. Nonetheless, such information should be
differentiable from the current utterance informa-
tion, otherwise, the contextual information could
have a negative impact.

Attention mechanisms (AMs) introduced by
Bahdanau et al. (2014) have contributed to sig-
nificant improvements in many natural language
processing tasks, for instance machine translation
(Bahdanau et al., 2014), sentence classification
(Shen and Lee, 2016) and summarization (Rush
et al., 2015), uncertainty detection (Adel and
Schütze, 2017), speech recognition (Chorowski
et al., 2015), sentence pair modeling (Yin et al.,
2015), question-answering (Golub and He, 2016),
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document classification (Yang et al., 2016) and en-
tailment (Rocktäschel et al., 2015) . AMs let the
model decide what parts of the input to pay atten-
tion to according to the relevance for the task.

In this paper, we explore the use of AMs to learn
the context representation, as a manner to differ-
entiate the current utterance from its context as
well as a mechanism to highlight the most relevant
information, while ignoring unimportant parts for
DA classification. We propose and compare exten-
sively different neural-based methods for context
representation learning by leveraging a recurrent
neural network architecture with LSTM (Hochre-
iter and Schmidhuber, 1997) or gated recurrent
units (GRUs) (Cho et al., 2014; Chung et al., 2014)
in combination with AMs.

2 Model

The model architecture, shown on the left side of
Figure 1, contains two main parts: the CNN-based
utterance representation and the attention mecha-
nism for context representation learning. Finally,
the context representation is fed into a softmax
layer which outputs the posterior of each prede-
fined DA given the current dialog utterance.

2.1 CNN-based Dialog Utterance
Representation

We used CNNs for the representation of each ut-
terance. CNNs perform a discrete convolution on
an input matrix with a set of different filters. For
the DA classification task, the input matrix rep-
resents a dialog utterance and its context, this is
n previous utterances: each column of the ma-
trix stores the word embedding of the correspond-
ing word. We use 2D filters f (with width |f |)
spanning all embedding dimensions d. This is de-
scribed by the following equation:

(w∗f)(x, y) =
d∑

i=1

|f |/2∑
j=−|f |/2

w(i, j)·f(x−i, y−j)

(1)
After convolution, a max pooling operation is ap-
plied that stores only the highest activation of each
filter. Furthermore, we apply filters with different
window sizes 3-5 (multi-windows), i.e. spanning a
different number of input words. Then, all feature
maps are concatenated to one vector which repre-
sents the current utterance and its context.

2.2 Internal Attention Mechanism
Attention mechanisms can be applied in different
sequences of input vectors, e.g. representations of
consecutive dialog utterances. For each of the in-
put vectors u(t − i) at time step t − i in a dialog
and t is the current time step, the attention weights
αi are computed as follows

αi =
exp(f(u(t− i)))∑

0<j<m exp(f(u(t− j)) (2)

where f is the scoring function. In this work, f is
the linear function of the input u(t− i)

f(u(t− i)) = W Tu(t− i) (3)

where W is a trainable parameter. The out-
put attentive u after the attention layer is the
weighted sum of the input sequence.

attentive u =
∑

i

αiu(t− i) (4)

Another option (order-preserved attention as pro-
posed in Adel and Schütze (2017)) is to store
the weighted inputs into a vector sequence
attentive v which preserves the order informa-
tion.

attentive v = [α0u(t), α1u(t− 1), ...] (5)

2.3 Neural-based Context Modeling
In this subsection, we present different methods,
depicted on the right side of Figure 1, to learn the
context representation.

a Max We apply max-pooling on top of the di-
alog utterance representations which spans all the
contexts and the vector dimension.

b Attention We apply directly attention mech-
anism on the dialog utterance representations. The
weighted sum of all the dialog utterances repre-
sents the context information.

c RNN We introduce a recurrent architecture
with LSTM or GRU cells on top of the dialog ut-
terance representations to model the relation be-
tween the context and the current utterance over
time. The output of the hidden layer of the last
state is the context representation.

d RNN-Output-Attention Based on the pre-
vious option, we apply the attention mechanisms
on the output sequence of the RNN. The context
representation is the weighted sum of all the out-
put vectors.
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Figure 1: Model architecture for DA classification. On the left side is the overview of the model. The
right site contains six neural-based methods for context representation learning.

e RNN-Input-Attention We first apply the
order-preserved attention mechanism on the dia-
log utterance representations to obtain a sequence
of weighted inputs. Afterwards, an RNN with
LSTM or GRU cells is introduced to model the
relation of the weighted context.

3 Experimental Setup

3.1 Data
We test our model on two DA datasets:

• MRDA: ICSI Meeting Recorder Dialog Act
Corpus (Janin et al., 2003; Shriberg et al.,
2004; Dhillon et al., 2004), a dialog corpus
of multiparty meetings. The 5-tag-set used
in this work was introduced by Ang et al.
(2005).

• SwDA: Switchboard Dialog Act Corpus
(Godfrey et al., 1992; Jurafsky et al., 1997),
a dialog corpus of 2-speaker conversations.

Train, validation and test splits on both datasets
were taken as defined in Lee and Dernoncourt
(2016)1, summary statistics are shown in Table 2.
In both datasets the classes are highly unbalanced,
the majority class is 59.1% on MRDA and 33.7 %
on SwDA.

3.2 Hyperparameters and Training
The hyperparameters for both datasets are sum-
marized in Table 3, they were selected by vary-

1Concerning SwDA, the data setup in Lee and Dernon-
court (2016) was preferred over Stolcke et al. (2000)’s, be-
cause it was not clearly found in the latter which conversa-
tions belong to each split.

Dataset C |V| Train Validation Test
MRDA 5 12k 78k 16k 15k
SwDA 43 20k 193k 23k 5k

Table 2: Data statistics: C is the num-
ber of classes, |V| is the vocabulary size and
Train/Validation/Test are the no. of utterances.

ing one hyperparameter at a time while keeping
the others fixed. The filter widths and feature
maps were taken from the CNN architecture for
sentence classification in Kim (2014). Dropout
rate of 0.5 was found to be the most effective
in the range of [0-0.9]. The rectified linear unit
(ReLU) was used as non-linear activation func-
tion, 1-max as pooling operation at utterance level
as suggested in Zhang and Wallace (2015). The
only dataset specific hyperparameter is the mini-
batch size: 150 and 50 for SwDA and MRDA, re-
spectively. Word2vec (Mikolov et al., 2013) was
used for word vector representation. Training was
done for 30 epochs with averaged stochastic gradi-
ent descent (Polyak and Juditsky, 1992) over mini-
batches. The learning rate was initialized at 0.1
and reduced 10% every 2000 parameter updates.
We kept the word vector unchanged during train-
ing. The context length was optimized on the de-
velopment set, ranging from 1-5. Our best re-
sults were obtained with three context utterances
for MRDA and two for SwDA.

4 Experimental Results

4.1 Baseline Models

We define two models as baseline, both are a one-
layer CNN for sentence classification based on
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Hyperparameter Value
Filter width 3, 4, 5
Feature maps per filter 100
Dropout rate 0.5
Activation function ReLU
Pooling 1-max pooling per utterance
Mini-batch size 50 (MRDA) – 150 (SwDA)
Word embeddings word2vec (dim. 300)

Table 3: Hyperparameters.

Kim (2014) but with an input variation: a) Base-
line I: The input is a single utterance a time with-
out any contextual information and b) Baseline II:
The input is the concatenation of the current utter-
ance and previous utterances.

4.2 Results

Table 4 summarizes the results of all the models.
Results on the Baseline I and the Baseline II on
both datasets show that a simple context concate-
nation is not enough to model the context informa-
tion for this task. While on SwDA the accuracy
improves by 1.3%, it slightly drops on MRDA.
Other simple methods such as Max and Attention
do not improve the results over the baseline either.

Our results are consistently improved on both
datasets after introducing RNN architecture to
model the relation between the contexts. It in-
dicates that hierarchical structure is crucial to
learn the context representation. Attention mecha-
nisms contribute to the overall improvements. On
MRDA, the AM was more useful when it was ap-
plied to the inputs of the RNN, whereas on SwDA
when it was applied to the outputs. Our intuition
is that in multiparty dialogs the dependency be-
tween the utterances should be weighted before
being processed by the RNN.

Model MRDA SwDA
Baseline I 83.6 71.3
Baseline II 83.5 72.6
Max 58.5 48.0
Attention 83.5 72.4
RNN (LSTM) 83.8 73.1
RNN (GRU) 83.8 72.8
RNN-Output-Attention (LSTM) 84.1 73.8
RNN-Output-Attention (GRU) 84.0 73.1
RNN-Input-Attention (LSTM) 84.3 73.3
RNN-Input-Attention (GRU) 83.6 73.1

Table 4: Accuracy (%) of baselines and models
with different context processing methods.

4.3 Impact of Context Length

Our experiments revealed that context length plays
an important role for DA classification and the best
length is corpus dependent. By experimenting in
the context range of 0-5 utterances, we found that
the best context length for MRDA is three utter-
ances and two for SwDA. Table 5 shows the results
at different context lengths.

n-context MRDA SwDA
1 83.8 73.1
2 83.9 73.8
3 84.3 73.5
4 84.0 73.1
5 84.0 72.9

Table 5: Comparison of accuracy (%) on different
context lengths (n-context, where n is the number
of sentences as context).

5 Comparison with Other Works

Table 6 compares our results with other works.
To the best of our knowledge, Lee and Dernon-
court (2016) is the newest research in DA clas-
sification, which published train/validation splits
and claimed to be the state-of-the-art on that setup.
Therefore, an accurate comparison of our results
can be only done with this work. Our model
yields comparable results to the state-of-the-art on
both datasets, 84.3% against 84.6% on MRDA and
73.8% against 73.1% on SwDA. Ji et al. (2016)
and Kalchbrenner and Blunsom (2013) obtained
higher accuracy on SwDA but with different setup.

Model MRDA SwDA
Our best model 84.3 73.8
CNN-FF 84.6 73.1
LSTM-FF 84.3 69.6
HBM 81.3 —
LV-RNN — 77.0
HCNN — 73.9
CA-LSTM — 72.6
HMM — 71.0
Majority class 59.1 33.7

Table 6: Comparison of accuracy (%). CNN-
FF and LSTM-FF: proposed in Lee and Dernon-
court (2016), HBM: hidden backoff model (Ji and
Bilmes, 2006). LV-RNN: latent variable RNN with
conditional training (Ji et al., 2016). HCNN: hier-
archical CNN (Kalchbrenner and Blunsom, 2013).
CA-LSTM: contextual attentive LSTM (Shen and
Lee, 2016). HMM Stolcke et al. (2000).
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6 Conclusions

We explored different neural-based context repre-
sentation learning methods for dialog act classi-
fication which combine RNN architectures with
attention mechanisms at different context levels.
Our results on two benchmark datasets reveal that
using RNN architecture is important to learn the
context representation. Moreover, attention mech-
anisms contribute to the overall improvements,
however, the place where AM should be applied
depends on the nature of the dataset.
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Abstract

In goal-driven dialogue systems, success
is often defined based on a structured def-
inition of the goal. This requires that the
dialogue system be constrained to handle
a specific class of goals and that there
be a mechanism to measure success with
respect to that goal. However, in many
human-human dialogues the diversity of
goals makes it infeasible to define suc-
cess in such a way. To address this sce-
nario, we consider the task of automat-
ically predicting success in goal-driven
human-human dialogues using only the
information communicated between par-
ticipants in the form of text. We build
a dataset from stackoverflow.com which
consists of exchanges between two users
in the technical domain where ground-
truth success labels are available. We then
propose a turn-based hierarchical neural
network model that can be used to pre-
dict success without requiring a structured
goal definition. We show this model out-
performs rule-based heuristics and other
baselines as it is able to detect patterns
over the course of a dialogue and capture
notions such as gratitude.

1 Introduction

In this paper, we investigate goal-driven dialogues
in large open-ended domains where one partici-
pant engages in a conversation with another par-
ticipant in order to gain information or complete
some task. Such dialogues are common in online
communication channels where users help each
other complete tasks with various requirements.
For instance, many corporations have online chat
systems where users can talk to a representative,

and there are countless online forums (both tech-
nical and non-technical) where people go for help.

Current dialogue agents learn to assist users to
complete tasks in relatively constrained domains
such as restaurant reservation booking (see Table
1 of Serban et al., 2015 for a list of these domains).
In such domains, agents can measure success by
referring to a structured goal definition or ontol-
ogy and learn to maximize this score (Young et al.,
2013). However, in less-constrained domains, suc-
cess can be difficult to define as it is often depen-
dent on the specific dialogue and participants.

One difficulty arises when participants enter
a conversation with intrinsically different goals
which we cannot anticipate in advance. For ex-
ample, on stackoverflow, a popular forum for
programming-related help, users can ask for help
fixing a bug (in which case success occurs when
the bug is resolved), or ask for a recommendation
(in which case success occurs when the user is sat-
isfied with a recommendation). On top of this, dif-
ferent users may have differing definitions of suc-
cess (e.g., a novice may require more information
than an expert).

The aforementioned difficulties suggest that the
definition of success is highly specific to the user
who initiates the dialogue. Even in constrained do-
mains it has been observed that a user’s perception
of success is more indicative of user satisfaction
than an objective measure (Walker et al., 2000;
Williams and Young, 2004). Thus, we aim to let
the original participant be the judge of success and
build models that can predict success based on in-
formation communicated rather than enforcing a
rigorous definition in our models.

An impediment in building models that predict
success (or interactive agents) in these domains is
the lack of success labels in current datasets (Kim
et al., 2010; Lowe et al., 2015). These labels can
be difficult to collect as forums often do not pro-
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vide any structured process of indicating whether
a problem was solved or not. Our model is trained
to predict success in these interactions using only
the dialogue text, which can then be used as au-
tomatic feedback to improve the quality of the di-
alogues and enable automatic dialogue agents to
learn from large, previously unlabeled corpora.

We address the challenge of predicting success
in goal-driven human-human dialogues with three
contributions. First, we present a new dataset of
human-human goal-driven dialogues in the techni-
cal domain.1 The use of human-human dialogues
allows our dataset to reach a size needed to work
in and be representative of large domains. We fo-
cus on dialogues from stackoverflow.com, where
we have success labels available. These dialogues
consist of one participant asking a programming-
related question and other participants interacting
with them to come up with a solution. This dataset
will allow the community to work in an open-
ended domain with success labels.

Our second contribution consists of an investi-
gation of new models to predict success using only
the raw text of the dialogue history. Our most
successful model is a turn-based hierarchical re-
current neural network (H-RNN). This model is
inspired by the observation that dialogues consist
of multi-level sequences. At the higher-level, we
have a sequence of turns, which is commonly ab-
stracted as a dialogue act, or intent (Traum and
Hinkelman, 2011). For each turn, we also have a
lower-level sequence of words which are a natural
language realization of the dialogue act. We show
that the H-RNN outperforms alternative models,
and in particular can capture the semantics of a
user expressing their gratitude.

Our final contribution is an analysis of the
salient features for success prediction. We show
that our models’ performances significantly in-
crease when they explicitly model the entire di-
alogue history (and learn more complicated indi-
cators of success along with gratitude). Although
our models only use each turn in their raw text
form (as opposed to the dialogue act type such as
Confirmation or Rejection), they implicitly benefit
from this natural structure that arises in dialogue.

1Available at https://mike-n-7.github.io/
stackoverflow

2 Related Work

There has been much work on automatically eval-
uating dialogue success. This work has largely fo-
cused on small domains where one can manually
define every task the system or participants can
perform and what it means to complete the task.

Success, as defined by task completion, is easier
to evaluate in traditional dialogue systems which
have been highly scripted. These systems are de-
signed for restricted domains in which the relevant
ontology and language generation prompts or tem-
plates have been specified. Such systems include
the Let’s Go Pittsburgh Bus System (Raux et al.,
2003), the Cambridge Restaurant System (Thom-
son and Young, 2010), and the ELVIS email assis-
tant (Walker et al., 1998). Scaling these systems to
larger domains, such as those found in online fo-
rums, is difficult because expanding their ontolo-
gies becomes infeasible.

The PARADISE framework (Walker et al.,
1997) was proposed to automatically evaluate di-
alogues where the quality of a dialogue can be
seen to consist of task success and costs such as
the dialogue length. Here, task success has a rigid
definition, where for each dialogue system using
this framework, the designer must specify what at-
tributes need to be communicated by the system
to achieve a goal. This definition makes it clear
what success looks like; however, it is not clear
how to apply PARADISE to open-ended human-
human dialogues, where each dialogue could have
a different goal that we cannot anticipate before
the conversation, or to large domains, where it is
not feasible to design such a reward.

Instead of requiring the designer of a dialogue
system to specify what information needs to be
communicated between users, work has been done
that tries to learn this. Su et al. (2015) propose
neural network models that operate on dialogue
acts to learn what success means in a constrained
domain with knowledge of the true goal. A limi-
tation to this work is that it requires a domain spe-
cific feature vector. We consider domains where
it is infeasible to acquire such features and in-
stead work directly from text input. Vandyke et al.
(2015) extend this model to work in unseen do-
mains but still require we parse our input into slots.

Recently, Amazon Mechanical Turk (AMT) has
been used to crowd-source the success of a dia-
logue (Yang et al., 2010; Jurcıcek et al., 2011).
The first method presents the transcript of a dia-
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logue to a worker and asks them to fill out a ques-
tionnaire rating success. The latter has users in-
teract with a dialogue system by giving them a
goal and asking them to evaluate the dialogue af-
ter its completion. It is unclear how to extend these
methods to an open-ended domain as AMT work-
ers are unlikely to have enough expertise to evalu-
ate success or start a conversation on each possible
dialogue topic (Lowe et al., 2016). Furthermore,
although AMT is both faster and cheaper than run-
ning in-person experiments, we search for an au-
tomatic evaluation method with near zero costs.

Work has been done that aims to make data from
online forums more accessible to both other users
and computer models. The Ubuntu dataset (Lowe
et al., 2015) was proposed for dialogue modeling
from the Ubuntu Internet Relay Chat channel and
the CNET (Kim et al., 2010) dataset was proposed
to learn dialogue structure from these often un-
structured forums. We build on this work by of-
fering a way to provide success labels with this
type of data.

Complementary work has been done that shares
a common goal of extending dialogue systems to
open-ended domains. One area of research fo-
cuses on extending intent detection to open-ended
domains, where an intent is defined as an action
a user wants to perform in the dialogue (e.g. re-
quest information or make a reservation). These
methods look for semantic similarity with exist-
ing intents (Chen et al., 2016) or exploit the struc-
ture of knowledge graphs (El-Kahky et al., 2014).
Another line of research is on extending natural
language generation to multiple or open-ended do-
mains. Domain adaptation techniques have proved
useful to generate responses for unseen dialogues
(Wen et al., 2016).

The Community Question Answering (CQA) lit-
erature has investigated predicting the success of
answers posed on online forums but typically in a
different scenario. Whereas we are interested with
predicting the success of a single question and an-
swer, CQA often looks to predict user satisfaction
based on several answers (Liu et al., 2008). Fur-
thermore, we restrict our models to only consider
the text of the questions, answers, and comments
(we do not include any information about users
or votes). Kim and Oh (2009) observe that com-
ments often contain useful information for predict-
ing success. Our work investigates this hypothesis.

Question
User A (Lee): I accidentally closed the Stack
Trace window in the Visual Studio 2008
debugger. How do I redisplay this window?
Answer
User B (Brian): While debugging: Debug\
Windows\Call stack
Comment
User A (Lee): Thanks, I don’t know how I
overlooked it.

Figure 1: Example dialogue from our stack-
overflow dataset. Post taken from http://stack-
overflow.com/questions/612123/redisplay-stack-
trace-window.

3 Dataset

Our first contribution is a dataset from stackover-
flow.com curated to allow training a success pre-
diction function. Stackoverflow is a community-
based website where users post programming-
related questions and other users can respond with
answers. Multiple users can provide answers to
the same question and users can comment on any
potential answer. This format allows us to ex-
tract dialogues from the website that consist of the
aforementioned exchange. To limit the complex-
ity, we restrict our dataset to dialogues between
two users. These dialogues are goal-driven as each
is an attempt to solve the question initially posted.
Figure 1 is an example of a question, answer, and
comment found on stackoverflow.

In addition, the user who posed a question can
mark an answer as accepted if that answer success-
fully solved their problem. Only the original user
can mark an answer as accepted and they can only
mark a single answer. Any user can vote (+1 or
−1) on answers based on how helpful they are.

Our goal when creating the dataset is to collect
a label for dialogue success that is representative
of the original user’s goal. Note that their true
goal may differ slightly from what they express
in their question (for example, due to a poor ex-
planation). Votes have a high variance that depend
on how popular a question is and the difficulty of
the question. Furthermore, users who vote for an
answer may not be experiencing the exact same
problem as the original user. For this reason, we
do not use the vote count alone to judge dialogue
success (only to ensure a high quality dataset as
described below).
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3.1 Collection
In our work, we are concerned with dialogues that
consist of only two participants and are complete
dialogues in the sense that either the initial user’s
question was accepted or rejected. We define an
accepted dialogue to be one in which the original
user’s question was successfully answered. Simi-
larly, a rejected dialogue is one in which the dia-
logue did not solve the original question. Because
of the open-ended nature of stackoverflow, many
posts do not conform to these requirements and
we must perform filtering to collect a high quality
dataset.

We use the stackoverflow posts from the Stack
Exchange Data Dump.2 A candidate dialogue
consists of a question, answer, and series of com-
ments. In order to be considered, this series of ex-
changes must take place only between two unique
users. We do not consider dialogues where the
comments consist of other users.3 We require at
least one comment so that the dialogue extends be-
yond just question answering. For this reason, all
dialogues are at least three turns long where a sin-
gle turn is one or more utterances by a single user.

On stackoverflow, it is possible for a user to edit
their posts after seeing answers or comments. We
exclude any dialogue where the question or an-
swer was edited to ensure a linear structure.

To ensure a question was either accepted or re-
jected by the original user, we use information
from stackoverflow outside of the text. As men-
tioned above, there are two methods to express sat-
isfaction with an answer. For a post to be accepted,
we require both of the following to hold:

1. The answer be marked as accepted by the
user who posed the question.

2. There be a strictly positive score from the
votes attributed to the answer.

On the contrary, for an answer to be rejected,
we require:

3. No answer associated with the question be
marked as accepted.

4. There be a non-positive score from the votes
assigned to the answer.

2http://archive.org/details/
stackexchange

3Note that for questions with multiple answers, we treat
each answer as a new dialogue.

# Accepted Dialogues 667,777
# Rejected Dialogues 297,145
Avg. # of Turns 4
Avg. Question Length 110 words
Avg. Answer Length 60 words
Avg. Comment Length 31 words

Table 1: Statistics of the stackoverflow.com
dataset. Accepted and Rejected are the two class
labels.

Figure 2: Turn distribution for the stackover-
flow.com dataset.

Point (3) requires that no other answer be
marked as accepted, in order to prevent less pop-
ular but nevertheless correct answers from being
labelled as rejected. This situation often occurs
because stackoverflow only allows one answer to
be accepted by the user.

Note that (2) and (4) act as a form of validation
as it requires the user and crowd be in agreement
about the success of an answer. We performed la-
bel validation by blindly labelling randomly sam-
pled dialogues from our dataset.

3.2 Statistics

After filtering through the Data Dump as de-
scribed in the previous section, we have a dataset
with 964,922 dialogues (reduced from 7,990,787
unfiltered posts). More statistics can be found in
Table 1.

It is worth noting that the first and second turns
will often be longer in these dialogues due to their
question-answer nature. These types of dialogues
are of particular interest in the tech-support (Kim
et al., 2010; Lowe et al., 2015) and e-mail (Ulrich
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et al., 2008) domains where the bulk of the infor-
mation is communicated in the first few turns (e.g.
to explain a problem). As we will see, most of
our models take advantage of features that appear
in the comments which are more characteristic of
traditional dialogues.

Figure 2 shows the distribution of number of
turns in a dialogue. A single turn consists or a
group of sentences by one user. For example, a
question will be a single turn, as will an answer.
Consecutive comments by the same user are con-
sidered as a single turn.

3.3 Preprocessing

Before continuing with any experiments, we pre-
process each question, answer, and comment by
removing HTML tags, and replacing numbers and
code with generic tags.

4 Recurrent Neural Network Models for
Dialogue Success Prediction

Presented with a dialogue that consists of a se-
ries of turns (question, answer, and comments), we
would like to classify whether that dialogue was
successful or not. We will denote the true labels
as y and the model predictions as success. We
refer to successful dialogues as accepted (y = 1)
and unsuccessful dialogues as rejected (y = 0) as
previously defined.

Formally, our input is the sequence of turns, d =
t1, . . . , tn, and the sequence of words within each
turn, ti = wi,1, . . . , wi,n. The first turn will be a
question, q, the second turn an answer, a, and the
remaining turns a series of comments, c1, . . . , cn.

We consider two recurrent neural network
(RNN) models: a flat one that operates over the
concatenated sequence of words from each turn,
and a hierarchical one that explicitly models multi-
level sequences.

No further information from stackoverflow is in-
cluded in the models such as a user’s reputation,
tags, or the number of views. We want our models
to be usable in other scenarios where this data may
not be available. Thus, the only features the mod-
els have to work with are text from the dialogues.

A motivating example behind using RNNs is
their ability to predict complex non-linear dis-
course features. For example, consider the follow-
ing comments:

Rejected: Thanks for the advice. I tried this
change, but I am still encountering the same error.

Accepted: Hmm, I thought I already tried that
but there probably were more errors in the regex
at that time. It did the trick, thanks!

Both these examples require reasoning across
the complete utterance. A model that could cap-
ture longer dependencies within a discourse would
be useful for differentiating these two examples.

4.1 Flat Recurrent Neural Network

The Flat RNN works by first converting each word
of a dialogue into its word embedding. After see-
ing each word embedding, the RNN updates its
hidden state. We insert a special token, 〈t〉 (with
its own embedding), to denote the separation be-
tween turns of the dialogue. At the end of the dia-
logue, the RNN makes a prediction using a logis-
tic regression unit on the final hidden state of the
network. This allows us to learn discourse features
beyond bag-of-words (BOW) as we maintain word
ordering. See Figure 3(a) for the architecture.

In our implementation, we use Long Short Term
Memory (LSTM) units (Hochreiter and Schmid-
huber, 1997) to account for long-term dependen-
cies. We use Theano (Bastien et al., 2012) and
pretrained GloVe word embeddings (Pennington
et al., 2014). Optimization is done using the
ADAM optimizer (Kingma and Ba, 2014) to min-
imize cross-entropy between the model predic-
tions, success, and the actual success labels, y.

4.2 Turn-Based Hierarchical Recurrent
Neural Network

In this model, we extend the Flat RNN to model
the natural hierarchy that occurs in dialogues. This
allows our model to separate the flow of content
throughout the dialogue from the natural language
realization of each turn. Our model is similar to
the encoder models used in previous work (Sor-
doni et al., 2015; Li et al., 2015).

Similar to the Flat RNN, each word is projected
into its vectorized word embedding. Then for each
turn ti, we feed its word embeddings through the
same RNN (the turn-level RNN) which outputs
an encoded version of that turn, ten,i. We feed
all these encoded turn vectors into a higher-level
RNN (the dialogue-level RNN) which takes into
account the context of the dialogue.

We also use LSTM units (Hochreiter and
Schmidhuber, 1997) with GloVe embeddings
(Pennington et al., 2014). Refer to Figure 3 (b)
for the model architecture.
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Figure 3: Flat (a) and Turn-Based Hierarchical (b) RNN models including features for a full dialogue.

Figure 4: Logistic Regression BOW model includ-
ing question, answer, and comment features.

5 Experiments

5.1 Baselines
We compare our two neural network models to
several baselines ranging in complexity.

5.1.1 Majority Class
As our dataset suffers from class imbalance, we
consider a majority class model which always pre-
dicts accepted.

5.1.2 Thanks Heuristic
The “Thanks” baseline operates on the intuition
that users who ask a question will express grati-
tude for accepted answers in terms of thanking the
user in a comment.

This method simply looks at the last com-
ment, c−1, by the user who posed the ques-
tion and looks for the appearance of the word
“thanks” or common variations of that word
(we denote these words by the set TH =

{thx, thanks, ty, thankyou, tx}). Our classification
rule is:

fbaseline(c−1) = 1TH(c−1) (1)

5.1.3 Logistic Regression Classifier
We extend the “Thanks” baseline by considering
the bag-of-word (BOW) vectors for each turn, and
learning their respective weights when classifying
a dialogue. In this model, we represent the dia-
logue as three concatenated BOW-vectors for the
question, q, answer, a, and the sum of the com-
ments, c. Together, these make up an input vector
that is fed to a logistic regression classifier:

fBOW = σ(w · [q, a, c]) (2)

We learn the parameters by minimizing cross-
entropy. See Figure 4 for a depiction of this model.

5.2 Evaluation
We performed multiple experiments to gain intu-
ition about what our models are learning and their
performance at predicting dialogue success. We
divided our dataset into training, validation, and
testing sets using a 60%/20%/20% split (there is
equal class imbalance across sets). We present
precision, recall, and F1 metrics for each class.

For the RNN models, we used the cross-
validation set to optimize the model parameters.
For the Flat-RNN this resulted in word embed-
dings of dimension 50 and hidden states of di-
mension 256. For the hierarchical model, we used
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Accepted Rejected
Model Precision Recall F1 Precision Recall F1
Majority 69.20 ± 0.20 100 ± 0.0 81.66 ± 0.14 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0
Thanks 82.45 ± 0.20 73.51 ± 0.22 77.72 ± 0.17 52.13 ± 0.34 64.83 ± 0.36 57.79 ± 0.30
LR 81.95 ± 0.19 89.57 ± 0.17 85.59 ± 0.14 70.38 ± 0.43 55.68 ± 0.39 62.17 ± 0.35
Flat RNN 87.08 ± 0.18 87.39 ± 0.18 87.23 ± 0.14 71.42 ± 0.36 70.85 ± 0.37 71.13 ± 0.28
H-RNN 87.28 ± 0.17 90.06 ± 0.17 88.65 ± 0.13 75.95 ± 0.35 70.51 ± 0.37 73.13 ± 0.31

Table 2: 95% confidence intervals for Precision, Recall, and F1 for both classes for models trained using
the entire dialogue. The highest metrics are bolded.

word embeddings of dimension 50, turn-level hid-
den states of dimension 100, and dialogue-level
hidden states of dimension 200.

We can see the performance of various models
and feature sets in Table 2. Confidence intervals
were calculated using the bootstrap method (Efron
and Tibshirani, 1994).

5.3 Results

We start with a comparison of the various models.
From Table 2, we see that our RNN models, which
can capture more complex dependencies, have the
best F1-scores for each class. Their performances
exceed that of the Logistic Regression model, the
strongest baseline.

It is also interesting to note that the Turn-Based
Hierarchical RNN has significantly higher F1-
scores than the Flat RNN. This suggests that this
model can better represent both a turn, and an en-
tire dialogue. By explicitly building in the struc-
ture to represent a turn, we allow the model to
learn the important information in a single turn
in regards to predicting success. The lower-level
RNN can learn the semantics of a single turn
which leaves the higher-level RNN to focus solely
on the aspects of each turn relevant to predicting
success. We go on to examine this model further
in the next section.

6 Discussion

6.1 Turn-Embedding Analysis

The Turn-Based Hierarchical RNN model allows
us to inspect the turn embeddings through the turn-
level RNN. We extract the final hidden layer em-
bedding from this lower-level RNN which rep-
resents the last fully-encoded turn of a dialogue.
These turn-vectors represent the part of the turn
that is relevant to predicting dialogue success (as
the model was optimized for this). We then use t-
SNE (Maaten and Hinton, 2008) to visualize these
embeddings for the last comment by the initial

Figure 5: t-SNE visualization of the embedding
of the last comment from the initial user from the
H-RNN model.

user in two dimensions (see Figure 5). Here the
circles denote a successful dialogue whereas the
triangles denote a rejected one.

We see a cluster in the lower right of the visu-
alization. In Table 3, we show examples sampled
at random from the cluster, and from elsewhere in
the visualization. We can see the cluster represents
ways for the user to show their gratitude. This
supports the hypothesis that the H-RNN model is
picking up on various ways for a user to express
their satisfaction with a proposed answer.

By incorporating a hierarchical structure the
model was able to learn a useful embedding of a
given turn before incorporating information from
previous turns. We can see the turn-level RNN as
a way of extracting the information relevant to the
success prediction task from its natural language
representation.
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Lower Right Cluster Elsewhere
thank you! this is perfect and youre for bordering the cells of a table as <code> do try

my bestfriend. the following. add a css class for the <code>. let say
the class name be <code>. then add the style as below

ah alright thanks for the quick reply selenium webdriver code to reply a mail in gmail. i tried
writing code for replying a mail in gmail but was trapped in
between i want to perform below task <ol> <li>open ...

really great helpful!! thanks a lot make an absolutely positioned div stretch to <num> of the
document height with no javascript. is there any neat cssonly
way to make an absolutely positioned div element stretch ...

actually it worked. i missed the the viewpager is for going between detail views. i want a
whereraw at first read. thanks! custom action particularly to hide the list view.

Table 3: Example comments from the lower right cluster and everywhere else in the t-SNE plot. Com-
ments are sampled at random from their respective clusters.

Accepted Rejected
Model Precision Recall F1 Precision Recall F1
LR (c−1) 79.86 ± 0.19 89.71 ± 0.17 84.50 ± 0.14 68.00 ± 0.46 49.13 ± 0.39 57.05 ± 0.36
LR (d−1) 73.07 ± 0.21 92.39 ± 0.14 81.60 ± 0.15 57.85 ± 0.64 23.49 ± 0.34 33.41 ± 0.40
LR (d) 81.95 ± 0.19 89.57 ± 0.17 85.59 ± 0.14 70.38 ± 0.43 55.68 ± 0.39 62.17 ± 0.35
RNN (c−1) 85.48 ± 0.18 87.43 ± 0.19 86.45 ± 0.13 70.23 ± 0.39 66.62 ± 0.39 68.38 ± 0.31
RNN (d−1) 69.23 ± 0.20 100.0 ± 0.0 81.81 ± 0.14 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0
RNN (d) 87.08 ± 0.18 87.39 ± 0.18 87.23 ± 0.14 71.42 ± 0.36 70.85 ± 0.37 71.13 ± 0.28
H-RNN (c−1) 85.48 ± 0.18 87.43 ± 0.19 86.45 ± 0.13 70.23 ± 0.39 66.62 ± 0.39 68.38 ± 0.31
H-RNN (d−1) 74.11 ± 0.22 93.75 ± 0.12 82.79 ± 0.16 65.30 ± 0.60 26.43 ± 0.34 37.63 ± 0.41
H-RNN (d) 87.28 ± 0.17 90.06 ± 0.17 88.65 ± 0.13 75.95 ± 0.35 70.51 ± 0.37 73.13 ± 0.31

Table 4: 95 % confidence intervals for Precision, Recall, and F1 for models trained using subsets of the
dialogue that include or exclude the last turn by the initial user.

6.2 Feature Ablation

We now show that our models exploit features
throughout the entire dialogue history to make
their predictions. We define feature sets based
on whether or not the dialogue contains the last
comment by the initial user. We are interested in
this comment in particular as it is often the com-
ment where a user will express their satisfaction
with the proposed answer. In human-human dia-
logues, people are generally polite, even if an an-
swer wasn’t helpful. It is important for our models
to learn the difference between a true expression
of gratitude, and that of just being polite - which
the baseline methods fail to do.

We can define a dialogue as d = q, a, c1, . . . , cn
and let c−1 be the last comment by the user who
asked the question. Then we will let d−1 be the
dialogue with c−1 removed.

For each model, we re-calculate the above met-
rics using just c−1 or d−1 as features. The Hierar-
chical RNN reduces to the Flat RNN when using
c−1 features. The results can be seen in Table 4

(we include results from Table 2 for comparison).
We see that the models that utilize the entire di-

alogue outperform the respective models that use
just the last comment in F1-score. This suggests
that these models can pick up on more compli-
cated indicators of success than just gratitude such
as whether an answer was irrelevant or a question
was ill-posed.

It is worth noting that the models that use just
the last comment still significantly outperform the
baselines (Table 2). We can see the importance
of the last comment by observing that the Thanks
Heuristic has a higher F1 score for the Rejected
class than models that do not include the last turn
by the initial user (d−1).

When removing the last comment (going from
d to d−1), the models see a drop in precision for
the accepted class but a rise in recall. This is
likely a result of removing discriminative features
(c−1) which causes the model to predict the ma-
jority class more often (we see that the perfor-
mance for the rejected class greatly drops). The
Flat RNN predicts all answers as accepted when
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the last comment is removed.
Removing the last comment makes the problem

more difficult as we no longer use the user’s ex-
pression of gratitude. In this case, the hierarchi-
cal model improves upon the Logistic Regression
and Flat RNN models. This can potentially be be-
cause it tries to model different dialogue acts such
as clarification, or requests for information.

7 Conclusion

In this paper, we collected a stackoverflow dataset
that consists of dialogues labeled with whether
that dialogue was accepted or not. This dataset
will allow the community to work in open-ended
domains with a clear notion of success. We used
this dataset to build models that accurately predict
success in open-ended human-human dialogues.

Our Turn-Based Hierarchical RNN model takes
advantage of the natural structure that occurs in di-
alogues by recognizing both expressions of grat-
itude and more complex indicators of success
found throughout the entire dialogue history.

An extension of this work will apply simi-
lar methods to human-computer dialogues. Our
methods will become more relevant as human-
computer interactions become more naturalistic.
To minimize the dependence on users expressing
their gratitude, we can focus on improving our
models that remove the last comment by the ini-
tial user from the dataset.

Our methods can also be used to label similar
human-human corpora which can then be used to
train a dialogue system. Success offers a notion of
reward and can be used as such in dialogue sys-
tems trained with reinforcement learning.
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Abstract

We define and motivate the problem of
summarizing partial email threads. This
problem introduces the challenge of gen-
erating reference summaries for partial
threads when human annotation is only
available for the threads as a whole, partic-
ularly when the human-selected sentences
are not uniformly distributed within the
threads. We propose an oracular algorithm
for generating these reference summaries
with arbitrary length, and we are making
the resulting dataset publicly available1.
In addition, we apply a recent unsuper-
vised method based on Bayesian Surprise
that incorporates background knowledge
into partial thread summarization, extend
it with conversational features, and modify
the mechanism by which it handles redun-
dancy. Experiments with our method indi-
cate improved performance over the base-
line for shorter partial threads; and our
results suggest that the potential benefits
of background knowledge to partial thread
summarization should be further investi-
gated with larger datasets.

1 Introduction

Despite the relatively early advent of emails com-
pared to other forms of electronic communication,
the continued proliferation of emails make them
an ongoing focus of NLP research. With users
experiencing an increasing flow of emails and de-
creasing screen sizes, there has been a growing in-
terest in the email summarization task: given an
email thread with multiple participants, provide
a summary of the contents of the thread. Such

1http://www.cs.ubc.ca/cs-research/lci/research-
groups/natural-language-processing/Software.html

summaries should contain the key information in
a thread and free a user from having to comb
through its entire contents. Also, given that email
threads can span days, weeks, or months, and
users often participate in multiple threads at once,
such summaries can serve as memory aids to users
returning to or joining a thread in progress (Ulrich
et al., 2008).

Email threads are dynamic document collec-
tions, however, and the content of a summary
may need to change over time as emails come
in. Therefore, while the full thread summariza-
tion problem (extensively studied in the past as
discussed in section 2) provides a single summary
of a complete, archived email thread, we are in-
terested in the partial thread summarization prob-
lem where we generate a succession of summaries,
each summarizing the thread at different moments
in time. More formally, for each email Ei in
a given email thread {E1...Ei...En} we wish to
generate a summary for the corresponding par-
tial thread (PT) {E1...Ei}. Given the novelty of
the summarization task, in this paper we focus on
investigating simple unsupervised extractive ap-
proaches, where the summary is a subset of the
sentences in the source partial thread, and leave
supervised and abstractive approaches for future
work.

A partial thread summary will provide a sum-
mary of the thread so far, including the new email;
it is intended to benefit users that may have for-
gotten the content of the preceding emails in the
thread (or may be new to the thread) and need
a quick refresh, possibly on the relatively small
screen of a mobile device. Additionally, a user
may want to ”extend” a partial thread summary
in order to get more information; and so we also
investigate the ability to generate summaries of
arbitrary length. The PT summarization prob-
lem is thus different from the update summariza-
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tion problem previously studied for news in the
Text Analysis Conferences (Dang and Owczarzak,
2008). The update summarization problem, ap-
plied to email threads, would provide a summary
of only the incoming email with the assumption
that the user knows and remembers the content of
the preceding emails.

The new NLP task of summarizing email PT is
challenging, not only because new algorithms may
need to be developed, but also with respect to eval-
uating the generated summaries. While there are
publicly available datasets - including BC3 (Ulrich
et al., 2008) and an Enron-derived dataset (Loza
et al., 2014) - that provide gold standard sum-
maries for completed email threads, none to our
knowledge provides such summaries for PTs; such
annotation by humans would be prohibitive, as it
would require a summary for each partial thread
(i.e., each email) in the corpus. So, a challenge
we face in the evaluation of PT summaries is due
to the dearth of human annotations. More specifi-
cally, given gold standard human annotations of a
thread as a whole, how do we generate reference
summaries of each PT against which to compare
automatically generated extractive summaries?

Most current summarization techniques for full
thread summarization rely on the analysis of only
the content of the input thread to decide what sen-
tences should be included in the summary. How-
ever, since PT can be rather short we hypothesize
that the identification of the most informative sen-
tences would benefit from examining the larger in-
formational context in which the PT was generated
(eg. all the email generated in an organization).
We test this hypothesis by applying and extending
a recent summarization method based on Bayesian
Surprise that leverages such background informa-
tion for PT summarization.

The main contributions of this paper are as fol-
lows:

• We propose an algorithm for exploiting exist-
ing extractive gold standard (EGS) summaries
of full threads to automatically generate oracu-
lar ”silver standard” PT summaries of arbitrary
length, as discussed in section 3. Further, we
are releasing these silver standard summaries
for the dataset used in this work.

• For PT summary generation, we propose an
unsupervised method extending previous work
on full-thread summarization that considers not

only the input thread, but also background
knowledge synthesized from a large number of
other email threads. In particular, we developed
a summarization method based on Bayesian
Surprise (Louis, 2014) which takes into account
conversational features of the partial thread, as
discussed in section 4. We then evaluate the
system-generated summaries using our silver
standards with ROUGE.

• Using our silver standard with ROUGE, we
carry out experiments to compare the sum-
maries generated by Bayesian-based methods
with summarization techniques that do not take
into account background information.

2 Related Work

To generate PT summaries we propose an unsu-
pervised extractive approach. Although to the
best of our knowledge no one has studied PT
summarization directly, there has been extensive
work done in extractive summarization in gen-
eral, as well as work done on email summariza-
tion specifically. Supervised methods have been
proposed which turn the extractive summarization
task into a binary classification problem where
sentences are labeled in/out using standard ma-
chine learning classifiers (Rambow et al., 2004;
Murray and Carenini, 2008). Variations of this ap-
proach include adding sentence compression and
using integer linear programming to evaluate can-
didate summaries and select the best ones (Berg-
Kirkpatrick et al., 2011). Sentence classification
assumes sentences are independent from one an-
other; and so to capture dependencies between
sentences, the extractive summarization problem
has also been recast as a sequence labeling prob-
lem using hidden Markov models and conditional
random fields (Fung et al., 2003; Jin et al., 2012;
Oya and Carenini, 2014).

The weakness of supervised approaches is the
reliance on human-annotated labeled data, which
is often expensive and difficult to acquire due to
privacy concerns. Our extractive approach, there-
fore, will focus on unsupervised extractive tech-
niques which do not require labeled data. Another
benefit of unsupervised methods is that they can
serve as features for supervised methods, meaning
improvements in unsupervised techniques can di-
rectly benefit supervised systems.

Many unsupervised extractive summarization
methods have been proposed for generic docu-
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ments, as well as for conversations. Some make
use of textual features such as lexical chains, cue
words (“In conclusion”, “To summarize”, etc.) or
conversation structure to select the most informa-
tive sentences (Barzilay and Elhadad, 1999; Ha-
tori et al., 2011; Carenini et al., 2008). Others
make use of more advanced methods including
topic modeling, latent semantic analysis or rhetor-
ical parsing (Nagwani, 2015; Kireyev, 2008; Hirao
et al., 2013). Our algorithm for generating silver
standard summaries of partial threads incorporates
a topic modeling framework that, in turn, makes
use of lexical chains and conversational structure.

There is also a large class of methods which
build graphs with textual units (words, sentences,
paragraphs, etc) as vertices and use similarity
measures between the text units to form the edge
weights. Once a full graph is created, an extractive
summary is generated by using a centrality mea-
sure to select central nodes from a cluster and con-
catenating them to form a summary. Two popular
systems are LexRank and TextRank, which both
use a variant of the PageRank algorithm (Erkan
and Radev, 2004; Mihalcea and Tarau, 2004; Mi-
halcea and Radev, 2011). Graph methods are pop-
ular because of their simplicity and ease of imple-
mentation, and their performance has been shown
to be competitive with other methods. Our silver
standard algorithm and baseline summarizer both
incorporate graph-based sentence scoring.

No matter how the information content (or the
query relevance) of a sentence is computed, sen-
tences should be included in the final summary not
only if they are informative but also if they con-
vey new information with respect to sentences al-
ready in the summary. One popular method known
as Maximum Marginal Relevance (MMR) builds
a summary with a scoring function that trades
off between the “relevance” and “information-
novelty” of a sentence, and builds a summary by
selecting sentences which maximize relevance and
minimize redundancy with previously selected
sentences (Carbonell and Goldstein, 1998). While
our silver standard generation system uses vanilla
MMR, the Bayesian Surprise-based summarizers
described in section 4 have a built-in means of
handling information redundancy.

There has also been work on the task of
unsupervised email summarization specifically.
Carenini et al. (2008) proposed the use of ”frag-
ment quotation graphs” (FQGs) to summarize

asynchronous conversations. FQGs use the fact
that a given email often contains quoted material
from previous emails. These quotations, or ”frag-
ments”, can then be used to create fine-grained
representations of the underlying structure of a
given email thread, allowing a set of particularly
informative clue words to be identified. In this pa-
per, we also exploit FQGs in our silver standard
generation system, and we use a summarizer based
on clue words as a baseline in our evaluations.

Furthermore, a key limitation of (Carenini et al.,
2008), common to other approaches to full-thread
summarization, is to consider only the input thread
in the summarization process; in contrast, a user’s
email history (or that of the user’s organization)
can provide valuable background knowledge. The
summarizer we propose in this paper addresses
this limitation by taking into account background
knowledge synthesized from a large number of
other email threads, which we argue is especially
beneficial to PT summarization as the PT can be
rather short and consequently unable to provide
much ground for sentence selection.

3 Generating Silver Standard
Summaries for Partial Email Threads

In order to automatically evaluate PT summaries
(e.g., with ROUGE), human-generated EGS sum-
maries are needed for comparison. However, be-
cause producing such EGS summaries is a time-
consuming and often difficult task, all publicly
available email corpora we are aware of only pro-
vide human-annotated EGS summaries for each
email thread as a whole (Loza et al., 2014; Ulrich
et al., 2008). Given a partial thread PT and a gold
standard summary EGS of the corresponding full
thread, an intuitive solution might be to simply use
EGS ∩ PT as the silver standard. In this section
we discuss potential problems with that approach
as well as our solution.

3.1 Distribution of Summary Sentences

The distribution of EGS sentences across emails in
a thread cannot be assumed to be uniform in all (or
even most) cases; indeed, this is not the case in the
dataset used in this work (a collection of 62 email
threads, described further in section 5). As shown
in Figure 1, while many threads in the dataset have
highly ranked EGS sentences in the first part of
the conversation, others have important EGS sen-
tences in the middle or even at the end of the con-
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Figure 1: Distribution of EGS sentences in full threads. Each vertical column of dots represents a thread,
with each dot representing a sentence at its relative position within the thread (beginning at 0, ending at
1). Non-EGS sentences are black dots, while EGS sentences are red circles; and larger circles indicate
that a human annotator considered those sentences more important. The threads are sorted in descending
order of the relative position of the highest-ranked sentences.

versation. Variations in EGS sentence distribution
become a concern when generating silver standard
PT summaries. In some cases, there may not be
enough EGS sentences in a given PT to form a sil-
ver standard summary; in extreme cases, the PT
may have no EGS sentences at all. In other cases,
there may be too many EGS sentences in a PT to
fit into the silver standard; and not all datasets rank
EGS sentences by importance as part of the anno-
tation. In other words, unless exactly the desired
number of EGS sentences are present in each PT,
some sentence selection is necessary; and this is-
sue is exacerbated when generating silver standard
summaries of arbitrary length. Our silver standard
generation algorithm handles all these possibilities
as described in the next section.

3.2 The Silver Standard Algorithm
We propose an oracular algorithm for generating
silver standard extractive reference summaries of
arbitrary length for partial threads; in other words,
it references the existing gold standard for the full
thread to generate silver standard summaries for
the partial threads. Our silver standard system
incorporates graph-based sentence scoring, which
has been used extensively for summarization as
discussed in section 2. Both the graph-based as-
pect of the algorithm and its redundancy min-
imization mechanism rely on word embeddings
trained using a large email corpus.

Our silver standard system also makes use of
topic modeling. We expect the discussions in
email threads to be topically coherent (though, for
both individual emails and threads, multiple topics
may be covered). The topical coherence of a sen-

tence with both the PT and the gold standard are
thus related to that sentence’s importance in the
discussion in the context of the PT as well as the
thread as a whole. The topic modeling system we
used exploits conversational structure.

The pseudocode for silver standard generation
is given in Algorithm 1. The first step (lines 6-14)
is to seed the silver standard with EGS sentences
in the PT. If there are more EGS sentences than the
desired silver standard length, then a sentence se-
lection method (using human-annotated rankings
if available) is applied. This first step is oracular
because it directly references the gold standard.
If there are fewer EGS sentences in the PT than
desired for the silver standard, then the algorithm
proceeds to the second step (lines 15-18), where
the sentence selection method is applied to the rest
of the PT sentences.

For this work, we have chosen an intuitive
sentence selection method that can be used in
both steps as needed. To maximize sentence im-
portance while minimizing redundancy, the se-
lection method uses maximal marginal relevance
(MMR) (Carbonell and Goldstein, 1998). For a
given candidate sentence s for inclusion in a sum-
mary S, its MMR score is

MMR(s) = λI(s)− (1− λ)Sim(s, S) (1)

where I(s) is an importance function, and Sim(s,S)
is a similarity function comparing s to the sen-
tences of S. For this work we set λ to 0.5.

The importance function used here incorporates
graph centrality and topic segmentation. We first
define PRPT (s) as the PageRank score of s in the
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Algorithm 1: Silver Summary Generation
Result: SLVm

1 - Let EGS = {egs1...egsj ...egsk} be set of
gold standard sentences;

2 - Let PTm = {pt1...pti...ptn} be set of
sentences in the partial thread up to email m;

3 - Let EGSPT
m = {egsPT

1 ...egsPT
i ...egsPT

n } =
(EGS ∩ PTm);

4 - Let SLVm = ∅ be silver summary of PTm;
5 - Let len be desired length of silver summary;
6 while |SLVm| <min(len, |EGS|) do
7 if EGS has annotated sentence ranking

then
8 - score each egsPT

i using ranking
9 end

10 else
11 - score each egsPT

i using
scoring function(egsPT

i );
12 end
13 - add highest scoring egsPT

i /∈ SLVm to
SLVm

14 end
15 while |SLVm|<len do
16 - score each pti using

scoring function(pti);
17 - Add highest scoring pti /∈ SLVm to

SLVm

18 end
19 return SLVm

fully-connected graph whose vertices are the sen-
tences of the partial thread. We choose PageRank
over LexRank in order to incorporate topic mod-
eling designed for conversational data. For each
sentence in PT, a vector representation is obtained
by averaging 100-dimensional Word2Vec embed-
dings of its words (Goldberg and Levy, 2014). The
edge weights are then set to the cosine similarity
of the vector representations of the relevant sen-
tences. The Word2Vec model was trained on the
entire Enron email corpus of ∼500K emails.

We then define T (s) as the topic of sentence
s; in this work, we apply a topic segmentation
method that uses fragment quotation graphs to
represent conversational structure and that has
been shown to work well on asynchronous con-
versations (Joty et al., 2013). We then de-
fine PromPT (T (s)), or the prominence of T (s)
within the partial thread, as the fraction of PT
sentences that have that topic; so if a PT con-
taining five sentences has a total of three whose
topic is T (s), then PromPT (T (s)) is 0.6. Simi-
larly, PromEGS(T (s)) is the prominence of T (s)
within the gold standard summary. Together,
the two prominence scores form the overall topic
prominence score of s:

Prom(T (s)) =
1
2

(
PromPT (T (s))+

PromEGS(T (s))
) (2)

Note that PromEGS(T (s)) is a second oracular
component of the silver standard algorithm, since
it references the importance of a topic in the con-
text of the entire thread as represented by the EGS.
By increasing the likelihood of choosing sentences
from the same topics as the EGS, this ensures
the silver standard is oracular even in cases where
there are no EGS sentences in the PT of interest.

Putting graph centrality and topic prominence
together, we have:

I(s) =
1
2

(
PRPT (s) + Prom(T (s))

)
(3)

It is worth noting that the PageRank score takes
values in [0,1], as do both of the prominence
scores. The weights in equations 2 and 3 are set
to match the simplifying assumption that the cen-
trality of a sentence in its PT is as important as
the overall prominence of its topic, and that the
prominence of a topic within a PT is as important
as its prominence within the larger context of the
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full thread. Taken together, the importance func-
tion takes values in [0,1], which is appropriate for
MMR.

The similarity function Sim(s, S) in equation 1
is the maximum cosine similarity of the candidate
sentence s and the sentences of the in-progress
summary S, using the aggregated Word2Vec rep-
resentations described for the PageRank score.

4 Generating Partial Thread Summaries

While previous work on unsupervised full-thread
summarization essentially takes as input only the
thread to be summarized, Louis (2014) has shown
that background knowledge can be effectively
taken into account in the summarization process
by applying the idea of Bayesian Surprise.

The Bayesian Surprise method is based on the
intuition that, given a collection of background
knowledge (such as the email history of a user or
organization), the most ”surprising” new informa-
tion is the most significant for inclusion in a sum-
mary.

Presumably, while background knowledge
should be useful for summarization in general as
an additional source of information from which
to infer salience, it should be especially useful for
PT summarization, since the partial threads can be
rather short, and thus there is relatively little infor-
mation available to a given summarizer. For this
reason, our PT summarization method is based on
Bayesian Surprise, but it extends the existing tech-
nique to consider conversational features and in-
corporates a less harsh redundancy management
mechanism.

4.1 Bayesian Surprise

Let H be some hypothesis about a background
corpus that is represented by a multinomial distri-
bution over word unigrams. The prior probability
of H is a Dirichlet distribution:

P (H) = Dir(α1, ...αV ) (4)

where αi is the count of word i in the background
corpus, and V is the size of the background corpus
vocabulary.

Suppose word wi appears ci times in the PT be-
ing summarized. We can then obtain the posterior

P (H|wi) = Dir(α1, ..., αi + ci, ...αV ) (5)

The Bayesian Surprise score for wi due to the
PT is then the KL divergence between P (H|wi)
and P (H). Then, to obtain the Bayesian Sur-
prise score of a sentence, one simply aggregates
the scores of its words; and the sentence with the
highest score is added to the summary. In order to
minimize redundancy during summarization in the
original proposal (Louis, 2014), once a sentence is
added to a summary, the Bayesian Surprise scores
of its words are set to zero. The process is re-
peated until the desired summary length has been
reached.

4.2 Conversational Features

As discussed in section 2, conversational features
have proved useful in summarizing asynchronous
conversations such as email threads. We have ex-
tended the Bayesian Surprise method to include
a number of these conversational features as ad-
ditional concentration parameters in the Dirich-
let distributions. In order to maintain consistency
with the original Bayesian Surprise method, we
limit our extensions to features that can be ex-
pressed as counts of word wi; specifically, we use
the number of times wi was used:

• by the creator of the thread (whether in the ini-
tial email or afterwards)
• by the dominant participant in the thread (who

may or may not be the thread creator)
• in emails where it also appears in the email sub-

ject line
• as a clue word

The prior for the extended Bayesian Surprise
method then becomes

P (H) = Dir(α1..V , β1..V , γ1..V , δ1..V , ε1..V )
(6)

where α1..V are the original concentration param-
eters, and β, γ, δ, ε are the corresponding feature
counts.

4.3 Surprise Decay

As discussed in section 4.1, once a sentence con-
taining a word is added to the summary, the
Bayesian Surprise score of that word is set to zero
in order to minimize redundancy. While this ac-
complishes that goal, it may impact the measured
importance of words in the larger context of the PT
too harshly. In order to mitigate this effect, we pro-
pose an alternative we call surprise decay, where
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each time a sentence is added to the summary, the
Bayesian Surprise scores of its words are multi-
plied by some decay factor < 1. Intuitively, this
corresponds to making these words ”less surpris-
ing,” rather than removing the surprise entirely;
this allows salient words to continue to contribute
to the overall surprise of sentences in a limited way
as the summary is generated. The simplest decay
factor would be a constant df ∈ [0, 1), resulting
in exponential decay of a given word’s Bayesian
Surprise score.

5 Dataset

We used the ”corporate thread” subset of the pub-
licly available annotated email dataset produced
by Loza et. al., which was derived from the En-
ron email dataset (Loza et al., 2014). The data
consists of 62 email threads (from which 282 PTs
can be extracted) containing a total of 354 emails
and 1654 sentences. Each thread is manually an-
notated with abstractive and extractive summaries,
as well as five ranked keyphrases. This work fo-
cuses on extractive summarization, so only those
annotations were used. The keyphrases were not
used here, because it is not expected that most gold
standard annotations will include keyphrases.

Each thread was annotated by two annotators,
so for each thread we have two sets of extractive
sentences. The annotators were asked to select up
to five sentences ”that contained the most impor-
tant information in the email, and also rank the
sentences in reverse order of their importance”.

To serve as a background corpus that could be
used for both Bayesian Surprise methods, we used
a publicly available collection of threads extracted
from the Enron corpus (Jamison and Gurevych,
2013), of which threads ∼43k had the metadata
required (sender, recipient(s) and subject line in
all emails) in order to extract the desired conver-
sational features.

6 Experimental Setup and Results

We generated a number of summaries for each
full thread as well as for its corresponding PTs.
First, we generated summaries using both the orig-
inal and our extended Bayesian Surprise methods
(BS and BSE) discussed in sections 4.1 and 4.2.
We then generated additional summaries for each
method using the exponential surprise decay (-d)
discussed in section 4.3 with df = 0.5.

In addition, we generated summaries using a

method (CWS) that scores sentences based on the
number of clue words they contain (Carenini et al.,
2008). This method was shown to perform well in
email summarization, and we use it here as a base-
line.

6.1 Evaluation over Full Threads
Initially, we evaluated the system summaries over
the full threads against the human-annotated EGS.
The evaluation was carried out using ROUGE-1 F-
scores. In the ROUGE evaluation, stemming was
performed, but stopwords were not removed, con-
sistent with previous evaluations of summarization
based on Bayesian Surprise (Louis, 2014). The
system summaries were truncated to the length
(in words) of the corresponding EGS. As a base-
line we used a PageRank-based summarizer (PR-
MMR) that scores sentences using the same sen-
tence graphs as the silver standard algorithm and
employs MMR to minimize redundancy. The re-
sults for this evaluation over full threads are given
in Table 1.

Method Full threads
BS 0.573

BS-d 0.582
BSE 0.566

BSE-d 0.573
CWS 0.598

PR-MMR 0.509

Table 1: ROUGE-1 mean F-scores for full threads
as compared to gold standard summaries.

The results of this experiment over full threads
suggest that the Bayesian Surprise-based methods
perform comparably to the clue words-based sum-
marizer, and that they all significantly outperform
the PR-MMR baseline (p<0.005)2. In addition,
there appears to be some benefit to the more grad-
ual redundancy handling provided by surprise de-
cay, though the differences in these cases do not
appear to be significant.

6.2 Evaluation over Partial Threads
To evaluate the summarizers over partial threads,
we generated two silver standard summaries (one
for each annotator) per PT using the algorithm in
section 3. The silver standard and system sum-
maries for each PT were truncated to a fraction of

2Significance for all reported results was verified using
ANOVA followed by paired t-tests (with Bonferroni correc-
tions as needed).
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the PT length (in words). Since the silver stan-
dard algorithm generates summaries of arbitrary
length, we evaluated the summarizers at both 20%
and 30% of the PT length.

The hypothesis behind our use of Bayesian
Surprise-based methods is that they should work
particularly well for PT summarization, because
PTs can be rather short, and the identification of
the most informative sentences would benefit from
examining a larger informational context. To test
this hypothesis we sorted the 282 PTs being sum-
marized by length and binned them into quar-
tiles (see Table 2). Since BSE-d is the Bayesian
Surprise-based method incorporating all of our ex-
tensions, we focus our statistical analysis on com-
paring it to CWS. The results of this evaluation are
given in Table 3.

min 25% median 75% max
Length 22 104 197 329 1236

Table 2: Length (in words) of the partial threads in
the dataset used to define the quartile bins.

We observe a number of trends in Table 3
from the experiments over PTs; however, only
some cases exhibit at least marginal significance.
This may be due in part to limited sample size;
and so we argue that further work in applying
background knowledge to PT summarization over
larger datasets is warranted.

Over the shorter PTs (i.e. first and second
quantiles) and at both summary lengths, we ob-
serve a trend favoring our hypothesis, namely that
Bayesian Surprise-based methods seem to per-
form better than CWS; for example, the perfor-
mance improvement of BSE-d over CWS is at
least marginally significant (p<0.1) for the sec-
ond quartile at both summary lengths. Conversely,
for the longest PTs (i.e., the fourth quantile), we
see that the effectiveness of clue words is more
fully realized, allowing CWS to outperform the
Bayesian Surprise-based summarizers. While this
difference is significant (p<0.05) for summaries
of 30% PT length, it is not significant at 20% PT
length; this suggests that Bayesian Surprise-based
summarizers may be more robust against changes
in PT summary length than CWS.

Surprisingly, the conversational features used to
extend the Bayesian Surprise method have not im-
proved summarizer performance. It may be that
treating these features as equivalent to word counts

is inappropriate for this task, in which case some
other means of extracting these features as back-
ground knowledge should be devised. Alterna-
tively, the inclusion of additional features, such as
the number of times a word is used in the first sen-
tence of each email in the thread, may improve
the performance of the extended Bayesian Sur-
prise summarizer.

As with the full threads, the inclusion of sur-
prise decay seems to provide some benefit, though
it appears to hamper the summarizers for the short-
est PTs; this trend can be seen at 30% PT length,
where BS-d outperforms BS in all quartiles ex-
cept the first. This suggests that applying sur-
prise decay factors derived from PT length and de-
sired summary length may improve overall perfor-
mance; we leave this endeavor for future work.

7 Conclusions and Future Work

In this work, we have defined and motivated the
partial thread summarization problem. We have
proposed an algorithm that uses gold standard
summaries of complete threads in order to build
oracular silver standard extractive summaries of
arbitrary length for partial email threads. We have
also applied an intuitive unsupervised summariza-
tion method to PT summarization, extended it with
conversational features, and modified the mecha-
nism by which it handles redundancy. Although in
our experiments we did not find consistently sig-
nificant improvements using Bayesian Surprise-
based methods on partial threads, we argue that in
light of the observed trends, the potential benefit of
background knowledge to PT summarization (and
email summarization in general) should be further
investigated with larger datasets.

There are multiple directions of future work.
While an obvious direction is the continued de-
velopment of extractive PT summarization algo-
rithms (eg. by applying recent summarization
techniques such as ILP (Murray et al., 2010) or
neural network-based summarizers (Cao et al.,
2015)), another is the abstractive summarization
of partial threads. Yet another is the application
of the silver standard algorithm to other asyn-
chronous conversations, such as discussion fo-
rums, as well as other domains where some human
annotation is available but reference summaries
for different portions of the source document(s)
are desired.

Future work may also include finding additional

270



30% PT length BS BS-d BSE BSE-d CWS p
Q1 0.666 0.643 0.632 0.622 0.582 0.310
Q2 0.558 0.576 0.560 0.571 0.503 0.041
Q3 0.552 0.565 0.540 0.535 0.568 0.088
Q4 0.504 0.516 0.510 0.510 0.548 0.011

all PTs 0.570 0.575 0.560 0.559 0.550 0.519
20% PT length BS BS-d BSE BSE-d CWS p

Q1 0.600 0.577 0.558 0.557 0.512 0.402
Q2 0.504 0.513 0.495 0.494 0.424 0.078
Q3 0.476 0.470 0.469 0.469 0.467 0.933
Q4 0.435 0.441 0.439 0.448 0.452 0.808

all PTs 0.504 0.500 0.490 0.493 0.464 0.114

Table 3: ROUGE-1 mean F-scores over partial threads (binned into quartiles by length in words) as
compared to silver standard summaries. Values are given for both summary lengths (20% and 30% of PT
length). Bolded ROUGE scores are the highest for their quartile and summary length category. P-values
are given for the comparisons between BSE-d and CWS; underlined p-values indicate at least marginal
significance (p<0.1).

ways to incorporate background knowledge into
email summarization. For example, Bayesian Sur-
prise scores may be used in tandem with other fea-
tures to develop summarizers that are more robust
against changes in document length.

An advantage to the study of PT summarization
is that it may reveal whether current summariza-
tion techniques perform differently on in-progress
threads than on complete, archived ones. For ex-
ample, if a summarizer uses features that may de-
pend on the entire email thread (eg. the relative
positions of sentences in the thread, completed di-
alog acts, etc.), then those features may have a dif-
ferent significance when applied to PTs than they
do for complete threads. Similarly, PT summaries
may give insights into the development of email
threads over time. For example, the summaries
generated for an earlier PT may have features that
are useful in summarizing a later PT or in predict-
ing aspects of a thread’s future development. To
further the study of PT summarization, another di-
rection of future work is a thorough categorization
of the differences between full and partial threads,
as well as differences between PTs at different
stages of development. Such differences may be
found, for example, in lexical and topic diversity,
as well as dialog act initiation and/or completion.
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Abstract

We present the flexdiam dialogue man-
agement architecture, which was devel-
oped in a series of projects dedicated to
tailoring spoken interaction to the needs
of users with cognitive impairments in an
everyday assistive domain, using a multi-
modal front-end. This hybrid DM archi-
tecture affords incremental processing of
uncertain input, a flexible, mixed-initiative
information grounding process that can
be adapted to users’ cognitive capacities
and interactive idiosyncrasies, and generic
mechanisms that foster transitions in the
joint discourse state that are understand-
able and controllable by those users, in or-
der to effect a robust interaction for users
with varying capacities.

1 Introduction

In recent years, politics and society have placed
emphasis on ways to enable an autonomous and
self-determined life for those who were previously
automatic recipients of stationary care. This is
most overtly the case for older adults whose capac-
ities start to degrade but are still sufficient to orga-
nize their life given some help; but also for peo-
ple with general cognitive impairments, who until
twenty or thirty years ago were often regarded as
unable of being afforded a lifestyle with a work-
place and an independent living space, tailored to
their individual strenghths and capacities.

In order to support these individuals in those ar-
eas where deficits might manifest, use of mobile
personal help for organization and management is
regularly employed. There has been heightened
interest in offsetting some of the burden of com-
mon routine tasks to technological implementa-
tions. Most unexperienced users report spoken in-

teraction to be their preferred modality, which they
are also used to in those domains, due to inter-
actions with personnel. Human-computer interac-
tions have to be designed in a way that suits their
experience and preferences, their prior and their
attainable special knowledge, and their other ca-
pacities. There is regular comorbidity with im-
paired articulation which can complicate interac-
tions (Young and Mihailidis, 2010) – although for
mild cases automated speech recognition software
has caught up in recent years to ensure suitable
operation. Additionally, their capacity of adhering
to a recommended interaction style, or their gen-
eral capacity for learning, might be reduced. In-
formation density in interaction is another issue:
tightly-packed information might be overwhelm-
ing and lead to incomplete appreciation and inad-
equate reflection of the contents (Yaghoubzadeh
et al., 2013). At the same time, and especially
if comorbidity with impulse control disorders is
present (Swaffer and Hollin, 2000), the frustration
tolerance in adverse situations might be lowered,
although their stakes – of obtaining assistance –
can provide extrinsic motivation.

Altogether, we have to address several areas
which assistive systems for these user groups have
to be aware of and cope with: less reliable input,
idiosyncratic interaction style such as verbosity,
limitations to cognitive processing and adaptation
on the user side, and less reliable adherence to im-
plicit system expectations and overt instruction.

In this paper, we will first look at systems that
aim to provide assistance or company for these
people in their everyday life, and address existing
approaches to dialogue management with respect
to the above properties. Then, we will describe our
approach to dialogue management that is tailored
to meet these requirements. Finally, we present
initial results from an evaluation with older adults
and people with cognitive impairments.

273



2 Related work

2.1 Assistive and accompanying systems
Technical assistance can be provided to the afore-
mentioned user groups in several domains, striv-
ing to improve their quality of life: in enabling
their control of their environment, in enabling
them to communicate more readily, in aiding self-
organization, in supporting and tracking therapeu-
tic efforts, in ameliorating the effects of ennui and
social isolation, among others. In the following
overview, we omit those technologies that rely on
physical support or that use non-interactive spo-
ken control (keyword commands for smart homes
etc.). However, there has been relevant work in do-
mains that transcend these limited scenarios, and
evaluations relating to all mentioned aspects.

If speech is chosen as a modality for an assis-
tive system, the role of personification, involun-
tary attribution, and the social effect of help ren-
dered must not be underestimated, Meis (2013)
commented that older subjects, having interacted
with a spoken-dialogue scheduling helper for an
extended time, first and foremost wished for it to
be given a name and to react contingently to social
affordances such as expressions of gratitude.

Bickmore et al. (2013) analyzed month-long
phases of interactions of older adults with a per-
sonified exercise coaching system – it used spo-
ken language, but user input was selected from
sets of touchscreen buttons. Sidner et al. (2013)
addressed the social support aspect, attempting to
identify preferred domains of conversation or joint
activity based on the same system design.

An autonomous spoken dialogue prototype with
a humanoid assistive agent for older adults and
people with cognitive impairments has been ana-
lyzed by Yaghoubzadeh et al. (2015); they found
that users with terse interaction styles from both
groups were able to successfully ground informa-
tion with their system, their earlier studies show-
ing that explicit confirmation patterns and a prefer-
ence for packing all pieces of information in sepa-
rate utterances helped the latter user group in par-
ticular in detecting and repairing system errors.

More recently, Wargnier et al. (2016) have eval-
uated a low-level attention monitoring and man-
agement module with a small sample of older
adults with mild cognitive impairment; their sys-
tem performed as well as with the control group.

The two latter teams also mentioned that inter-
actions were unsuccessful for only their respective

participant with the most overtly noticeable im-
pairments. However, spoken interaction with users
with cognitive impairments seems, in general, to
be feasible and accepted by the user group.

2.2 Relation to other DM approaches

As a preliminary, we want to establish what we
consider the bounds of the safe action space for
a robust, noise-resistant communication system –
particularly, the case of potential categorial con-
fusion of positive and negative evidence in key
issues of ensuring mutual understanding. Clark
and Schaefer (1989) stated that positive evidence
for understanding generally arrives in five cate-
gories of increasing strength: ‘continued atten-
tion’ (i.e. without any repair initiation), ‘initi-
ation of the relevant next contribution’, explicit
‘acknowledgment’ (possibly via back channels or
multimodal signals), as well as ‘demonstration’
and ‘display’, referring to (partial) paraphrase or
cooperative completion and verbatim repetition,
respectively. However, for the assessment of the
strength of evidence, a system has to take into ac-
count the risk of confusion with conflicting cat-
egories. In particular, we posit that in the case
of verbatim display – nominally providing the
strongest evidence – there is significant structural
overlap with possible ‘bare revisions’ (i.e. un-
marked other-repairs containing only the corrected
information – which are abundant and should be
handled by an SDS, cf. Larsson (2015)) or even
incredulous return questions. These ambiguities
only disappear if the confidence values (or suitable
correlates) of the ASR process are on the level of
near-certainty – and can be trusted – and, in the
case of unmarked questions, prosody is also con-
sidered. In terms of negative evidence of success-
ful grounding, spontaneous repairs and repeated
requests are examples of explicit evidence, while
multimodal modulations that indicate confusion or
surprise (furrowed brows, ‘double-checking’ gaze
patterns) are more subtle signals.

For a comparison of the present work to exist-
ing approaches and implementations of dialogue
systems, we will consider the following taxo-
nomical properties: globally accessible versus lo-
cally encapsulated state; rule-based versus statisti-
cally grounded decision making; human-authored
vs. learned policies; approaches with or without
strictly disjoint modeling of task and discourse
models, with or without incremental processing,
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and with or without modeling of probabilistic as-
pects or uncertainty in either their input, inner
state, and/or output. Centrally, implementations
differ in their presentation and modeling of revi-
sions and repairs from the system or the user side.

With the information-state-update (ISU) ap-
proach, Traum and Larsson (2003) proposed a
generic mechanism for the concurrent matching
of a set of update rules to the current state of
a globally accessible information blackboard –
in contrast to plan-based or finite state machine-
based approaches. flexdiam employs a hybrid
approach, independent entry points can operate
solely on the global state or in relation to their an-
cestors and children in the hierarchy. The designer
and the domain define an emphasis on reliance on
the global context for one globally active set of
rules (flexible, but harder to scrutinize) or classi-
cal graph-based traversals (predictable, but rather
rigid) – or a hybrid of both. The global context
does not contain an additional logic-based repre-
sentation of internal – or attributed – plans.

Larsson (2002) modeled the grounding process
on earlier work by Ginzburg, implementing the
‘questions under discussion’ in the form of ‘is-
sues’, with an explicit propositional model of the
common ground between the parties and the sys-
tem’s short-term agenda and longer-term plan, and
explicit signals on three levels (contact, semantic,
and pragmatic understanding).

Skantze (2007) considered the effects of un-
certainty on the grounding process, particularly
in ‘real-world’ ASR scenarios. The approach in-
cluded disjoint modules of (abstract) NLU and
(contextualized) discourse model that performed
contextual integration, and generic clarification re-
quest and display actions based on word and con-
cept level estimations of confidence, driven by a
rule-based decision policy. flexdiam features
a similar dichotomy of NLU and discourse mod-
els for incremental processing, opting for hierar-
chical situative interpretation – enabling partial in-
terpretation in the most specific context and addi-
tional interpretation (and forward-looking expan-
sion) in the more general ones. Since we found
our ASR to yield word confidence scores with
domain dependent baselines, we decided to start
with a pessimistic strategy to minimize the false-
positive rate for assuming “certain” interpretation
– thus, ambiguous slots from the lattice of hy-
potheses were weighted equally, producing the

primary source of inherent low-level uncertainty.
The basic grounding criterion for our first evalua-
tions was likewise a rule-based one, operating on
concept entropy values.

Bohus and Rudnicky (2009), with RavenClaw,
proposed an logic-based approach that separated
the task domain model, provided in a domain spe-
cific language to yield a hierarchical description
of tasks and dependent subtasks, and a generic
dialogue engine, configured with the task model
and capable of employing two strategies for re-
solving detected ambiguity (‘misunderstandings’)
and several more for non-understanding, includ-
ing declaration of non-understanding, requests, re-
prompts, and help messages. flexdiam does
also provide hierarchical task modeling, repairs
and grounding strategy selection are however en-
capsulated in a library of reusable, specialized pat-
terns that are configured1 for specific situations.

Baumann and Schlangen (2012), with InproTK,
provide a fully incremental dialogue management
toolkit that builds a fine-grained graphical repre-
sentation of sequences of incremental information
in the system, including revoked and revised paths
– that can thus also encode a full implicit discourse
history. Notably, input and output sides can oper-
ate in an incremental fashion. In flexdiam, in-
put and processing modules operate incrementally,
but there is currently no provision for incremen-
tal adaptation in the NLG (although other output
modalities do operate in an incremental fashion).

Skantze and Moubayed (2012), with IrisTK,
presented another hybrid approach that combined
a generic ‘attention manager’ with a hierarchical
task and dialogue model (IrisFlow) based on a
generalized, extended version of Harel statecharts,
which can be conveniently authored. Their exten-
sion does take into account, and attempts to inte-
grate, the asynchronous character of the relation
of intention and actual spoken interaction. It has
been employed in the autonomous robotic head
FurHat. In flexdiam, authoring cannot be un-
dertaken using an abstract modeling description
that automatically transfers to code, as in IrisTK
or RavenClaw. However, since it is written in
Python, there is arguably little difference between
the two anyway; graphical authoring might be at-
tractive, though, especially since the existing live
and off-line visualizations could serve as a basis.

1The system is tailored to incremental, multimodal refer-
ential behavior, hence the dynamics of promoting and retract-
ing references is quite dependent on the domain.
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Lison and Kennington (2015), with Open-
Dial, proposed another hybrid approach, combin-
ing logical and statistical methods. Probabilis-
tic logical dialogue rules are parametrized with
respect to probabilities of their outcomes and
their estimated utility, and selected under con-
sideration of uncertainty in their respective pre-
conditions. The strength of the approach is the
particular suitability for combining (or gradually
replacing/adapting) hand-crafted parameters with
learned ones. flexdiam presently foregoes any
general representation of post-condition success
estimations (although local planners are free to
factor this in their plans opaquely). There is how-
ever a clearly defined way for monitoring the state
of asynchronous output – and the user’s closing
of contingency pairs (or failure to) can be handled
in the hierarchical situation model. Uncertainty in
input and derived data is also represented.

As did most of the previous work, we also as-
sert that our present system is a relatively loose
framework that enables more than one philosophy
to thrive within, though maybe not simultaneously.

3 Architecture and processing

flexdiam is an interaction framework that aims
to unify the features of incrementality (to quickly
update and relay discussed information), provi-
sions for representation and resolution of uncer-
tainty (resulting from input and unclear ground-
ing) with explicit representation of topics, struc-
tured hierarchically in units intuitive to laymen.

The system is built on top of the IPAACA
middleware, a distributed, platform-independent
implementation Schlangen et al. (2010) of the
‘general, abstract model for incremental dialogue
processing’ proposed by Schlangen and Skantze
(2011). This provides the back-end for the con-
nection of the core DM components to input
(including ASR, tagger and parser, eye tracker,
keyboard/mouse/touch etc.) and output modules
(NLG, synthesis, graphical components / GUI
changes, control of animated characters etc.).

An overview of the DM architecture is provided
in Fig. 1. Temporal information, and the repre-
sentation of Events is maintained in a function-
ally tiered structure called TimeBoard. Event-
driven observers are used to derive events from
interval relations between existing ones, and trig-
ger higher-level functions, most centrally the di-
alogue manager proper, but also the contribution

manager, which schedules queued communicative
intentions when the floor situation allows.

Propositional information is, in the general
case, resident in the global VariableContext
(subsequently ‘Context’), containing a rewindable
representation of certain and uncertain (distribu-
tion) variables with generic metrics – like entropy
– that serve as the basis for local decision heuris-
tics. Other types of variables include watchdogs
that update their state based on other values; one
such use case is the recalculation of possible ref-
erents in a certain domain whenever information
restricts or extends its determining variables.

In flexdiam, there is generally a single joint
task and discourse model for both interactants (i.e.
no explicit full Theory of Mind-like simulation of
the other party); its presence in the actual com-
mon ground is on the other hand promoted by
the update heuristics, below. The basic structure
of the joint task and discourse model is a forest
of independent but hierarchically interdependent
agents termed Issues2, as well as generic update
rules to transform this forest after DM invocations.
An Issue I := I(Pattern) with Pattern :=
(Cls, name, config) is defined by a functional
class Cls that implements its input handling and
planning dynamics, an abstract name (used e.g.
for mapping to specific verbalizations in the NLG
module), and a configuration that defines its ini-
tial internal state. If Pattern is identical for any
Issues I1, I2, they are defined to match function-
ally. When an Issue is instantiated, it is at the
same time made a child of the Issue that effected
its creation. Issues can have zero or one parent
(root / non-root) and any number of children.

Any path from a leaf Issue to the root of its
tree corresponds to a specific (sub-)topic of dis-
cussion. Any number of topics can be active at
any one time and will be considered valid points
of reference in parallel, if applicable according to
their grounding state. Any Issue can be in one of
five canonical states that correspond to its status
with respect to the common ground and its contin-
ued relevance: NEW (it is on the system’s agenda,
but has never been raised by successful commu-
nication by the system or relevant contribution
of the user), ENTERED (an initial communica-
tion attempt has been completed to introduce it to
the common ground; it is presently considered a

2Terminology adapted from Ginzburg, via Larsson (albeit
in a slightly less rigorous sense) – since the basal Issues do in
fact correspond to grounding and acceptance questions.
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valid target for DM invocations), FULFILLED or
FAILED (terminal states decided locally by the Is-
sue) or OBSOLETE (a terminal state which means
that a replanning process in an ancestor has invali-
dated this instance explicitly, or implicitly through
an intermediate ancestor).

3.1 Processing proper and plans
An invocation of the dialogue manager proper,
triggered by the event structure on the TimeBoard,
relays input records to all valid entry points. These
refer to active topics (non-terminated leaves, see
above), stored together with access time informa-
tion to produce an implicit priority queue, similar
to the ‘partially ordered set’ in Ginzburg (2012);
however, rank is defined solely at invocation time
since locally estimated utility is factored in.

Invocations that trigger processing in Issues
come in two flavors: input handling and struc-
ture update handling. Under the umbrella of input
handling, any abstract category of information can
trigger a DM invocation (and Issues will decide
along their local path in the hierarchy, and based
on the current global Context, whether they can
provide a plan to handle it). Two basic input cat-
egories for a general flexdiam-based SDS are
prompt_request and nluparse, referring to
calls for action at suitable points for contributions
by the system, and partial incremental parses of
user ASR, respectively. Under the umbrella of
structure update handling, parent Issues are in-
formed, and given the opportunity to contribute (or
re-plan), when a plan is generated that involves ei-
ther a child transitioning to a terminal state, or a
child marking that it has made progress that might
merit re-evaluation of the parent. Child Issues are
informed, and given the opportunity for a final
contribution, when they are invalidated (marked
OBSOLETE) by an ancestor; the final contribu-
tions are usually limited to cleanup – especially
retractions of situated referential behaviors.

For any invocation on an entry point Ex, start-
ing at Issue Ix at time t, an individual clone over-

lay (‘clover’) CIy is generated for any contribut-
ing Issue Iy (Copy-on-Write access) (cf. Fig. 2);
the global Context C (t) is also accessed via a
CoW overlay C + ∆CIx . This enables the gen-
eration of competing plans involving a common
subset of Issues. Any modifications to the inter-
nal state of Issues is made to the clovers instead
and later merged in after the DM commits to a
plan. Prior to any overlay production and pro-
cessing (handle_), Issues may make a shallow as-
sessment of the capability of handling the input
in the given situation (can_handle_), for reasons
of economy. For any invocation with input i that
an Issue Iy can handle, it produces a partial plan
PIy = {CIy , OIy} – with C the new ‘clover’ of
the Issue, and O its output record. The latter may
contain the following: a local utility estimate; a
flag that signals significant progress to the ances-
tors; a preference for propagation of the input; a
list of proposed new child issues; a list of obso-
lete children that are to be invalidated if the plan
is selected; and, centrally, the current communica-
tive intentions. The partial plans PI... contribute
to the full plan for this input and entry point,
P(Ex, i) = {(CIz , OIz) for all contributing Iz}.
Additionally, Issues may annotate (or even trans-
form) the input record (primarily marking input
keys as used and ‘accounted for’, thus also mark-
ing interpretation coverage). The modified record
i′ is reused for all contributions by other issues to
the same plan. The Context overlay C + ∆CIx is
also reused, progressively accumulating changes
from all contributions to the same plan.

If an Issue cannot handle an input handling in-
vocation locally, a preference is marked to let its
parent handle it instead. Partial localized process-
ing does not preclude propagation, if flagged in the
output record. A DM can enforce certain require-
ments beyond the marked propagation preferences
in order to guarantee post-conditions (e.g. maxi-
mize opportunities that any prompt is generated).

Progressive propagation from the leaves

277



OS1OI2OI3

I4

I3

I2

S1

I1

I5

I6

CI4

CI3 CS1 CI6

Root

CI2

OI4

∆!I4

OI6

ii

∆!I6

Context  !(t)
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leading to alternative plans starting at entry points
I4 and I6, each yielding i′, ∆C , {(CIx , OIx)}.
This example corresponds to two open topics
(possible jump), the plan for I4 includes de-
duced forward-looking agenda CS1, contributed
by shadow S1.

through the ancestors thus allows for situated
partial interpretation and processing; this is most
specific and situation-dependent in the leaves, and
most generic and general in the roots of the forest.

3.2 User-initiated agenda changes

Any Issue Ix can elect to define a set of anticipated
Issue patterns that are not immediately on its local
agenda (i.e. not actual children), but well-defined
with respect to their arising at any time during the
active life of Ix. This might include possible fu-
ture child Issues, but also, crucially, anticipations
about user behavior that stands outside the typical
traversal though the local planning of Ix. In the
former case, this is equivalent to defining precisely
the opportunities of mixed-initiative approaches to
subplan initiation. In the latter case, it simply af-
fords offloading resources (and from the develop-
ers’ perspective, code duplication and implemen-
tation time) to reusable patterns that are jointly ser-
vicing any number of issues with overlapping ex-
pectations. The anticipated patterns, implemented
internally as specially-flagged Issues, are called
shadows. Subtrees spanned by shadows must
be cycle-free, and functionally matching shad-
ows present in children and parents alike will al-
ways match only at the most specific location (the
child). All shadows, leaf and non-leaf, are also
defined to be valid entry points.

If a user contribution does not fit well into any
active Issue, save for an existing shadow, a dis-
course transition based on user initiative can be as-

sumed to have taken place. Depending on the situ-
ation, this could be construed as either a forward-
looking contribution (if anticipated by the cur-
rently invoked entrance point or a direct ancestor)
or a real topic jump (when the shadow matches
at another side branch of the current tree, opens
a whole deep side branch, or belongs to an en-
tirely different tree in the forest). From the point
of time of plan selection using the DM policy, all
employed shadows are copied into real instances
and transplanted into their parents as proper chil-
dren. The new branch is marked ENTERED and
moved to the top of the entry point priority queue.

3.3 Decision making
The set of (non-empty) plans {P(Ex, i)}
for all entry points Ex, with P(Ex, i) =
{(CIz , OIz) for all contributing Iz}, are ranked
by a central policy using weighted criteria:

• local utility estimations placed in OIz by Iz ,

• the coverage of the annotated input i′, pro-
portionally to the original,

• the recency of the topic, i.e. the latest invo-
cation timestamp on the path from Ex to its
root (freshly instantiated Issues are not con-
sidered),

• special rules (e.g. acting on estimated topic
jumps can be deferred during an incremental
interpretation phase).

The plan with the highest rank is selected for
execution, which entails:

• merging the context overlay ∆CIx into C ,
producing the new global context (recalling
that prior states remain accessible by obtain-
ing a rewound view),

• merging the whole internal state of all clovers
CIz into their respective Issue Iz – this also
updates its canonical / grounding state,

• scheduling all communicative intentions
from all OIz for the contribution manager
to pick up, instantiate and post for asyn-
chrononous micro-planning and execution,

• updating the winning entry point with the
most recent invocation time, and

• instantiating any newly proposed children,
and adding new entry points for them.
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4 Summary of approach

In terms of the basic approach, and in relation to
existing work, discourse modeling in flexdiam
most closely resembles Ginzburg’s approach and
its incarnations, in a formally less rigorous fash-
ion. Some features of the info-state approach are
present in the system (and it can in principle be
employed as such), but the structural confinement
afforded by the forest of hierarchical Issue agents
helps to alleviate problems of inscrutability when
the domain size increases, while still remaining
very flexible. The present system is most suited
to quick, interactive approaches to spoken interac-
tion (and notably not designed for rigorous logical
representation or explicit simulation of the inter-
locutor’s mind), and to modeling real-world appli-
cations with limited domains. Manual extension
is quite straightforward and seems to scale if ‘best
practices’ are honored3. Incremental processing
and the handling of uncertain input and informa-
tion derived from it has received special focus,
the ‘output’ side employs a similar notion of in-
determinate state until evidence for communica-
tive success provides a precondition for grounding
being attested. Communicative plans are capable
of employing several modalities and the (small)
implemented suite of basic Issues for grounding
problems can be fine-tuned to cover a wide space
of varying explicitness, verbosity, and conversa-
tional styles, which will be used in upcoming long-
term experiments to seed user models that best
suit the estimated capabilities and preferences of
participants. This extends to information den-
sity (configurable via different options for pack-
aging and different approaches to confirmation re-
quests), but also discourse structure: explicit ratifi-
cation for topic jumps beyond a distance threshold
(and implicit acceptance by means of contingent
continuation by the user) is currently in develop-
ment. The system is modular; the central decision
policy is exchangeable and could in the future be
parametrized using machine learning.

5 Initial evaluation

We have recently performed an initial evaluation
of the described architecture in a setup for diverse
user groups. For this experiment, we recruited 44
participants: 19 older adults (SEN), aged about
75+, with age-typical perception and cognition; 15

3Proper provisions for authoring are on the wish list for a
future open release of the framework.

Figure 3: Scene from the first evaluation study
with the present system; subject anonymized, and
scene enhanced for clarity.

cognitively impaired adults (CIM) of working age;
and 10 university controls (CTL).

Participants were asked to enter at least five
items into a fictional weekly schedule at their
leisure, in spoken interaction with a virtual assis-
tant agent who also offered external activity sug-
gestions. The agent was presented alongside a
graphical calendar; the DM was able to generate
dynamic references in the calendar and referential
behavior for the agent (Fig. 3).

We selected the activity / scheduling domain
because it was on the one hand the support do-
main most requested by our corporate partner,
von Bodelschwinghsche Stiftungen Bethel, a large
health care provider, but also by merit of its inter-
esting properties: it can be reasonably well con-
strained in certain dimensions (days, times, in-
tervals), while being potentially boundless in an-
other (the activity being discussed) - though pos-
sibly constrained implicitly by priming and sug-
gestions. This provides a relatively safe start-
ing point for shallow, heuristic understanding of
the only unconstrained dimension, because attri-
bution to the other domains is fairly exclusive.
(On the down side, out-of-domain discrimination
would then amount to deep pragmatic understand-
ing, so prior instruction about the restrictedness
of the system capacities were necessary). A full
dictation language model was used for ASR (pro-
vided via Dragon Client SDK 12.5) 4 to realize the
free-form entering of the appointment. NLU per-
formed heuristic extraction of best guesses for this
slot from ASR hypotheses. Specifically, the parser
identified sentences that might contain an appoint-
ment declaration, both in elliptic form (such as
"<day> <time> <comment>") and various explicit

4Our health care partner required that a client-only, offline
solution be employed in the project to guarantee privacy.
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forms (such as "I was planning to <comment> on
Monday"). The rule-based heuristics attempted to
reduce the comment to a coherent sequence of V-
N or N-N, optionally with declared participants
("with <proper-name>").

Aside from the scaffolding of social interaction
and calendar entry commitment, we designed
the grounding problem for the schedule items in
three Issues: VariableSetGrounding,
for accepting in free form, and integrat-
ing in a frame-like manner, the variables of
day of the week (dow), the start and end
times, and the activity (what) alongside many
types of revisions, marked and unmarked;
VariableSetSequentialRephrase, rep-
resenting a situation where the system rephrased
the previously uttered understood partial informa-
tion; and VariableValueConfirmation,
for explicit need for ratification and disambigua-
tion when information was too uncertain to
proceed silently. For the agent-initiated sugges-
tions, the same approach was used, but pre-seeded
with one variable (the agent’s suggestion), and
with the additional possibility of handling outright
rejection of the suggestion. A final ratification
with full multimodal presentation was also re-
quired before any activity was actually committed
to the schedule.

The autonomous dialogue system was overseen
by an experimenter, who had three options to aid
the system in strategy selection: initiate the raising
of an auto-generated partial suggestion (“Would
you like to do something on Saturday?”); proceed
to two fully-formed possible activities if the user
had stated, or was assumed, to be done with their
entries; or initiate the final valediction sequence.

All subjects managed to enter at least the re-
quired number of appointments into the calendar.
The number of negotiated entries ranged between
5 and 18; the number of final entries averaged
10.4, 8.5, and 8.9 for CTL, SEN and CIM, respec-
tively (including up to two agent-recommended
items). The older adults spent 15% longer on av-
erage on a topic compared to controls, while the
group with impairments spent 23% longer; some
participants from the CIM group made long hes-
itations in isolated instances (up to tens of sec-
onds). The number of required utterances was
initially high especially for the older adults, but
started to converge; most subjects from the CIM
group relied slightly more on reacting to dynam-
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Figure 4: Top: user utterances per topic (for the
first seven entered items, due to sample size); bot-
tom: number of system variable prompts. User
groups, ordered: CTL, pale; SEN, dark; CIM, red.

ically generated prompts, their performance com-
pared to CTL indicates that the afforded structure
was suitable for them (Fig. 4). As expected by
us, most time per entry was spent on correcting
the topic (what) of an activity, due to the heuris-
tic extraction of possible topics from a multitude
of alternative ASR hypotheses, which caused the
majority of challenging situations. For the future,
we aim to add deeper NLU capabilities to the sys-
tem to better constrain the set of relevant candi-
dates – currently, we are exploring the use of word
embeddings to this effect.

The experiment was conducted to gain qualita-
tive insight into the repair, revision and metacom-
municative patterns exhibited by the user groups;
as such, there was no clearly delineated ‘right’ and
‘wrong’ with respect to final entries (hence there
was no baseline reference to match). Detailed con-
versational analysis has only recently started (see
appendix for two example situations with a view
of DM internals)5; a statistical description of the
language used - and of word error rates - can only
be sensibly made based on a comprehensive tran-
scription of the corpus, which is still pending at
the time of writing. For upcoming experiments,
we are currently scaling up the possible activities
to include revisions and removal of older entries,

5Additional material will be made available here:
https://purl.org/net/ramin/sigdial2017/
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queries about specific topics or time ranges, and
installing and managing reminders.

6 Discussion and conclusion

We have presented the principal approach and cur-
rent state of our dialogue management framework
flexdiam, which is being used to evaluate spo-
ken interaction with people with cognitive impair-
ments, informed by prior work in this domain. It is
designed to handle uncertainty, interruptions, and
many kinds of revisions in a robust manner in or-
der to provide a stable interaction in task-oriented
domains. The approach makes for flexible inter-
action dynamics that are also straightforward to
analyze and scrutinize in detail by humans. With
respect to the requirements for the specific user
groups, confusion due to e.g. problems in artic-
ulation is resolved in place using generic recipes,
information density can be configured for spe-
cific users, and the system can cope both with
increased and reduced pace. Regarding idiosyn-
crasies in floor behavior, we observed long hesi-
tations in specific users, which from the point of
view of the system primarily entails non-standard
assumptions in assessing engagement and disen-
gagement; in previous work (Yaghoubzadeh and
Kopp (2016)), we conversely explored multimodal
preemptive floor management to reduce user ver-
bosity in a socially acceptable manner; this mod-
ule has been integrated into the architecture but not
employed in the present study.

We regard our architectural requirements to be
fulfilled and will integrate the results from the
emerging qualitative analysis to refine the recipes
in the system.

We strove to highlight the mechanics of
flexdiam, and its novel combination of fea-
tures for the target user groups, in comparison to
existing approaches, and we have performed an
initial evaluation with the target user groups in
which subjects were generally able to solve the
set task, and the system was able to reach suc-
cessful grounding of the desired contents in most
cases. Implementation of the domain and com-
municative behavior was straightforward, and has
already been scaled up to include competing al-
ternative actions. We would also like to employ
learning approaches to seed and adapt utility esti-
mations and policy weights in the system.
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A Example interactions

Figure 5: Example situation (via HTML transcript generated by flexdiam, and translated to English):
top: user initiated new appointment, note that two possible start times were generated from the first
fragment, and overridden by the second; bottom: final ratification phase after last information provided.

Figure 6: User with impaired articulation: cooperative repair. Prior to the blue cursor position (left),
two equally valid hypotheses were generated for dow from the user’s preceding utterance. The user
provides negative evidence by rejection for the first grounding attempt, but their subsequent correction is
not recognized – the system continues with the next hypothesis.
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Abstract

We investigate the potential of adversarial
evaluation methods for open-domain dia-
logue generation systems, comparing the
performance of a discriminative agent to
that of humans on the same task. Our re-
sults show that the task is hard, both for
automated models and humans, but that a
discriminative agent can learn patterns that
lead to above-chance performance.

1 Introduction

End-to-end dialogue response generation systems
trained to produce a plausible utterance given
some limited dialogue context are receiving in-
creased attention (Vinyals and Le, 2015; Sordoni
et al., 2015; Serban et al., 2016; Li et al., 2016).
However, for systems dealing with chatbot-style
open-dialogue, where task completion is not appli-
cable, evaluating the quality of their responses re-
mains a challenge. Most current models are evalu-
ated with measures such as perplexity and overlap-
based metrics like BLEU, that compare the gener-
ated response to the ground-truth response in an
actual dialogue. This kind of measures, however,
correlate very weakly or not at all with human
judgements on response quality (Liu et al., 2016).

In this paper, we explore a different approach to
evaluating open-domain dialogue response gener-
ation systems, inspired by the classic Turing Test
(Turing, 1950): measuring the quality of the gen-
erated responses on their indistinguishability from
human output. This approach has been prelimi-
nary explored in recent work under the heading
of adversarial evaluation (Kannan and Vinyals,
2016; Li et al., 2017), drawing a parallel with
generative adversarial learning (Goodfellow et al.,
2014). Here we concentrate on exploring the po-
tential and the limits of such an adversarial eval-

uation approach by conducting an in-depth anal-
ysis. We implement a discriminative model and
train it on the task of distinguishing between ac-
tual and “fake” dialogue excerpts and evaluate its
performance, as well as the feasibility of the task
more generally, by conducting an experiment with
human judgements. Results show that the task is
hard not only for the discriminative model, but
also for human judges. We then implement a sim-
ple chatbot agent for dialogue generation and test
the discriminator on this data, again comparing
its performance to that of humans on this task.
We show that both humans and the discriminative
model can be fooled by the generator in a signifi-
cant amount of cases.

2 The Discriminative Agent

Our discriminative agent is a binary classifier
which takes as input a sequence of dialogue ut-
terances and predicts whether the dialogue is real
or fake. The agent treats as positive examples of
coherent dialogue actual dialogue passages and as
negative examples passages where the last utter-
ance has been randomly replaced. Random re-
placement has been used in the past to study dis-
course coherence (Li and Hovy, 2014).

2.1 Model
The classifier is modelled as an attention-based
bidirectional LSTM. LSTMs are indeed very ef-
fective to model word sequences, and are espe-
cially suited for learning on data with long dis-
tance dependencies (Hochreiter and Schmidhuber,
1997) such as multi-turn dialogues. The bidi-
rectional LSTM includes both a forward function
(
−−−−→
LSTM, which reads the sentence si from wi1

to wiT ) and a backward function (
←−−−−
LSTM, which

reads the sentence si from wiT to wi1):

xit = Wewit, t ∈ [1, T ] [1]
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−→
h it =

−−−−→
LSTM(xit), t ∈ [1, T ] [2]

←−
h it =

←−−−−
LSTM(xit), t ∈ [T, 1] [3]

The words of a dialogue turn do not always con-
tribute equally to determine coherence. We thus
use an attention mechanism to extract words that
are important to detect plausibility or coherence
of a dialogue passage and parametrize their aggre-
gation accordingly. Having an aggregated vector
representation which is adaptive to the content of
each time step allows the classifier to assign large
weights to the most “discriminative” words. Con-
temporarily, the attention should also have an ad-
vantage in modelling long sequences by consider-
ing different word locations in the dialogue in a
relatively even manner:

uit = tanh(Wwhit + bw) [4]

αit = exp(uT
ituw)∑

t exp(uT
ituw)

,
∑

i αihi [5]

We first compute the hidden representation of hit

through a one-layer MLP uit; we then weight the
importance of uit by computing its similarity to a
word-level context vector, normalized via a soft-
max function. The context vector is learned end-
to-end by the classifier and is meant to represent
a general query about the level of “discriminabil-
ity” of a word (see, e.g., Sukhbaatar et al. 2015 or
Yang et al. 2016). The output of the attention is
then fed to a sigmoid function, which returns the
probability of the input being real or fake:

p = sigmoid(W v
c + bc) [6]

As loss function we then use the negative log like-
lihood of the correct labels:

L = −∑
d log pdj [7]

2.2 Training Details

We trained the discriminator with a combination
of three different datasets: MovieTriples, SubTle
and Switchboard. MovieTriples (Serban et al.,
2016) has been created from the Movie-Dic cor-
pus of film transcripts (Banchs, 2012) and con-
tains 3-utterance passages between two interlocu-
tors who alternate in the conversation. SubTle

(Ameixa et al., 2014) is made of 2-utterance pas-
sages extracted from movie subtitles. To discour-
age the pairing of utterances coming from differ-
ent movie scenes, we selected only those pairs
with a maximum difference of 1 second between
the first and the second turn. Switchboard (God-
frey et al., 1992) is a corpus of transcribed tele-
phone conversations. We ignored utterances that
consist only of non-verbal acts such as laughter,
and selected sequences of three consecutive utter-
ances. In all cases, we consider the last utterance
of a passage the target response, and the previous
utterances, the context. For the three datasets, we
restrict ourselves to dialogue passages where the
context and the response have a length of 3 to 25
tokens each. We concatenated the three datasets,
obtaining a total of 3,289,835 dialogue passages
(46,499 from MovieTriples, 3,211,899 from Sub-
Tle, and 77,936 from Switchboard).

For training, we limit the vocabulary size to
the top 25K most frequent words.1 We used
mini-batch stochastic gradient descent, shuffling
the batches each epoch. We use a bidirectional
layer, with 500 cells, and 500-dimensional embed-
dings (we tried with more layers and higher num-
ber of cells without significant improvements).
All model parameters are uniformly initialized in
[−0.1, 0.1] and as optimizer we used Adam with
an initial learning rate of 0.001. Dropout with
probability 0.3 was applied to the LSTMs.

3 Human Evaluation

To assess the performance of our discriminative
model, we conduct an experiment with human an-
notators. To our knowledge, this is the first study
of its kind ever conducted. Previous human evalu-
ation experiments of dialogue generation systems
have mostly consisted in asking participants to
choose the better response between two options
generated by different models or to rate a gener-
ated dialogue along several dimensions (Vinyals
and Le, 2015; Lowe et al., 2017; Li et al., 2017).
In contrast, here we present humans with the same
task faced by the discriminator: We show them a
dialogue passage and ask them to decide whether,
given the first one or two utterances of context, the
shown continuation is the actual follow-up utter-
ance in the original dialogue or a random response.

The data for this experiment consists of 900 pas-

1All remaining words are converted into the universal to-
ken <unk>.
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data discriminator humans agreement
real random real random Fleiss’ π

Acc P R F1 P R F1 Acc P R F1 P R F1 hum disc
SWB .583 .549 .933 .691 .778 .233 .359 .670 .650 .714 .690 .695 .604 .647 .299 .068
MOV .677 .645 .787 .709 .726 .567 .637 .677 .664 .713 .688 .690 .640 .664 .303 .258
SUB .737 .763 .687 .723 .715 .787 .749 .640 .635 .660 .647 .646 .620 .633 .304 .301

Table 1: Accuracy, Precision, Recall, and F-score of discriminator and humans against ground-truth.
Inter-annotator agreement among humans and between the discriminator and the human majority class.

sages: 300 randomly selected per dataset, with
50% real and 50% fake dialogues. We use the
CrowdFlower platform to recruit annotators, re-
stricting the pool to English native speakers.2

Each item is classified as real or random by three
different annotators. A total of 137 annotators par-
ticipated in the experiment, with each of them an-
notating between 10 and 150 items.

We test the discriminator on the same data
and compare its performance to the human judge-
ments. Chance level accuracy for both humans
and the discriminator is 50%, namely when real
and fake passages are indistinguishable from each
other. The results are summarised in Table 1. Let
us first consider the performance of humans on
the task. We compute inter-annotator agreement
using Fleiss π (Fleiss, 1971), suitable for assess-
ing multi-coder annotation tasks. Agreement is
low: π = 0.30 across the 3 corpora, indicating
that the task is challenging for humans (there is
limited consensus on whether the shown dialogue
passages are plausible or not). Looking into the
human performance with respect to the ground
truth, we see similar accuracy scores for Switch-
board and MovieTriples, while accuracy is lower
for SubTle, where the context consists of one ut-
terance only. Across the three datasets, we observe
slightly higher F-score for positive instances (real)
than negative instances (random). For the positive
instances, recall is higher than precision, while the
opposite is true for negative instances. Arguably,
this indicates that humans tend to accommodate
responses that in fact are random as possible co-
herent continuations of a dialogue, and will only
flag them as fake if they are utterly surprising.

We compute the agreement of the discrimina-
tor’s predictions and the human majority class
over 3 annotators. For Switchboard, agreement is
at chance level (π = .07), while for the other two

2We use strict quality controls, only accepting annota-
tors considered “highly trusted” by CrowdFlower (www.
crowdflower.com) and requiring 90% accuracy on so-
called “test questions”. Annotators are paid $4 cents per item.

datasets it is on a par with agreement among hu-
mans. As for the discriminator’s performance with
respect to the ground truth, not surprisingly we
obtain low accuracy on Switchboard, but slightly
higher accuracy than humans in the other datasets,
in particular SubTle, possibly due to the larger
amount of training data from this corpus. In what
follows, we investigate what information the dis-
criminator may be exploiting to make its predic-
tions.

4 Analysis

To inspect the discriminator’s internal representa-
tion of the dialogue turns, at testing time we run
two extra forward passes, inputting context and
target separately, and compute the cosine similar-
ity between the respective LSTM hidden states.
We find some clear patterns: The context and re-
sponse of the dialogue passages classified as co-
herent by the discriminator (true and false pos-
itives) have significantly higher cosine similarity
than the passages classified as fake (true and false
negatives). This holds across the 3 datasets (p <
.001 on a two-sample Wilcoxon rank sum test)
and indicates that the discriminator is exploiting
this information to make its predictions. We also
observe that, while there is a tendency to higher
cosine similarity in the ground-truth positive in-
stances than in the negative ones in Switchboard
(p= .05) and MovieTriples (p= .03), the effect is
highly significant in SubTle (p<.001), which is in
line with the higher performance of the discrimi-
nator on this corpus. Since accuracy is higher than
humans in this case, presumably the discriminator
is sensitive to patterns that may not be apparent to
humans. Whether this capacity is useful for de-
veloping generative models that interact with hu-
mans, however, is an open question.

We find another interesting pattern within the
attention mass distribution between context and
target: For true and false positives, higher atten-
tion is concentrated on the response (≈ 90%),
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Figure 1: Attention visualization.

while for true and false negatives the attention is
more balanced between the two (≈ 50%). Figure 1
shows three sample dialogue passages with word-
level attention weights displayed in different color
intensities. The token <s> separates the context
from the target response. The sample at the top
is a passage from SubTle that humans judged to
be incoherent, but that was rightly classified by
the discriminator as a positive instance (the pas-
sage is real). The sample in the middle (a passage
from MovieTriples where the target is random) il-
lustrates how attention weights are more balanced
in negative instances. Finally, the sample at the
bottom shows a passage from MovieTriples rightly
classified as coherent by human annotators and by
the discriminative agent. As can be seen, atten-
tion is more prominent on the target response, with
particular focus on the pronoun ‘she’ whose an-
tecedent ‘her’ in the context also receives some at-
tention mass. In all cases the token </s> receives
high attention, suggesting that the discriminative
agent is keeping track of turn alternations.

5 Discriminating Generated Responses

We implement a baseline generative agent to test
the extent to which the discriminator’s ability
to distinguish between generated and actual re-
sponses is comparable to humans.

5.1 The Generator Agent

The generator directly models the conditional
probability p(y|x) of outputting the subsequent di-
alogue turn y1, ..., ym given some previous con-
text x1, ..., xn. The model consists of a SEQ2SEQ

model, divided into two components: an encoder
which computes a representation for the dialogue
context and a decoder which generates the subse-
quent dialogue turn one word at a time. A natural
choice for implementing both the encoder and the
decoder is to use an LSTM (see Section 2). The

decoder is also equipped with an attention system.
We train the generator to predict the next dia-

logue turn given the preceding dialogue history on
the OpenSubtitles dataset (Tiedemann, 2009). We
considered each line in the dataset as a target to be
predicted by the model and the concatenation of
the two foregoing lines as the source context. We
opt for OpenSubtitles rather than for the cleaner
datasets used for training the discriminative agent,
because the SEQ2SEQ model requires a very large
amount of data to converge, and with more than 80
million triples, OpenSubtitles is one of the largest
dialogue dataset available.

During training, we filtered out passages with
context or target longer than 25 words. We used
mini-batch stochastic gradient descent, shuffling
the batches each epoch. We use stacking LSTM
with 2 bidirectional layers, each with 2048 cells,
and 500-dimensional embeddings. All model pa-
rameters are uniformly initialized in [−0.1, 0.1];
we train using SGD, with a start learning rate of
1, and after 5 epochs we start halving the learning
rate at each epoch; the mini-batch size is set to 64
and we rescale the normalized gradients whenever
the norm exceeds 5. We also apply dropout with
probability 0.3 on the LSTMs.

5.2 Results

We test our discriminative agent on the task of
distinguishing passages with real responses ver-
sus generated responses and, as before, compare
its performance to human performance. For this
evaluation, we selected a random sample of 30
generated instances per corpus, avoiding repeated
generated responses and responses with <unk>
tokens since these would make the human judge-
ments trivial. A summary of results is shown in
Table 2. We can see that human accuracy is at
chance level, while the discriminator’s is above
chance, again suggesting that the discriminator
may pick up on patterns that are not discernible to
humans. The higher performance on SubTle may
again be explained by the larger amount of train-
ing data from this dataset. We also observe very
low inter-annotator agreement, with even negative
π for the discriminator with respect to humans in
the case of Switchboard.

6 Conclusions

In this paper, we investigated the use of an ad-
versarial setting for open domain dialogue eval-
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data discriminator humans agreement
real generated real generated Fleiss’ π

Acc P R F1 P R F1 Acc P R F1 P R F1 hum disc
SWB .567 .538 .933 .683 .750 .200 .316 .517 .511 .755 .610 .532 .277 .365 .194 –.130
MOV .633 .618 .700 .656 .654 .567 .607 .467 .478 .733 .579 .428 .200 .273 .177 .062
SUB .700 .773 .567 .654 .658 .833 .736 .511 .508 .678 .581 .517 .344 .413 .258 .129

Table 2: Performance of discriminator and humans against ground-truth for generator experiment. Inter-
annotator agreement among humans and between the discriminator and the human majority class.

uation, providing novel results on human perfor-
mance that are informative of the difficulty of the
task and the strategies employed to tackle it. We
found that there is limited consensus among hu-
man annotators on what counts as a coherent dia-
logue passages when only 1 or 2 utterances of con-
text are provided, but that nevertheless a discrim-
inative model is able to learn patterns that lead to
above-chance performance.
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Abstract

Discourse Parsing and Sentiment Analy-
sis are two fundamental tasks in Natu-
ral Language Processing that have been
shown to be mutually beneficial. In this
work, we design and compare two Neu-
ral models for jointly learning both tasks.
In the proposed approach, we first create
a vector representation for all the text seg-
ments in the input sentence. Next, we ap-
ply three different Recursive Neural Net
models: one for discourse structure pre-
diction, one for discourse relation predic-
tion and one for sentiment analysis. Fi-
nally, we combine these Neural Nets in
two different joint models: Multi-tasking
and Pre-training. Our results on two stan-
dard corpora indicate that both methods
result in improvements in each task but
Multi-tasking has a bigger impact than
Pre-training. Specifically for Discourse
Parsing, we see improvements in the pre-
diction on the set of contrastive relations.

1 Introduction

This paper focuses on studying two fundamen-
tal NLP tasks, Discourse Parsing and Sentiment
Analysis. The importance of these tasks and
their wide applications (e.g., (Gerani et al., 2014),
(Rosenthal et al., 2014)) has initiated much inter-
est in studying both, but no method yet exists that
can come close to human performance in solving
them.

Discourse parsing is the task of parsing a
piece of text into a tree (called a Discourse Tree),
the leaves of which are typically clauses (called
Elementary Discourse Units or EDUs in short)
and nodes (Discourse Units) represent text spans
that are concatenations of their corresponding sub-

Figure 1: The Discourse Tree of a sentence from
Sentiment Treebank dataset

trees’ text spans 1. Nodes also have labels iden-
tifying discourse relationships (“contrast”, “evi-
dence”, etc.) between their corresponding sub-
trees. The relation also specifies nucliearity of the
children. Nuclei are the core parts of the relation
and Satellites are the supportive ones.

A Relation can take one of the following
forms: (1) Satellite-Nucleus: First Discourse Unit
is Satellite and second Discourse Unit is Nu-
cleus. (2) Nucleus-Satellite: First Discourse Unit
is Nucleus and second Discourse Unit is Satel-
lite. (3) Nucleus-Nucleus: Both Discourse Units
are Nuclei. In this approach relation identifica-
tion and nuclearity assignment is done simulta-
neously. Figure 1 shows the Discourse Tree of
a sample sentence. In this sentence, the Dis-
course Unit “There are slow and repetitive parts,”
holds a “Contrast” relationship with “but it has
just enough spice to keep it interesting.”. Further-
more, we can see that the former Discourse Unit is
the satellite of the relation and the later part is the
Nucleus.

Discourse Parsing is such a critical task in NLP
because previous work has shown that information

1A text span is a piece of text consisting of one or more
clauses (or EDUs).
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Figure 2: The Sentiment annotation (over Dis-
course Tree structure) of a sentence from Senti-
ment Treebank dataset

contained in the resulting Discourse Tree can ben-
efit many other NLP tasks including but not re-
stricted to automatic summarization (e.g., (Gerani
et al., 2014), (Marcu and Knight, 2001), (Louis
et al., 2010)), machine translation (e.g., (Meyer
and Popescu-Belis, 2012),(Guzmán et al., 2014))
and question answering (e.g., (Verberne et al.,
2007)). In contrast to traditional syntactic and
semantic parsing, Discourse Parsing can generate
structures that cover not only a single sentence but
also multi-sentential text. However, the focus of
this paper is on sentence level Discourse Parsing,
leaving the study of extensions to multi-sentential
text as future work.

The second fundamental task we consider in
this work is assigning a contextual polarity label
to text (sentiment analysis). Analyzing the over-
all polarity of a sentence is a challenging task due
to the ambiguities that can be introduced by com-
binations of words and phrases. For example in
the movie review excerpt shown in Figure 2, the
phrase “There are slow and repetitive parts” has a
negative sentiment. However when it is combined
with the positive phrase “but it has just enough
spice to keep it interesting”, it results in an overall
positive sentence.

It has been suggested that the information ex-
tracted from Discourse Trees can help with Senti-
ment Analysis (Bhatia et al., 2015) and likewise,
knowing the sentiment of two pieces of text might
help with the identification of discourse relation-
ships between them (Lazaridou et al., 2013). For
instance, taking the sentence in Figure 1 as an ex-
ample, knowing that the two text spans “There
are slow and repetitive parts” and “but it has just
enough spice to keep it interesting” are in a Con-
trast relationship to each other, also signals that
the sentiment of the two text spans is less likely

to be of the same type2. Likewise, knowing that
the sentiment of the former text span is “very
negative”, while the sentiment of the later text
span is “very positive”, helps to narrow down
the choice of discourse relation between these
two text spans to the Contrastive group which
contains relations Contrast, Comparison, Antithe-
sis, Antithesis-e, Consequence-s, Concession and
Problem-Solution.

To the best of our knowledge there is no previ-
ous work that learns both of these tasks in a joint
model, using deep learning architectures. The
main contribution of this paper is to address this
gap by investigating how the two tasks can benefit
from each other at the sentence level within a deep
learning joint model. More specific contributions
include:

(i) The development of three independent recur-
sive neural nets: two for the key sub-tasks
of discourse parsing, namely structure pre-
diction and relation prediction; the third net
for sentiment prediction.

(ii) The design and experimental comparison of
two alternative neural joint models, Multi-
tasking and Pre-training, that have been
shown to be effective in previous work
for combining other tasks in NLP (e.g.,
(Collobert and Weston, 2008),(Erhan et al.,
2010),(Liu et al., 2016a)).

Our results indicate that a joint model performs
better than individual models in either of the tasks
with Multi-tasking outperforming Pre-training.
Upon closer inspection, we also find that the im-
provement of Multi-tasking system in Relation
prediction is mainly for the Contrastive set of rela-
tions, which confirms our hypothesis that knowing
the sentiment of two text spans can help narrow
down the choice of discourse relations that holds
between them.

2 Previous Work

Traditionally, Discourse Parsing and Sentiment
Analysis have been approached by applying ma-
chine learning methods with predetermined, en-
gineered features that were carefully chosen by
studying the properties of the text.

2Contrast can also hold between factual clauses as in [But
from early on, Tigers workers unionized,] and [while Feder-
als never have.] (wsj 1394 from RST-DT).
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Examples of effective sentence level and doc-
ument level Discourse Parsers include CODRA
(Joty et al., 2015) and the parser of (Feng and
Hirst, 2014) . These parsers use organizational,
structural, contextual, lexical and N-gram features
to represent Discourse Units and apply graphical
models for learning and inference (i.e. Condi-
tional Random Fields). The performance of these
parsers critically depends on a careful selection of
informative and relevant features, something that
is instead performed automatically in the neural
models we propose in this paper.

(Nakagawa et al., 2010), (Pang et al., 2008) and
(Rentoumi et al., 2010), approach Sentiment Anal-
ysis using carefully engineered features as well as
polarity rules. The choice of features also plays a
key role in the high performance of these models.

Yet, with the rapid advancements of Neural
Nets, there has been increased interest in applying
them to different NLP tasks. (Socher et al., 2013)
approached the problem of Sentiment Analysis by
recursively assigning sentiment labels to the nodes
of a binarized syntactic parse tree over a sentence.
At each non-leaf node, the Sentiment Neural Net
first creates a distributed embedding for the node
using the embedding of its two children and then
assigns a sentiment label to that node. Their ap-
proach achieves state of the art results. In our
work, we borrow from the same idea of Recursive
Neural Nets to learn the Sentiment labels. How-
ever, the structure over which we learn the Senti-
ment labels is the Discourse Tree of the sentence
as opposed to the syntactic parse tree, with the
goal of testing if Sentiment Analysis can benefit
directly from discourse information within a neu-
ral joint model.

Motivated by Socher’s success on Sentiment
Analysis, (Li et al., 2014) approached the prob-
lem of Discourse Parsing by recursively building
the Discourse Tree using two Neural Nets. A
Structure Neural Net decides whether two nodes
should be connected in the Discourse Tree or not.
If two nodes are determined to be connected by
the Structure Neural Net, a Relation Neural Net
then decides what rhetorical relation should hold
between the two nodes. Their approach also yields
promising results. In terms of representation, the
recursive structure of a Discourse Tree is used to
learn the embedding of each non-leaf node from
its children. For leaf nodes (EDUs), the repre-
sentation is learned recursively using the syntac-

tic parse tree of the node. One problem with their
work is that it is unclear how they combine the la-
beled Discourse Structure Tree with the unlabeled
syntactic parse trees to learn the vector represen-
tations for the text spans.

(Bhatia et al., 2015) trained a Recursive Neu-
ral Network for Sentiment Analysis over a Dis-
course Tree and showed that the information ex-
tracted from the Discourse Tree can be helpful for
determining the Sentiment at document level. In
their work however, they did not attempt to learn
a distributed representation for the sub-document
units. To represent EDUs, they used the bag-of-
words features. For our work, we not only ap-
ply a Recurrent Neural Net approach to learn em-
beddings for the EDUs, but we also jointly learn
models for the two tasks, instead of simply feed-
ing a pre-computed discourse structure in a neural
model for sentiment.

Learning text embeddings is a fundamental
step in using Neural Nets for NLP tasks. An em-
bedding is a fixed dimensional representation of
the data (text) without the use of handpicked fea-
tures. As words are the building blocks of text,
previous studies have created fixed dimensional
vector representations for words (Mikolov et al.,
2013) that capture syntactic and semantic proper-
ties of the words. However, creating meaningful
fixed dimensional vector representations for text
spans is an ongoing challenge.

Both (Socher et al., 2013) and (Li et al., 2014)
learn the embedding of a text span in a recursive
manner, given a binary tree over the text span with
leaves being the words. The embedding of a par-
ent is computed from the embedding of its two
children using a non-linear projection. The em-
bedding is then used for training the task under
study (Sentiment Analysis and Discourse Parsing
respectively) and updated according to how useful
it was for the task.

Recently Recurrent Neural Nets (RNNs) have
become a more popular alternative for learning the
embedding of a sentence (Kiros et al., 2015). In
this setting, an encoder RNN encodes a sentence
into a fixed vector representation that is then used
by a decoder RNN to predict the following and
preceding sentences and based on how good the
predictions were, updates both the decoder and en-
coder RNNs. Once training is done, the encoder
RNN can be used to create an embedding for any
text span. In this paper, we have used the encoder
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RNN to represent our EDUs, but we further com-
press the resulting embeddings with a neural based
compressor to limit the number of parameters.

When training a neural model, the weights are
usually initialized with random numbers taken
from a uniform distribution. However, in their
work, (Erhan et al., 2010) argue that Pre-training
a neural model results in better generalization and
can enhance the performance of the model. More
recently, this general idea has been successfully
applied in several scenarios (e.g., (Chung et al.,
2015), (Seyyedsalehi and Seyyedsalehi, 2015) ).
In our work, we use the trained weights of one
neural model (e.g. sentiment) as an initialization
form for another task (e.g. discourse structure) to
see if the features learned for one can be helpful
for the other.

Neural Multi-tasking was originally proposed
by (Collobert and Weston, 2008), who experi-
mented with the technique using deep convolu-
tional neural networks. In essence, the basic idea
is that a network is alternatively trained with in-
stances for different tasks, so that the network
is learning to perform all these tasks jointly. In
(Collobert and Weston, 2008) a model is trained
to perform a variety of predictions on a given
sentence, including part-of-speech tags, chunks,
named entity tags, semantic roles, semantically
similar words and the likelihood that the sen-
tence makes sense using a language model. They
showed that multitasking using a neural net struc-
ture can improve the generalization of the shared
tasks and result in better performance. Following
up on this initial success, many researchers have
applied the neural multi-tasking strategy to sev-
eral tasks, including very recent work in vision
(Kaneko et al., 2016) and NLP (e.g., text classi-
fication (Liu et al., 2016a) and the classification of
implicit discourse relations (Liu et al., 2016b)).

3 Corpora

For the task of Discourse Parsing, we use RST-
DT ((Carlson and Marcu, 2001), (Carlson et al.,
2002)). This dataset contains 385 documents
along with their fully labeled Discourse Trees.
The annotation is based on the Rhetorical Struc-
ture Theory (RST), a popular theory of discourse
originally proposed in (Mann and Thompson,
1988). All the documents in RST-DT were cho-
sen from Wall Street Journal news articles taken
from the Penn Treebank corpus (Marcus et al.,

1993). Since we are focusing only on sentence-
level discourse parsing, the documents as well as
their Discourse Trees were first preprocessed to
extract the sentences and sentence-level Discourse
Trees. The sentence-level Discourse Trees were
extracted from the document-level Discourse Tree
by finding the sub-tree that exactly spans over the
sentence. This resulted in a dataset of 6846 sen-
tences with well-formed Discourse Trees, out of
which 2239 sentences had only one EDU. Since
sentences with only one EDU have trivial Dis-
course Trees, these sentences were excluded from
our dataset, leaving a total of 4607 sentences.

For the task of Sentiment Analysis, we use the
Sentiment Treebank (Socher et al., 2013). This
dataset consists of 11855 sentences along with
their syntactic parse trees annotated with senti-
ment labels at each node. For this work, since our
models label sentiment over a Discourse Tree, we
had to preprocess the Sentiment Treebank in the
following way. For each sentence in the dataset,
a Discourse Tree was created using (Joty et al.,
2015). Next, for each node of the discourse tree,
a sentiment label was extracted from the corre-
sponding labeled syntactic tree by finding a sub-
tree that exactly (or almost exactly 3) matches the
text span represented by the node in the discourse
tree.

4 Proposed Joint Model

Our framework consists of three main sub parts.
Given a segmented sentence, the first step is to cre-
ate meaningful vector representations for all the
EDUs. Next, we devise three different Recursive
Neural Net models, each designed for one of dis-
course structure prediction, discourse relation pre-
diction and sentiment analysis. Finally, we join
these Neural Nets in two different ways: Multi-
tasking and Pre-training. Below, we discuss each
of these steps in more detail.

4.1 Learning Text Embeddings

One of the most challenging aspects of designing
effective Neural Nets is to have meaningful repre-
sentations for the inputs. Our inputs to the Neural
Nets are text spans consisting of multiple words.
Initially, we considered directly applying the Skip-

3Exact match was not possible when the syntactic and the
discourse structures were not fully aligned, which happened
in 31.9% of the instances. In this case, an approximation of
the sentiment was computed by considering the sentiment of
the two closest subsuming and subsumed syntactic sub-trees.

292



Figure 3: The Sentiment Neural Compressor

thought framework (Kiros et al., 2015) to each text
span to get a generic vector representations for
them, since the original Skip-thought vectors were
shown in (Kiros et al., 2015) to be useful for many
NLP tasks. However, given the size of our datasets
(only in the thousands of instances), it was clear
that using 4800-dimensional Skip-thought would
have created an over-parametrized network prone
to over-fitting. Based on this observation, in or-
der to simultaneously reduce the dimensionality
and to produce vectors that are meaningful for
our tasks, we devised a compression mechanism
that takes in the Skip-thought produced vectors
and compresses them using a Neural Net. Figures
4 and 3 show the structure of these compressors
for our two different tasks. Each compressor is
learned on the training set used for that task.

The sentiment neural compressor (Figure 3)
takes as input, the skip-thought produced vector
representations for all phrases in the Sentiment
Treebank. For example, consider a phrase i with
skip-thought produced vector Pi ∈ R4800. The
Sentiment Neural Compressor learns compressed
vector P ′i ∈ Rd through

P ′i = f(W.Pi) (1)

where f is a non-linear activation function such as
relu and W ∈ Rd×4800 is the matrix of weights.
This Neural Net uses the sentiment of phrase i for
supervised learning of the weights.

Similarly, the Discourse Parsing neural com-
pressor (Figure 4) takes the skip-thought produced
vector representations for two EDUs ei, ej and
learns the compressed vectors e′i and e′j , each with
d dimensions where

e′i = f(W1.ei)
e′j = f(W1.ej)

(2)

Figure 4: The Discourse Neural Compressor

where f is again a non-linear activation func-
tion such as relu and W1 ∈ Rd×4800 is the matrix
of weights. Note that the same set of weights are
used for both EDUs because we are looking for a
unique set of weights to compress an EDU.

4.2 Neural Net Models

Following (Socher et al., 2013)’s idea of Senti-
ment Analysis using recursive Neural Nets, we de-
signed three Recursive Neural Nets for each task
of Discourse Structure prediction, Discourse Rela-
tion prediction and Sentiment Analysis. All these
three Neural Nets are classifiers.
The Structure Neural Net takes in the compressed
vector representation (∈ Rd) for two Discourse
Units and learns whether they will be connected
in the Discourse Tree (Figure 5). In this process,
it also learns the vector representation for the par-
ent of these two children. So for a parent p with
children cl and cr, the vector representation for the
parent is obtained by:

p = f(Wstr[cl, cr] + bstr) (3)

where [cl, cr] denotes the concatenating vector
for the children; f is a non-linearity function;
Wstr ∈ Rd×2d and bstr ∈ Rd is the bias vector.
The Relation Neural Net takes as input the com-

pressed vector representation for two Discourse
Units that are determined to be connected in the
Discourse Tree and learns the relation label for the
parent node. The Relation Neural Net is the same
in structure as the Structure Neural Net in Figure
5.

The Sentiment Neural Net takes as input the
compressed vector representation for two Dis-
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Figure 5: The Discourse Structure Neural Net

course Unit that are determined to be connected in
the Discourse Tree and learns the sentiment label
for the parent node. This Neural net also shares
the same structure as the one in Figure 5.

4.3 Joining Neural Nets

Our hypothesis in creating a joint model is that the
accuracy of prediction obtained in a joint design
would be higher than the accuracy of prediction
coming from independent Neural Nets applied to
each task. We explore two ways of creating a joint
model. For both approaches, we train three neu-
ral nets (Discourse Structure, Discourse Relation
and Sentiment Neural Nets) that interact with one
another for improved training. The input to the
Structure net are all possible pairs of text spans
that can be connected in a Discourse Tree. The in-
put to the Relation and Sentiment nets are the pairs
of text spans that are determined to be connected
by the Structure net.
Inspired by Multitasking (Collobert and Weston,
2008), our goal is to find a representation for the
input that will benefit all the tasks that need to
be solved. Since the first layer in a Neural Net
learns relevant features from the input embedding,
in this approach, the first layer is shared between
the three Neural Nets and training is achieved in a
stochastic manner by looping over the three tasks.
As shown in Figure 6, at each time step, one of the
tasks is selected along with a random training ex-
ample for that task. Afterwards, the neural net cor-
responding to this task is updated by taking a gra-
dient step with respect to the chosen example. The
end product of this design is a joint input represen-
tation that could benefit both Sentiment Analysis
and Discourse Parsing.

Figure 6: Multi-tasking

Figure 7: Multi-tasking Network

Inspired by Pre-training Neural Nets (Erhan
et al., 2010), in this approach we study how the
parameters of one Neural Net after training can
be used as a form of initialization for the network
applied to the other task. As shown in Figure 8,
in this setting, we first fully train the Discourse
Structure Neural Net, then the weights from this
trained net are used to initialize the Discourse Re-
lation Neural Net and once this net is fully trained,
its weights are used to initialize the weights of
the Discourse Structure Neural Net again. After
another round of training the Discourse Structure
Neural Net, its weights are used to initialize the
Sentiment Neural Net. After training the Senti-
ment Neural Net, its weights are again used to ini-
tialize the Structure Neural Net. 4

5 Training and Evaluating the Models

All the neural models presented in this paper were
implemented using the TensorFlow python pack-

4We experimented with 2,3 and 10 iterations using 10-
fold cross validation on the datasets and achieved best results
with 3 iterations, which appears to be a good compromise
between accuracy and training time.
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Figure 8: Using the weights of one network as a
form of pre-training for another network

age (Abadi et al., 2015). We minimize the cross-
entropy error using the Adam optimizer and L2-
regularization on the set of weights. For the indi-
vidual models (before joining), we use 200 train-
ing epochs and a batch size of 100.

We evaluate our models using 10-fold cross val-
idation on the sentiment treebank and on RST-DT.
In Table 1 and Table 3, a star indicates that there
is statistical significance with a p-value less than
0.05. The significance is with respect to the joint
model vs the model before joining. The results
for Discourse Parsing are shown in Table 1. To
build the most probable tree, a CKY-like bottom-
up parsing algorithm that uses dynamic program-
ming to compute the most likely parses is applied
(Joty et al., 2015) and we have used the 41 re-
lations outlined in (Mann and Thompson, 1988)
for training and evaluation of the Relation predic-
tion. From the results, we see some improvement
on Discourse Structure prediction when we are us-
ing a joint model but the improvement is statisti-
cally significant only for the Nuclearity and Re-
lation predictions. The improvements on the Re-
lation predictions were mainly on the Contrastive
set (Bhatia et al., 2015), specifically the class of
Contrast, Comparison and Cause relations as de-
fined in (Mann and Thompson, 1988). The result
for each of these relations under different training
settings are shown in Table 2. Notice that the ac-
curacies may seem low, but because we train over
41 classes of relations, a random prediction would
result in 2.43% accuracy. Among the contrastive
relations, the Problem-Solution did not improve
due to the fact that this relation is hardly seen at
the sentence level. This confirms our hypothesis
that knowing the sentiment of the two Discourse

Approach Span Nuclearity Relation
Discourse Parser
(Before Joining) 93.37 73.38 57.05

Joined Model
Pre-training 94.35 74.92 58.82

Joined Model
Multi-tasking 94.31 75.91* 60.91*

Table 1: Discourse Parsing results based on man-
ual discourse segmentation

Relation
Setting Individual Pre-training Multi-tasking

Comparison 18.97 20.87 27.08
Contrast 15.19 17.74 20.83
Cause 7.6 8.11 8.61

Average 13.92 15.57 18.84

Table 2: Contrastive Relation Prediction results
under different training settings

Units that are connected in a discourse tree can
help with the identification of the discourse rela-
tion that holds between them.

For the task of Sentiment Analysis, the results
are shown in Table 3. To train the model, we use
the five classes of sentiment used in (Socher et al.,
2013)5. We measure the accuracy of prediction in
two different settings. In the fine grained setting
we compute the accuracy of exact match across
five classes. In the Positive/Negative setting, if the
prediction and the target had the same sign, they
were considered equal. Notice that this is differ-
ent from training a classifier for binary classifi-
cation, which is a much easier task (see (Bhatia
et al., 2015)). The difference in accuracy between
these two settings signals that distinguishing be-
tween very positive and positive and distinguish-
ing between very negative and negative is rather
hard. The results of sentiment shown in Table 3 are
also consistent with our hypothesis. When jointly
trained with Discourse Parsing, we can get a better
performance on labeling nodes of the Discourse
Tree with sentiment labels compared to an indi-
vidual sentiment analyzer applied to a Discourse
Tree.

Interestingly, if we compare the two joint mod-
els across both tasks it appears that Multi-tasking
does better that Pre-training in all cases except for
discourse structure. A possible explanation is that
by transferring weights from one network to an-
other (as done in Pre-training), the neural net starts
learning with a possibly better initialization of the
weights. However Multi-tasking performs a joint

5{very negative, negative, neutral, positive, very positive}
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Approach Fine grained Positive Negative
All Root All Root

Sentiment Analyzer
(Before Joining) 43.37 40.6 52.86 51.27

Joined Model
Pre-training 42.46 40.36 53.82 53.15

Joined Model
Multi-tasking 45.49* 44.82* 55.52* 54.72*

Table 3: Sentiment Analysis over Discourse Tree

learning at the finer granularity of single training
instances and so an improvement in learning one
task immediately affects the next.

All results in Table 1 and 3 were obtained by
setting the dimension d of the compressed vec-
tors to 100. Experimentally, we found that the
performance of the model was rather stable for
d ∈ {1200, 600, 300, 100} and was substantially
lower for d ∈ {50, 25}.

In terms of actual runtime, Pre-training and
the individual models are an order of magnitude
faster than the Multi-tasking model. This is be-
cause even though they require a larger number of
epochs to converge (200 for individual, vs 6 for
Multi-tasking), they can be trained in parallel.
Notice that training and testing of the networks is
done on Sentiment Treebank for sentiment anal-
ysis and on RST-DT for discourse parsing. (Joty
et al., 2015)’s Discourse parser was run on Senti-
ment Treebank to get the sentiment annotation at
the granularity required for the joint model with
discourse. However, having a gold dataset of
sentiment labels corresponding to discourse units
could further improve the results.

6 Comparison With Previous Work

Several differences between this work and
previous approaches make direct comparisons
challenging and possibly not very informative.

(Socher et al., 2013) use syntactic trees, as
opposed to discourse trees, as recursive struc-
tures for training. Thus we cannot compare
with his ”All”-level results. For ”Root”-level,
(Socher et al., 2013) reports 45.7% fine-grained
sentiment accuracy compared to 44.82% of our
Multi-tasking. This difference is unlikely to
be significant and the sentiment annotation of
syntactic structure is definitely more costly than
one at the EDU level.

(Bhatia et al., 2015) focuses on document level
sentiment analysis, using bag-of-word features
for EDUs; and only training a binary model while

assuming the discourse tree as given, which is
very different from our approach.

Since our work focuses on sentence-level dis-
course parsing, we cannot compare with (Li et al.,
2014) because they only report overall results
without differentiating sentence vs document
level.

Finally, (Joty et al., 2015) achieves better per-
formance on sentence level. First, we believe that
with more training data, as it has been shown with
other NLP tasks, we would eventually outperform
CODRA. Second, the goal of our work is not to
beat the state of the art on each single task, but to
show how the two tasks can be jointly performed
in a neural model.

7 Conclusion

Discourse Parsing and Sentiment Analysis are two
fundamental NLP tasks that have been shown to
be mutually beneficial. Evidence from previous
work indicates that information extracted from
Discourse Trees can help with Sentiment Analy-
sis and likewise, knowing the sentiment of two
pieces of text can help with identification of dis-
course relationships between them. In this paper,
we show how synergies between these two tasks
can be exploited in a joint neural model. The first
challenge entailed learning meaningful vector rep-
resentations for text spans that are the inputs for
the two tasks. Since the dimension of vanilla skip-
thought vectors is too high compared to the size
of our corpora, in order to simultaneously reduce
the dimensionality and to produce vectors that are
meaningful for our tasks, we devised task specific
neural compressors, that take in Skip-thought vec-
tors and produce much lower dimensional vectors.

Next, we designed three independent Recursive
Neural Nets classifiers; one for Discourse Struc-
ture prediction, one for Discourse Relation predic-
tion and one for Sentiment Analysis. After that,
we explored two ways of creating joint models
from these three networks: Pre-training and Mul-
titasking. Our experimental results show that such
models do capture synergies among the three tasks
with the Multi-tasking approach being the most
successful, confirming that latent Discourse fea-
tures can help boost the performance of a neural
sentiment analyzer and that latent Sentiment fea-
tures can help with identifying contrastive rela-
tions between text spans.
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In the short term, we plan to verify how syntac-
tic information could be explicitly leveraged in the
three task-specific networks as well as in the joint
models. Then, our investigation will move from
making predictions about a single sentence to the
much more challenging task of dealing with multi-
sentential text, which will likely require not only
more complex models, but also models with scal-
able time performance in both learning and infer-
ence. Next, we intend to study how pre-training
and multitasking could be both exploited simul-
taneously in the same model, something that to
the best of our knowledge has not been tried be-
fore. Finally, as another venue for future research,
we plan to explore how sentiment analysis and
discourse parsing could be modeled jointly with
text summarization, since these three tasks can
arguably inform each other and therefore benefit
from joint neural models similar to the ones de-
scribed in this paper.
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Abstract

Intelligent assistants (IAs) such as Siri
and Cortana conversationally interact with
users and execute a wide range of actions
(e.g., searching the Web, setting alarms,
and chatting). IAs can support these ac-
tions through the combination of vari-
ous components such as automatic speech
recognition, natural language understand-
ing, and language generation. However,
the complexity of these components hin-
ders developers from determining which
component causes an error. To remove
this hindrance, we focus on reformulation,
which is a useful signal of user dissat-
isfaction, and propose a method to pre-
dict the reformulation causes. We eval-
uate the method using the user logs of a
commercial IA. The experimental results
have demonstrated that features designed
to detect the error of a specific component
improve the performance of reformulation
cause detection.

1 Introduction

Intelligent assistants (IAs) such as Apple’s Siri and
Cortana have gained considerable attention as mo-
bile devices have become prevalent in our daily
lives. They are hybrids of search and dialogue sys-
tems that conversationally interact with users and
execute a wide range of actions (e.g., searching
the Web, setting alarms, making phone calls and
chatting). IAs can support these actions through
the combination of various components such as
automatic speech recognition (ASR), natural lan-
guage understanding (NLU), and language gen-
eration (LG). One major concern in the develop-
ment of commercial IAs is how to speed up the cy-
cle of the system performance enhancement. The

enhancement process is often performed by man-
ually investigating user logs, finding erroneous
data, detecting the component responsible for that
error, and updating the component. As IAs are
composed of various components, the error cause
detection becomes an obstacle in the manual pro-
cess. In this paper, we attempt to automate the
error cause detection to overcome this obstacle.

One approach to do this is to utilize user feed-
back. In this work, we focus on reformulation,
i.e., when a user modifies the previous input. In
web search and dialogue systems, reformulation
is known as an implicit feedback signal that the
user could not receive a desired response to the
previous input due to one or more system compo-
nents failing. In IAs, ASR error is a major cause
of reformulation and has been extensively studied
(Hassan et al., 2015; Schmitt and Ultes, 2015).

Besides correcting ASR errors, users of IAs re-
formulate their previous utterances when they en-
counter NLU errors, LG errors, and so on. For ex-
ample, when a user utters “alarm”, the NLU com-
ponent may mistakenly conclude that s/he wants to
perform a Web search, and consequently the sys-
tem shows the search results for “alarm.” Sarikaya
(2017) reported that only 12% of the errors in an
IA system are related to ASR components, which
is the smallest percentage across six components.
They also reported that the NLU component is
the biggest source of errors (24%). Therefore,
the errors related to the other components should
not be ignored to improve system performance.
However, previous work mainly focused on refor-
mulation caused by ASR error, and reformulation
caused by the other components has received little
attention.

In this work, we propose a method to predict
reformulation causes, i.e., detect the component
responsible for causing the reformulation in IAs.
Features are divided into several categories mainly
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on the basis of their relations with the components
in an IA. The experiments demonstrate that these
features can improve the error detection perfor-
mances of corresponding components. The pro-
posed method which combines all features sets,
outperforms the baseline, which uses component-
independent features such as session information
and reformulation related information.

Our work makes the following contributions.
First, we investigate the reformulation causes
among the components in IAs from real data of
a commercial IA. Second, we create dataset of hu-
man annotated data obtained from a commercial
IA. Finally, we develop the method to predict re-
formulation causes in IAs.

2 Related Work

Three research areas are related to our work, and
the most closely related is reformulation (also
called correction). As reformulation is frequently
caused by system errors, the second related area is
error analysis and error detection in search or dia-
logue systems. The third area is system evaluation
in search or dialogue systems. Reformulation is a
useful feature for system evaluation.

2.1 Reformulation and Correction

Users of search or dialogue systems often refor-
mulate their previous inputs when trying to obtain
better results (Hassan et al., 2013) or correct er-
rors (e.g., ASR errors) (Jiang et al., 2013; Hassan
et al., 2015). Our research focuses on the latter
category of reformulation, which relates to correc-
tion. Studies on correction have mainly focused on
automatic detection of correction (Levow, 1998;
Hirschberg et al., 2001; Litman et al., 2006). Some
studies have also tried to improve system per-
formance beyond correction detection. Shokouhi
et al. (2016) constructed a large-scale dataset of
correction pairs from search logs and showed that
the database enables ASR performance to be im-
proved.

The research most related to ours is that of Has-
san et al. (2015). In addition to reformulation de-
tection, they proposed a method to detect whether
a reformulation is caused by ASR error or not. We
extend their study to determine which component
(e.g., ASR, NLU, and LG) is responsible for the
error.

2.2 Error Analysis and Error Detection

Besides reformulation, researchers have studied
system errors in search or dialogue systems. For
example, Meena et al. (2015) and Hirst et al.
(1994) focused on miscommunication in spoken
dialogue systems and Feild et al. (2010) focused
on user frustrations in search systems. In this pa-
per, we focus on predicting the cause of errors
among the different components in IAs. In spo-
ken dialogue systems, Georgiladakis et al. (2016)
reported that ASR error is the most frequent cause
of errors among seven components (65.9% in Let’s
Go datasets (Raux et al., 2005). On the other
hand, Sarikaya (2017) reported that ASR error is
the least frequent cause of errors among six com-
ponents (12% in an IA). These results indicate
that errors in IA have various causes and that the
causes other than ASR error also should not be ig-
nored. In this paper, we focus on reformulation
and propose a method to automatically detect the
reformulation causes in IAs.

2.3 System Evaluation

Users of the search or conversational systems of-
ten reformulate their inputs when they are dissat-
isfied with the system responses to their previous
inputs. Therefore, reformulation is a useful signal
of user dissatisfaction and information related to
reformulation has been widely used as a feature to
automatically evaluate system performance in web
search (Hassan et al., 2013), dialogue (Schmitt and
Ultes, 2015), and IA systems (Jiang et al., 2015;
Kiseleva et al., 2016; Sano et al., 2016). How-
ever, these studies paid little attention to detecting
causes of user dissatisfaction. Information of these
causes is beneficial to the developers for both im-
proving system design and engineering feature of
automatic evaluation methods. Thus, we propose
a method to automatically detect the reformulation
causes in IAs.

3 Reformulation Cause Prediction

In this section, we describe the task of reformula-
tion cause prediction in IAs.

3.1 Definition

First, we define notations used in this paper.

U1 : The user utterance

R : The corresponding system response to U1
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Label U1 R U2
No error What’s the weather? It will be sunny today. What’s the weather tomorrow?
ASR error What’s the. Sorry? What’s the weather?
NLU error Alarm. Here are the search results for “Alarm”. Open alarm.
LG error What’s your name? I’m twenty years old. Tell me your name.
Unsupported action Play videos of cats. Sorry, I can’t support that action. Search for videos of cats.
Endpoint error Search Obama’s age. No results found in for “Obama’s age”. Search Obama.
Uninterpretable input Aaaa. Sorry? Aaa.

Table 1: List of annotation labels. U1, R, and U2 are example conversations.

Label Rate Error Rate
No error 38.7% N.A.
ASR error 31.7% 57.2%
NLU error 17.3% 31.2%
LG error 5.1% 9.2%
Unsupported action 0.8% 1.4%
Endpoint error 0.5% 0.9%
Uninterpretable input 5.9% N.A.

Table 2: Percentage of annotation labels in our
dataset. Error rate is calculated using labels re-
lated to reformulation causes.

U2 : The next utterance to U1

Reformulation : A pair of (U1, U2) is a reformu-
lation if U2 is uttered to modify U1 in order
to satisfy the same intent as in U1

To define the reformulation, we referred to the def-
inition in the work of Hassan et al. (2015) that is
used for voice search systems.

3.2 Corpus
We constructed a dataset of user logs of a com-
mercial IA1 for analyzing and predicting reformu-
lation causes. We randomly sampled 1,000 utter-
ance pairs of (U1, U2) and corresponding informa-
tion with the following conditions.

• U1 and U2 are text or voice inputs

• Interval time between U1 and U2 is equal to
or less than 30 minutes (the same as in pre-
vious research (Jiang et al., 2015; Sano et al.,
2016).)

• Samples where normalized Levenshtein edit-
distance (Li and Liu, 2007) between U1 and
U2 is equal to 0 (i.e., U1 and U2 are identical
utterances) or more than 0.5 are excluded

1Because the IA supports only Japanese, all utterances
are made in Japanese. In this paper, we present English
translations rather than the original Japanese to facilitate non-
Japanese readers ’understanding.

• U1 and U2 were both uttered in June, 2016

With the first three conditions, we can ex-
clude utterances that are not reformulations and
can focus on reformulation. We calculated
character-based, rather than word-based, edit-
distance (white spaces are ignored), because we
found word-based edit-distances sometimes fail to
identify reformulation pairs such as ”what’s up”
and ”whatsapp.”

All samples in the dataset are manually anno-
tated with the label of the reformulation causes be-
tween different components in IAs. Table 1 lists
the annotation labels. Here, we explain them. In
this paper, we assume an IA system that has the
components shown in Figure 1. ASR error means
that the ASR component misrecognizes U1. NLU
error means that ASR is correct but the NLU com-
ponent misunderstands the intent of U1 or fails to
fill one or more slots correctly. LG error means
that ASR and NLU are correct but the LG compo-
nent fails to generate appropriate response. This
error mainly caused by response generation failure
in chat intent. Note that the NLU component only
determines whether or not an utterance is chat in-
tent and the LG component generates appropriate
response of the utterance in our system. Therefore,
we consider that the case shown in Table 1 is LG
error rather than NLU error. Endpoint error means
that endpoint API (application program interface)
fails to respond with correct information. Unsup-
ported action means that the system cannot sup-
port the action that the user expects and so cannot
generate a correct response. No error means that a
sample contains no error. Submitting similar utter-
ances to obtain better results in search intents (e.g.,
U1 is “Search for image of strawberry wallpaper”
and U2 is “Search for image of strawberry”) and
using similar functions (e.g., U1 is “Turn on Wi-
Fi” and U2 is “Turn off Wi-Fi”) are typical utter-
ances in this label. Finally, Uninterpretable input
means that U1 is uninterpretable.

As expert knowledge about the components of
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Figure 1: Components and processes of typical IA system.

IAs is required for the annotation, annotation is
performed by an expert developer of the commer-
cial IA. Figure 2 shows the annotation flowchart.
First, we listen to the voice of U1 and read the
texts of U1, R, and U2. Text information is used
to support guessing the user intent of U1. Unin-
terpretable input such as one-word utterances and
misrecognized input of background noises is dis-
tinguished in this phase. Next, ASR error samples
are distinguished using transcription of U1. Af-
terwards, No error samples are distinguished if R
of the samples correctly satisfies the intent of U1.
Finally, one of the other four error causes is an-
notated to the remaining samples. The annotation
results are shown in Table 2. We ignored the cases
where the latter components could recover from
the errors generated by the former components be-
cause these cases were rarely observed. For exam-
ple, a percentage that the NLU component could
recover from ASR errors is 1.2% in our dataset.

3.3 Discussion on Annotated Labels

Here, we discuss the annotation results and which
labels should be included or excluded in reformu-
lation cause prediction. To come to the point, we
do not use Uninterpretable input, Unsupported ac-
tion, or Endpoint error for reformulation cause
prediction. We will explain why these labels are
excluded.

As shown in Table 2, the most frequent cause
is ASR error. This result differs from that of

Sarikaya (2017) in which ASR error is the least
frequent cause. The reason for the difference is
that Sarikaya (2017) used whole samples, whereas
we use only reformulation samples. These results
indicate that the reformulation tendency when a
user encounters an error differs depending on the
cause of errors. For example, the percentage of un-
supported actions is 1.4%, which is much smaller
than that reported by Sarikaya (2017), 14%. This
finding indicate that when users encounter a re-
sponse that notifies them that the action they ex-
pected was unsupported, they would rather give
up than reformulate their previous utterances. The
same is true for endpoint error.

Next, we discuss which labels should be in-
cluded or excluded in the task. First, Uninter-
pretable input should be excluded because these
utterances have no appropriate responses and be-
come noise for the task. We also exclude Unsup-
ported action and Endpoint error. An IA do not
require user feedback for these errors because no
components in the IA is responsible for the errors
and the IA is aware the error causes in these la-
bels. In addition, the benefits of detecting these
errors are limited because these errors are rarely
observed in reformulation as shown in Table 2. In
conclusion, we use No error, ASR error, NLU er-
ror, and LG error for the task.
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Figure 2: Annotation flowchart.

3.4 Task Definition

Here, we describe the task of reformulation cause
prediction. Our goal is to predict the reformulation
cause of U1 between different components using
the information from U1 and U2. Specifically, we
predict one of the four labels in Table 1, No er-
ror, ASR error, NLU error, and LG error. For ex-
ample, we want to predict as NLU error from the
conversation logs of (U1:“Alarm.”, R:“Here are
the search results for Alarm.”, U2:“Open alarm.”).
These labels are useful for IA developers to im-
prove system performance.

4 Analysis

We analyze the statistical differences between re-
formulation causes prior to the experiments and
exploit the findings for engineering features.

4.1 Analysis of Correction Types

Here, we analyze the correction types when an
IA user is trying to correct a previous utterance.
We simplify the definition of (Swerts et al., 2000)
and define four correction types: ADD, OMIT ,
PAR, and OTHER. Their definitions are as fol-
lows.

ADD A sequence of words is added to U1.

Type Example
ADD What’s the weather in Nara today?
OMIT What’s the weather?
PAR How about the weather today?
OTHER How about the humidity today?

Table 3: Example corrections of “What’s the
weather today?” in each correction type.

ADD OMIT PAR OTHER
No error 27.1 7.2 58.1 7.4
ASR error 7.5 6.0 74.2 12.3
NLU error 27.9 19.8 41.9 10.5
LG error 23.5 19.6 47.1 9.8

Table 4: Distribution of correction types (%).

OMIT A sequence of words in U1 is omitted in
U2.

PAR A sequence of words in U1 changes into an-
other sequence of words in U2.

OTHER Match none of preceding correction
types.

Note that U1 and U2 have at least one word in com-
mon in ADD, OMIT , and PAR. Table 3 shows
examples of each correction type.

Table 4 presents the distribution of correction
types. As shown in Table 4, the percentage of
PAR in ASR error is higher than those of other
correction types. In No error, the percentages of
ADD and PAR are large. We can also see that
NLU error and LG error have similar distributions
and that OMIT is more frequent than the other
correction types. This is because when users en-
counter NLU error or LG error, they use differ-
ent types of corrections depending on the situa-
tion: adding words to clarify their intent, omitting
words that seem to be the noise for the system, and
so on. We expect correction types to be useful for
detecting reformulation causes as the distribution
of correction types differs for different error types.

4.2 Analysis of Input Types

Here, we analyze the correlation between error
causes and input types. Input types sometimes dif-
fer between U1 and U2. For example, Jiang et al.
(2013) have reported that users switch from voice
inputs to text inputs when they encounter ASR er-
rors. Table 5 presents the distribution of input
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V2V T2T V2T T2V
No error 75.2 23.5 1.3 0.0
ASR error 94.6 0.0 5.4 0.0
NLU error 70.5 23.8 1.7 4.6
LG error 76.5 23.5 0.0 0.0

Table 5: Distribution of input type switches (%).
For example, V2T means input type of U1 is voice
input and that of U2 is text input.

type switches. As shown in Table 5, distribution
of input type switches differs slightly among the
error causes. As Jiang et al. (2013) have shown,
voice-to-text switches are more frequent for ASR
error than in other causes. We can also see that
both text-to-voice and voice-to-text switches are
observed for NLU error. Compared with these
causes, input type switches are rarely observed for
No error. Interestingly, text-to-voice switches are
not observed for No error either. On the other
hand, small number of voice-to-text switches are
observed for No error. We guess that some users
switch input from voice to text when they sub-
mit similar query by copy and paste the part of
ASR result of their previous utterances. These
findings suggest that users tend to keep using the
same input type while their intents are correctly
recognized. Unlike the other causes, no input type
switches are observed for LG error. We expect
this is due to insufficient data.

5 Features

We divide the features into five categories by their
functions. Session features and reformulation fea-
tures, which are useful for reformulation predic-
tion (Hassan et al., 2015) and system evaluation
(Jiang et al., 2015), are designed to distinguish be-
tween errors or non-errors. Though these features
are also useful for reformulation cause detection,
these are not specialized for detecting reformula-
tion causes. ASR, NLU, and LG features are de-
signed to detect reformulation causes related to
their corresponding components from causes re-
lated to the other components. Table 6 lists the
features.

5.1 Session Features

Features related to session information belong to
this category. In InputType, 1 if an utterance is text
input and 0 if an utterance is voice input (Hassan
et al., 2015). In a web search system, the interval

time between inputs is a useful indicator of search
success (Huang and Efthimiadis, 2009). There-
fore, Interval is useful for distinguishing No error
from the other labels. If CharLen or WordLen of
the utterance is long or short, the utterance possi-
bly contains noise information or lacks informa-
tion for the system.

5.2 Reformulation Features

Features related to reformulation belong to this
category. Features in this category are widely
used in previous methods such as query reformu-
lation detection (Hassan et al., 2015), error de-
tection (Litman et al., 2006), and system perfor-
mance evaluation (Jiang et al., 2015). The correc-
tion type t of Correction(t) is one of ADD, OMIT,
PAR, or OTHER described in Section 4.1. As
shown in Section 4.1, the distribution of correction
types differs among annotation labels. Therefore,
Correction(t) is useful information for predicting
reformulation causes. Voice2Text and Text2Voice
are designed to distinguish ASR error and NLU
error from other errors on the basis of analysis in
Section 4.2.

5.3 ASR Features

Features related to the ASR component belong
to this category. Low ASRConf indicates speech
recognition errors (Hassan et al., 2015). The prob-
ability of misrecognition increases as the recog-
nized voice length increases (Hassan et al., 2015).
Therefore, long VoiceLen may be one signal re-
lated to ASR error. Note that these features are
calculated only when the input type of the utter-
ance is voice input.

5.4 NLU Features

Features related to the NLU component belong to
this category. When a user’s intent in U1 is mis-
understood and that in U2 is correctly understood,
recognized intents or filled slots between the ut-
terances are different. On the other hand, when
a user’s intent in U1 is correctly understood by
the system, the user sometimes uses similar func-
tions subsequently (e.g., requesting weather infor-
mation for Osaka after requesting it for Tokyo.).
Therefore, DifferentIntent and DifferentSlot are
useful to distinguish NLU error from the other er-
rors, and SameIntent is useful to distinguish No
error from the other errors. Note that the intents
used in these features are the intents recognized by

304



Category Name Definition
Session CharLen* Number of characters in utterance.

WordLen* Number of words in utterance.
InputType* 1 if utterance is text input else 0
Interval Time between U1 and U2

Reformulation EditDistance Normalized Levenshtein edit distance between U1 and U2

Correction(t) 1 if U2 is correction type t of U1

CommonWords Number of words appearing in both U1 and U2

Voice2Text 1 if U1 is voice input and U2 is text input
Text2Voice 1 if U1 is text input and U2 is voice input

ASR ASRConf* Speech recognition confidence
VoiceLen* Speech recognition time

NLU SameIntent 1 if recognized intents between U1 and U2 are same
DifferentIntent 1 if recognized intents between U1 and U2 are different
DifferentSlot 1 if some slots in U2 are different from those in U1

IntentType(t)* 1 if recognized intent of utterance is t

LG DialogAct(t)* 1 if utterance contains phrases in dialogue act t

Table 6: List of features. Features marked with “*” were computed for both U1 and U2.

Type Examples
Praise Wow!; Great.
Thanking Thanks.; Thank you.
Backchannel I see.; Yeah.
Accept Yes.; Exactly.
Abuse Shit.; Shut up.
Reject No.; Not like that.
IDU What do you mean?

Table 7: List of dialog acts.

the IA system such as weather information, web
search, application launch, and chat.

5.5 LG Features

Features related to the LG component belong to
this category. If users expect the system to chat,
their utterances may contain phrases commonly
used in chatting. DialogAct(t) is designed to de-
tect these phrases in the utterance. User utterances
of chat intent in IAs have unique characterictics
(e.g., some users curse at the intelligent assistants
(Akasaki and Kaji, 2017)). We defined seven types
of dialogue acts that are common in chats between
users and IAs, as listed in Table 7. Frequently oc-
curring phrases in the user log of the commercial
IA are used for the phrases of each dialogue act.

6 Experiments

6.1 Experimental Settings

The experimental settings of reformulation cause
prediction are as follows.

• The dataset described in Section 3.2 is used
for evaluation. It contains 928 samples.

• We evaluate the performance of the model
with 10-fold cross validation.

• We train the model using a linear SVM clas-
sifier with the features described in section 5.

• We optimize hyper parameters of the classi-
fier with an additional 5-fold cross validation
using only training sets (9-folds used for a
training set is combined and split into 5 new
folds in each validation).

• The baseline model is trained in the same
conditions except that the model uses only
Session and Reformulation features. Com-
parison between the proposed and the base-
line methods enables us to evaluate the effect
of the features related to the components of
IA.

We choose linear SVM because it has scalability
and has outperformed RBF-kernel SVM.
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Precision Recall F1

Baseline (B.) 0.51 0.53 0.51
Proposed 0.67 0.66 0.67+

B. + ASR 0.56 0.59 0.57+

B. + NLU 0.63 0.60 0.61⋆

B. + LG 0.50 0.50 0.49

Table 8: The results of the reformulation cause
prediction.

Gold \ Predict No ASR NLU LG
No error 216 132 29 10
ASR error 67 219 21 10
NLU error 61 54 52 6
LG error 19 17 14 1

(a) Baseline
Gold \ Predict No ASR NLU LG
No error 284 55 27 21
ASR error 38 230 37 12
NLU error 44 29 81 19
LG error 8 12 11 20

(b) Proposed

Table 9: Confusion matrix of reformulation cause
prediction of (a) baseline and (b) proposed meth-
ods.

6.2 Results

Table 8 presents the results for the reformulation
cause prediction. The first row compares the pro-
posed method with the baseline. The proposed
method obtains a 0.67-point F1-measure and out-
performs the baseline. This result shows the ef-
fectiveness of the features related to the compo-
nents of IA. The second row illustrates the per-
formance when one feature set is added to the
baseline. We can see that ASR and NLU fea-
tures improve the performance of the baseline. In
F1-measure, statistical significant differences from
the baseline detected by the paired t-test are de-
noted by + (p < 0.01) and ⋆ (p < 0.05).

Table 9 presents the confusion matrix of the pro-
posed and baseline methods. The results going
diagonally show agreement between the gold la-
bels and the predicted labels. As shown in Table
9, the proposed method outperforms the baseline
regardless of the gold labels. Again, these results
indicate the effectiveness of the features related to
the components of IA.

Table 10 presents F1-measures of each gold la-
bel. Again, the proposed method outperforms the

No ASR NLU LG
Baseline (B.) 0.58 0.59 0.36 0.03
Proposed 0.75+ 0.72+ 0.49⋆ 0.33+

B. + ASR 0.66+ 0.67+ 0.35 0.16
B. + NLU 0.71+ 0.65 0.43 0.25⋆

B. + LG 0.55 0.57 0.32 0.08

Table 10: F1-measure in reformulation cause pre-
diction for each label.

other methods. Focusing on individual labels, F1-
measures of the proposed method are better for
No error and ASR error than for NLU error and
LG error. In other words, F1-measures for NLU
error and LG error are not high. As the perfor-
mances of individual labels are in the order of the
number of samples belonging to the label, we ex-
pect that these low performances are mainly due to
insufficient data and will improve given sufficient
data. Focusing on individual feature sets, ASR and
NLU features are useful for distinguishing No er-
ror from other labels. Note that statistical signifi-
cant differences from the baseline detected by the
paired t-test are denoted by + (p < 0.01) and ⋆
(p < 0.05).

6.3 Results by Input Types

Here we analyze the result of Table 8 by input
types. Table 11 presents the results of reformu-
lation cause prediction by input types. As shown
in Table 11, Both the F1-measures of the proposed
method in voice inputs and text inputs are 0.66.
These results suggest that the proposed method is
robust for both input types. On the other hand,
the F1-measure of the baseline method in voice
inputs is lower than that in text inputs. Particu-
larly, the F1 measure of No error in voice inputs is
lower than that in text inputs. Table 12 presents the
distribution of predicted labels with the following
two conditions. First, U1 and U2 are voice inputs.
Second, gold labels of all samples are No error.
As shown in Table 12, misclassification rate of the
proposed method in No error as ASR error is less
than that of the baseline method. In other words,
the proposed method distinguishes between No er-
ror and ASR error more accurately compared to
the baseline method. These results suggest that
ASR features contribute to the performance im-
provement of the proposed method.
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No ASR NLU LG total
Baseline 0.49 0.58 0.33 0.03 0.47
Proposed 0.73 0.71 0.49 0.30 0.66
# samples 291 300 122 39 752

(a) U1 and U2 are voice inputs.
No ASR NLU LG total

Baseline 0.80 N.A. 0.32 0.00 0.60
Proposed 0.81 N.A. 0.42 0.39 0.66
# samples 91 N.A. 40 12 143

(b) U1 and U2 are text inputs.

Table 11: F1-measure in reformulation cause pre-
diction of each label between input types.

Predicted label No ASR NLU LG
Baseline 129 129 25 8
Proposed 205 53 16 17

Table 12: The number of predicted samples in
reformulation cause prediction in following two
conditions. First, U1 and U2 are voice inputs. Sec-
ond, gold labels of all samples are No error.

6.4 Investigation of Feature Weights

We investigate weights of the features learned by
the linear-kernel SVM to clarify what features
contribute to the reformulation cause prediction.

Table 13 presents top and bottom feature
weights in each label. The median value of the 10
models which are obtained with cross validation
are used for weights in Table 13. Features calcu-
lated from U1 appear in Table 13 but that calcu-
lated from U2 do not appear. This result is not sur-
prising because information related to U1 has more
relationship to reformulation causes compared to
that related to U2. Next, we focus on the features
in individual labels. Features related to their cor-
responding components appear in Table 13 such
as ASRConf in ASR error, SameIntent in NLU er-
ror, and DialogAct in LG error. These results indi-
cate that features designed to detect reformulation
causes related to their corresponding components
work as designed. Finally, we focus on the indi-
vidual features. We observe that features of input
type switches are useful for predicting reformula-
tion causes. In particular, Voice2Text is useful for
detecting ASR error and Text2Voice is useful for
detecting NLU error. These results are consistent
with findings in section 4.2.

Label Feature Weight
No error ASRConf* 1.07

IntentType(SingSong)* 1.05
Voice2Text -1.01
IntentType(DeviceControl)* -1.10

ASR error Voice2Text 1.27
IntentType(Search)* 0.90
ASRConf* -1.51
InputType* -1.77

NLU error Text2Voice 1.43
InputType* 0.94
SameIntent -0.61
IntentType(Dictionary)* -0.77

LG error IntentType(DeviceControl)* 1.08
DialogAct(IDU)* 0.81
DialogAct(Praise)* -0.95
Voice2Text -1.04

Table 13: Top and Bottom two feature weights of
the proposed method. Features marked with “*”
were computed for U1.

7 Future Work

While the proposed method has outperformed the
baseline, there is room for improvement on the
performance. As mentioned in section 6.2, the
performances of individual labels are in the or-
der of the number of samples belonging to the la-
bels. Therefore, we expect that the performance
improves as the dataset size increases. The perfor-
mance will also improve if some features used in
previous studies are added to our features. For ex-
ample, linguistic features such as word n-gram and
language model score are used in previous studies
(Hassan et al., 2015; Meena et al., 2015) but not
used in ours.

8 Conclusion

This paper attempted to predict reformulation
causes in intelligent assistants (IAs). Prior to the
prediction, we first analyzed the cause of reformu-
lation in IAs using user logs obtained from a com-
mercial IA. Based on the analysis, we defined re-
formulation cause prediction as four-class classifi-
cation problem of classifying user utterances into
No error, ASR error, NLU error, or LG error. Fea-
tures are divided into five categories mainly on the
basis of the relations with the components in the
IA. The experiments demonstrated that the pro-
posed method, which combines all feature sets,
outperforms the baseline which uses component-
independent features such as session information
and reformulation related information.
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Abstract

Effective models of social dialog must un-
derstand a broad range of rhetorical and
figurative devices. Rhetorical questions
(RQs) are a type of figurative language
whose aim is to achieve a pragmatic goal,
such as structuring an argument, being
persuasive, emphasizing a point, or be-
ing ironic. While there are computa-
tional models for other forms of figura-
tive language, rhetorical questions have re-
ceived little attention to date. We expand
a small dataset from previous work, pre-
senting a corpus of 10,270 RQs from de-
bate forums and Twitter that represent dif-
ferent discourse functions. We show that
we can clearly distinguish between RQs
and sincere questions (0.76 F1). We then
show that RQs can be used both sarcasti-
cally and non-sarcastically, observing that
non-sarcastic (other) uses of RQs are fre-
quently argumentative in forums, and per-
suasive in tweets. We present experiments
to distinguish between these uses of RQs
using SVM and LSTM models that repre-
sent linguistic features and post-level con-
text, achieving results as high as 0.76 F1
for SARCASTIC and 0.77 F1 for OTHER in
forums, and 0.83 F1 for both SARCASTIC

and OTHER in tweets. We supplement our
quantitative experiments with an in-depth
characterization of the linguistic variation
in RQs.

1 Introduction

Theoretical frameworks for figurative language
posit eight standard forms: indirect questions, id-
iom, irony and sarcasm, metaphor, simile, hy-
perbole, understatement, and rhetorical questions

1 Then why do you call a politician who ran such mea-
sures liberal OH yes, it’s because you’re a republican
and you’re not conservative at all.

2 Can you read? You’re the type that just waits to say
your next piece and never attempts to listen to others.

3 Pray tell, where would I find the atheist church?
Ridiculous.

4 You lost this debate Skeptic, why drag it back up
again? There are plenty of other subjects that we could
debate instead.

(a) RQs in Forums Dialog

5 Are you completely revolting? Then you should slide
into my DMs, because apparently thats the place to be.
#Sarcasm

6 Do you have problems falling asleep? Reduce anxiety,
calm the mind, sleep better naturally [link]

7 The officials messed something up? I’m shocked I tell
you.SHOCKED.

8 Does ANY review get better than this? From a jour-
nalist in New York.

(b) RQs in Twitter Dialog

Table 1: RQs and Following Statements in Forums
and Twitter Dialog

(Roberts and Kreuz, 1994). While computational
models have been developed for many of these
forms, rhetorical questions (RQs) have received
little attention to date. Table 1 shows examples
of RQs from social media in debate forums and
Twitter, where their use is prevalent.

RQs are defined as utterances that have the
structure of a question, but which are not intended
to seek information or elicit an answer (Rohde,
2006; Frank, 1990; Ilie, 1994; Sadock, 1971). RQs
are often used in arguments and expressions of
opinion, advertisements and other persuasive do-
mains (Petty et al., 1981), and are frequent in so-
cial media and other types of informal language.

Corpus creation and computational models for
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some forms of figurative language have been fa-
cilitated by the use of hashtags in Twitter, e.g. the
#sarcasm hashtag (Bamman and Smith, 2015;
Riloff et al., 2013; Liebrecht et al., 2013). Other
figurative forms, such as similes, can be identified
via lexico-syntactic patterns (Qadir et al., 2016,
2015; Veale and Hao, 2007). RQs are not marked
by a hashtag, and their syntactic form is indis-
tinguishable from standard questions (Han, 2002;
Sadock, 1971).

Previous theoretical work examines the dis-
course functions of RQs and compares the over-
lap in discourse functions across all forms of fig-
urative language (Roberts and Kreuz, 1994). For
RQs, 72% of subjects assign to clarify as a func-
tion, 39% assign discourse management, 28%
mention to emphasize, 56% percent of subjects
assign negative emotion, and another 28% men-
tion positive emotion.1 The discourse functions of
clarification, discourse management and empha-
sis are clearly related to argumentation. One of
the other largest overlaps in discourse function be-
tween RQs and other figurative forms is between
RQs and irony/sarcasm (62% overlap), and there
are many studies describing how RQs are used sar-
castically (Gibbs, 2000; Ilie, 1994).

To better understand the relationship between
RQs and irony/sarcasm, we expand on a small ex-
isting dataset of RQs in debate forums from our
previous work (Oraby et al., 2016), ending up with
a corpus of 2,496 RQs and the self-answers or
statements that follow them. We use the heuris-
tic described in that work to collect a completely
novel corpus of 7,774 RQs from Twitter. Exam-
ples from our final dataset of 10,270 RQs and
their following self-answers/statements are shown
in Table 1. We observe great diversity in the use of
RQs, ranging from sarcastic and mocking (such as
the forum post in Row 2), to offering advice based
on some anticipated answer (such as the tweet in
Row 6).

In this study, we first show that RQs can clearly
be distinguished from sincere, information-
seeking questions (0.76 F1). Because we are inter-
ested in how RQs are used sarcastically, we define
our task as distinguishing sarcastic uses from other
uses RQs, observing that non-sarcastic RQs are of-
ten used argumentatively in forums (as opposed
to the more mocking sarcastic uses), and persua-

1Subjects could provide multiple discourse functions for
RQs, thus the frequencies do not add to 1.

sively in Twitter (as frequent advertisements and
calls-to-action). To distinguish between sarcas-
tic and other uses, we perform classification ex-
periments using SVM and LSTM models, explor-
ing different levels of context, and showing that
adding linguistic features improves classification
results in both domains.

This paper provides the first in-depth investiga-
tion of the use of RQs in different forms of social
media dialog. We present a novel task, dataset2,
and results aimed at understanding how RQs can
be recognized, and how sarcastic and other uses of
RQs can be distinguished.

2 Related Work

Much of the previous work on RQs has focused
on RQs as a form of figurative language, and
on describing their discourse functions (Schaf-
fer, 2005; Gibbs, 2000; Roberts and Kreuz, 1994;
Frank, 1990; Petty et al., 1981). Related work
in linguistics has primarily focused on the differ-
ences between RQs and standard questions (Han,
2002; Ilie, 1994; Han, 1997). For example Sadock
(1971) shows that RQs can be followed by a yet
clause, and that the discourse cue after all at the
beginning of the question leads to its interpreta-
tion as an RQ. Phrases such as by any chance are
primarily used on information seeking questions,
while negative polarity items such as lift a finger
or budge an inch can only be used with RQs, e.g.
Did John help with the party? vs. Did John lift a
finger to help with the party?

RQs were introduced into the DAMSL coding
scheme when it was applied to the Switchboard
corpus (Jurafsky et al., 1997). To our knowledge,
the only computational work utilizing that data is
by Battasali et al. (2015), who used n-gram lan-
guage models with pre- and post-context to dis-
tinguish RQs from regular questions in SWBD-
DAMSL. Using context improved their results to
0.83 F1 on a balanced dataset of 958 instances,
demonstrating that context information could be
very useful for this task.

Although it has been observed in the literature
that RQs are often used sarcastically (Gibbs, 2000;
Ilie, 1994), previous work on sarcasm classifica-
tion has not focused on RQs (Bamman and Smith,
2015; Riloff et al., 2013; Liebrecht et al., 2013; Fi-
latova, 2012; González-Ibáñez et al., 2011; Davi-

2The Sarcasm RQ corpus will be available at:
https://nlds.soe.ucsc.edu/sarcasm-rq.
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dov et al., 2010; Tsur et al., 2010). Riloff et al.
(2013) investigated the utility of sequential fea-
tures in tweets, emphasizing a subtype of sar-
casm that consists of an expression of positive
emotion contrasted with a negative situation, and
showed that sequential features performed much
better than features that did not capture sequen-
tial information. More recent work on sarcasm
has focused specifically on sarcasm identification
on Twitter using neural network approaches (Poria
et al, 2016; Ghosh and Veale, 2016; Zhang et al.,
2016; Amir et al., 2016).

Other work emphasizes features of semantic
incongruity in recognizing sarcasm (Joshi et al.,
2015; Reyes et al., 2012). Sarcastic RQs clearly
feature semantic incongruity, in some cases by
expressing the certainty of particular facts in the
frame of a question, and in other cases by asking
questions like “Can you read?” (Row 2 in Ta-
ble 1), a competence which a speaker must have,
prima facie, to participate in online discussion.

To our knowledge, our previous work is the
first to consider the task of distinguishing sarcas-
tic vs. not-sarcastic RQs, where we construct a
corpus of sarcasm in three types: generic, RQ,
and hyperbole, and provide simple baseline exper-
iments using ngrams (0.70 F1 for SARC and 0.71
F1 for NOT-SARC) (Oraby et al., 2016). Here, we
adopt the same heuristic for gathering RQs and ex-
pand the corpus in debate forums, also collecting
a novel Twitter corpus. We show that we can dis-
tinguish between SARCASTIC and OTHER uses of
RQs that we observe, such as argumentation and
persuasion in forums and Twitter, respectively. We
show that linguistic features aid in the classifica-
tion task, and explore the effects of context, using
traditional and neural models.

3 Corpus Creation

Sarcasm is a prevalent discourse function of RQs.
In previous work, we observe both sarcastic and
not-sarcastic uses of RQs in forums, and collect a
set of sarcastic and not-sarcastic RQs in debate by
using a heuristic stating that an RQ is a question
that occurs in the middle of a turn, and which is
answered immediately by the speaker themselves
(Oraby et al., 2016). RQs are thus defined inten-
tionally: the speaker indicates that their intention
is not to elicit an answer by not ceding the turn.3

3We acknowledge that this method may miss RQs that do
not follow this heuristic, but opt to use this conservative pat-

SARCASTIC

1 Do you even read what anyone posts? Try it, you
might learn something.......maybe not.......

2 If they haven’t been discovered yet, HOW THE
BLOODY HELL DO YOU KNOW? Ten percent
more brains and you’d be pondlife.

OTHER

3 How is that related to deterrence? Once again, deter-
rence is preventing through the fear of consequences.

4 Well, you didn’t have my experiences, now did you?
Each woman who has an abortion could have innumer-
ous circumstances and experiences.

(a) SARC vs. OTHER RQs in Forums

SARCASTIC

5 When something goes wrong, what’s the easiest
thing to do? Blame the victim! Obviously they had
it coming #sarcasm #itsajoke #dontlynchme

6 You know what’s the best? Unreliable friends.
They’re so much un. #sarcasm #whatever.

OTHER

7 And what, Socrates, is the food of the soul? Surely, I
said, knowledge is the food of the soul. Plato

8 Craft ladies, salon owners, party planners? You need
to state your #business [link]

(b) SARC vs. OTHER RQs in Twitter

Table 2: Sarcastic vs. Other Uses of RQs

In this work, we are interested in doing a closer
analysis of RQs in social media. We use the same
RQ-collection heuristic from previous work to
expand our corpus of SARCASTIC vs. OTHER

uses RQs in debate forums, and create another
completely novel corpus of RQs in Twitter. We
observe that the other uses of RQs in forums
are often argumentative, aimed at structuring an
argument more emphatically, clearly, or concisely,
whereas in Twitter they are frequently persuasive
in nature, aimed at advertising or grabbing atten-
tion. Table 2 shows examples of sarcastic and
other uses of RQs in our corpus, and we describe
our data collection methods for both domains
below.

Debate Forums: The Internet Argument Corpus
(IAC 2.0) (Abbott et al., 2016) contains a large
number of discussions about politics and social is-
sues, making it a good source of RQs. Following
our previous work (2016), we first extract RQs in

tern for expanding the data to avoid introducing extra noise.
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posts whose length varies from 10-150 words, and
collect five annotations for each of the RQs paired
with the context of their following statements.

We ask Turkers to specify whether or not
the RQ-response pair is sarcastic, as a binary
question. We count a post as “sarcastic” if the
majority of annotators (at least 3 of the 5) labeled
the post as sarcastic. Including the 851 posts per
class from previous work (Oraby et al., 2016),
this resulted in 1,248 sarcastic posts out of 4,840
(25.8%), a significantly larger percentage than the
estimated 12% sarcasm ratio in debate forums
(Swanson et al., 2014). We then balance the 1,248
sarcastic RQs with an equal number of RQs that
0 or 1 annotators voted as sarcastic, giving us a
total of 2,496 RQ pairs. For our experiments, all
annotators had above 80% agreement with the
majority vote.

Twitter: We also extract RQs defined as above
from a set of 80,000 tweets with a #sarcasm,
#sarcastic, or #sarcastictweet hashtag.
We use the hashtags as “labels”, as in other work
(Riloff et al., 2013; Reyes et al., 2012). This yields
3,887 sarcastic RQ tweets, again balanced with
3,887 RQ pairs from a set of random tweets (not
containing any sarcasm-related hashtags). We re-
move all sarcasm-related hashtags and username
mentions (prefixed with an “@”) from the posts,
for a total of 7,774 total RQ tweets.

4 Experimental Results

In this section, we present experiments classifying
rhetorical vs. information-seeking questions, then
sarcastic vs. other uses of RQs.

4.1 RQs vs. Information-Seeking Qs

By definition, fact-seeking questions are not RQs.
We take advantage of the annotations provided
for subsets of the IAC, in particular the sub-
corpus that distinguishes FACTUAL posts from
EMOTIONAL posts (Abbott et al., 2016; Oraby
et al., 2015).4 Table 3 shows examples of
FACTUAL/INFO-SEEKING questions.

To test whether RQ and FACTUAL/INFO-
SEEKING questions are easily distinguishable, we
randomly select a sample of 1,020 questions from
our forums RQ corpus, and balance them with
the same number of questions from FACT corpus.
We divide the question data into 80% train and

4https://nlds.soe.ucsc.edu/factfeel

FACTUAL/INFO-SEEKING QUESTIONS

1 How do you justify claims about covering only a frac-
tion more ?

2 If someone is an attorney or in law enforcement, would
you please give an interpretation?

Table 3: Examples of Information-Seeking Ques-
tions

20% test, and use an SVM classifier (Pedregosa
et al., 2011), with GoogleNews Word2Vec (W2V)
(Mikolov et al., 2013) features. We perform a
grid-search on our training set using 3-fold cross-
validation for parameter tuning, and report results
on our test set. Table 4 shows the precision (P), re-
call (R) and F1 scores we achieve, showing good
classification performance for distinguishing both
classes, at 0.76 F1 for the RQ class, and 0.74 F1
for the FACTUAL/INFO-SEEKING class.

# Class P R F1

1 RQ 0.74 0.79 0.76
2 FACT 0.77 0.72 0.74

Table 4: Supervised Learning Results for RQs vs.
Fact/Info-Seeking Questions in Debate Forums

4.2 Sarcastic vs. Other Uses of RQs

Next, we focus on distinguishing SARCASTIC

from OTHER uses of RQs in forums and Twit-
ter. We divide the full RQ data from each domain
(2,496 forums and 7,774 tweets, balanced between
the two classes) into 80% train and 20% test data.
We experiment with two models, an SVM clas-
sifier from Scikit Learn (Pedregosa et al., 2011),
and a bidirectional LSTM model (Chollet, 2015)
with a TensorFlow backend (Abadi et al., 2016).
We perform a grid-search using cross-validation
on our training set for parameter tuning, and re-
port results on our test set.

For each of the models, we establish a base-
line with W2V features (Google News-trained
Word2Vec size 300 (Mikolov et al., 2013) for the
debate forums, and Twitter-trained Word2Vec size
400 (Godin et al., 2015), for the tweets). We
experiment with different embedding representa-
tions, finding that we achieve best results by aver-
aging the word embeddings for each input when
using SVM, and creating an embedding matrix
(number of words by embedding size for each in-
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Figure 1: LSTM Network Architecture

put) as input to an embedding layer when using
LSTM.5

For our LSTM model, we experiment with var-
ious different layer architectures from previous
work (Poria et al, 2016; Ghosh and Veale, 2016;
Zhang et al., 2016; Amir et al., 2016). For our fi-
nal model (shown in Figure 1), we use a sequential
embedding layer, 1D convolutional layer, max-
pooling, a bidirectional LSTM, dropout layer, and
a sequence of dense and dropout layers with a final
sigmoid activation layer for the output.

For additional features, we experiment with us-
ing post-level scores (frequency of each category
in the input, normalized by word count) from the
Linguistic Inquiry and Word Count (LIWC) tool
(Pennebaker et al., 2001). We experiment with
which LIWC categories to include as features on
our training data, and end up with a set of 20 cat-
egories for each domain6, as shown in Table 5.
When adding features to the LSTM model, we in-
clude a dense and merge layer to concatenate fea-
tures, followed by the dense and dropout layers
and sigmoid output.

We experiment with different levels of textual
context in training for both the forums and Twit-
ter data (keeping our test set constant, always test-
ing on only the RQ and self-answer portion of the
text). We are motivated by the intuition that train-
ing on larger context will help us identify more
informative segments of RQs in test. Specifically,

5In future work, we plan to further explore the effects of
different embedding representations on model performance.

6We discuss some of the highly-informative LIWC cate-
gories by domain in Sec. 5.

Debate Forums Tweets

2nd PERSON 2nd PERSON

3rd PERSON PLURAL 3rd PERSON PLURAL

3rd PERSON SINGULAR ARTICLES

ADVERBS AUXILIARY VERBS

AFFILIATION CERTAINTY

ASSENT COLON

AUXILIARY VERBS COMMA

COMPARE CONJUNCTION

EXCLAMATION MARKS FRIENDS

FOCUS FUTURE MALE

FRIENDS NEGATIONS

FUNCTION NEGATIVE EMOTION

HEALTH PARENTHESIS

INFORMAL QUOTE MARKS

INTERROGATIVES RISK

NETSPEAK SADNESS

NUMERALS SEMICOLON

QUANTIFIERS SWEAR WORDS

REWARDS WORD COUNT

SADNESS WORDS PER SENTENCE

Table 5: LIWC Features by Domain

we test four different levels of context representa-
tion:

• RQ: only the RQ and its self-answer
• Pre+RQ: the preceding context and the RQ
• RQ + Post: the RQ and following context
• FullText: the full text or tweet (all context)

Table 6 presents our results on the classification
task by model for each domain, showing P, R, and
F1 scores for each class (forums in Table 6a and
Twitter in Table 6b). For each domain, we present
the same experiments for both models (SVM and
LSTM), first showing a W2V baseline (Rows 1
and 6 in both tables), then adding in LIWC (Rows
2 and 7), and finally presenting results for W2V
and LIWC features on different context levels
(Rows 2-5 for SVM and Rows 7-10 for LSTM).

Debate Forums: From Table 6a, for both mod-
els, we observe that the addition of LIWC features
gives us a large improvement over the baseline of
just W2V features, particularly for the SARC class
(from 0.72 F1 to 0.76 F1 SARC and 0.73 F1 to 0.77
F1 OTHER for SVM in Rows 1-2, and from 0.68 F1
to 0.72 F1 SARC and 0.74 F1 to 0.75 F1 OTHER

for LSTM in Rows 6-7). Our best results come
from the SVM model, with best scores of 0.76 F1
for SARC and 0.77 OTHER in Row 2 from using
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SARCASTIC OTHER

# Domain Model Features Training P R F1 P R F1

1 Forums SVM W2VGoogle RQ 0.74 0.70 0.72 0.71 0.75 0.73
2 W2VGoogle+LIWC RQ 0.78 0.74 0.76 0.75 0.79 0.77
3 Pre + RQ 0.76 0.72 0.74 0.73 0.78 0.76
4 RQ + Post 0.75 0.76 0.75 0.76 0.74 0.75
5 Full Text 0.75 0.77 0.76 0.76 0.74 0.75
6 LSTM W2VGoogle RQ 0.76 0.62 0.68 0.68 0.80 0.74
7 W2VGoogle+LIWC RQ 0.76 0.68 0.72 0.71 0.79 0.75
8 Pre + RQ 0.81 0.60 0.69 0.68 0.86 0.76
9 RQ + Post 0.74 0.76 0.75 0.76 0.74 0.75
10 Full Text 0.76 0.67 0.71 0.70 0.78 0.74

(a) Supervised Learning Results on Debate Forums

SARCASTIC OTHER

# Domain Model Features Training P R F1 P R F1

1 Twitter SVM W2VTweet RQ 0.77 0.85 0.80 0.83 0.74 0.78
2 W2VTweet +LIWC RQ 0.80 0.86 0.83 0.85 0.79 0.82
3 Pre + RQ 0.80 0.87 0.83 0.86 0.78 0.82
4 RQ + Post 0.79 0.87 0.83 0.86 0.77 0.81
5 Full Text 0.80 0.86 0.83 0.85 0.79 0.82
6 LSTM W2VTweet RQ 0.76 0.70 0.73 0.72 0.78 0.75
7 W2VTweet +LIWC RQ 0.80 0.82 0.81 0.82 0.79 0.80
8 Pre + RQ 0.78 0.84 0.81 0.83 0.76 0.80
9 RQ + Post 0.83 0.81 0.82 0.82 0.84 0.83
10 Full Tweet 0.80 0.83 0.82 0.83 0.79 0.81

(b) Supervised Learning Results on Twitter

Table 6: Supervised Learning Results for RQs in Debate Forums and Twitter

only the RQ and self-response in training (with the
same F1 for SARC when training on the full text).

We observe that while the SVM results with
LIWC features do not change significantly de-
pending on the training context (Rows 3-5),
the LSTM model is highly sensitive to context
changes for the SARC class (Rows 8-10). Some
interesting findings emerge when training on dif-
ferent context granularities for LSTM: our best
LSTM results for the SARC class come from train-
ing on the RQ+Post context (0.75 F1 in Row 9),
and for the Pre+RQ context for the OTHER class
(0.76 F1 in Row 8). We note that this increase
in the SARC class from plain word embeddings to
word embeddings combined with LIWC and con-
text is larger than the increase in the OTHER class,
indicating that post-level context for SARC cap-
tures more diverse instances in training. We also

note that these results beat our previous baselines
using only ngram features on the smaller original
dataset of 851 posts per class (0.70 F1 for SARC,
0.71 F1 for NOT-SARC) (Oraby et al., 2016).

We investigate why certain context features
benefit each class differently for LSTM. Table 7
shows examples of single posts, divided into Pre,
RQ, and Post. Looking at Row 1, it is clear that
while the RQ and self-answer portion may not ap-
pear to be sarcastic, the Post context makes the
sarcasm much more pronounced. This is frequent
in the case of sarcastic debate posts, where the
speaker often ends with a sharp remark or an inter-
jection (like “gasp!!!”), or emoticons (like wink-
ing ;) or roll-eyes 8-)). In the case of the OTHER

forums posts, the RQ is often nestled within se-
quences of questions, or other RQ and self-answer
pairs (Row 2).
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SARCASTIC

1 Pre [...] the argument I hear most often from so-
called ’pro-choicers’ is that you cannot legis-
late morality.

RQ Well then what can you legislate? Every law
in existence is legislation of morality!

Post By that way of thinking, then we should have
no laws. If someone kidnaps and murders
your 3-year-old child, then let’s hope the mur-
derer goes free because we cannot legislate
morality!

OTHER

2 Pre what that man did isn’t illegal in the us? you
couldn’t claim self defence if someone run-
ning away like that.

RQ you think that the fact that man had a gun
stopped people getting shot? what would
have happened if he hadn’t would be that the
robbers got away with some money.

Post nothing to do with taking lives. [...]

(a) SARC vs. OTHER RQs in Context on Forums

SARCASTIC

3 Pre Gasp!
RQ Two football players got into it with each

other?! How uncivilized!
Post Lets make a big deal about it! #NFLlogic

#cowboys

OTHER

4 Pre

RQ Are you willing to succeed? The answer isn’t
as simple as you may think.

Post Read my blog post and you’ll see why....
[link]

(b) SARC vs. OTHER RQs in Context on Twitter

Table 7: Sarcastic vs. Other Uses RQs in Context

Twitter: From Table 6b, we observe that the best
result of 0.83 F1 for the SARC class come from
the SVM model (for all context levels), while the
best result of 0.83 F1 for the OTHER class comes
from the LSTM model. We observe a strong per-
formance increase from adding in LIWC features
for both models, even more pronounced than for
forums (0.80 F1 to 0.83 F1 SARC and 0.78 F1 to
0.82 F1 OTHER for SVM in Rows 1-2, and 0.73 F1
to 0.81 F1 SARC and 0.75 F1 to 0.80 F1 OTHER for
LSTM in Rows 6-7).

Again, while the SVM results do not vary based
on changes in context, there is a large improve-
ment in the OTHER class for LSTM when us-
ing RQ + Post level context, giving us our best

OTHER class results. From Table 9 Row 4, we see
an example of a “call-to-action” that are frequent
and distinctive in non-sarcastic Twitter RQs, ask-
ing users to visit a link at the end of a tweet (Post
RQ). In the case of the SARC tweet in Row 3,
the extra tweet-level context (such as initial excla-
mations/interjections) aids in highlighting the sar-
casm, but is limited in length compared to the fo-
rums posts, explaining the smaller gain from con-
text in the Twitter domain for SARC.

Comparing both domains, we observe that the
results for tweets in Table 6b are much higher than
the results for forums in Table 6a, noting that this
could be a result of less lexical diversity and a
larger amount of data, making them more distin-
guishable than the more varied forums posts. We
plan to explore these differences more extensively
in future work.

5 Linguistic Characteristics of RQs by
Class and Domain

In this section, we discuss linguistic characteris-
tics we observe in our SARCASTIC vs OTHER uses
of RQs using the most informative LIWC features.

Previous work has observed that FACTUAL ut-
terances are often very heavy on technical jargon
(Oraby et al., 2015): this is also true of factual
questions. When analyzing differences in LIWC
categories in our factual vs. RQ data, we find that
our factual questions are slightly longer on average
than the RQs (14 words on average compared to
12). We also find significant differences in “func-
tion” word categories (p < 0.05, unpaired t-test)
in LIWC, marking use of personal references, and
“affective processes” (p < 0.005). Both cate-
gories are more prevalent in the RQS than in the
FACT questions, indicating more emotional lan-
guage that is targeted towards the second party.

A qualitative analysis of our SARCASTIC vs.
OTHER data shows that sarcastic RQs in forums
are often followed by short statements that serve
to point attention or mock, whereas the other RQ-
self-response pairs often serve as a technique to
concisely structure an argument. RQs in Twitter
are frequently advertisements (persuasive commu-
nication) (Petty et al., 1981), making them more
distinguishable from the more diverse sarcastic in-
stances. Tables 8 and 9 show examples of LIWC
features that are most characteristic of each do-
main and class based on our experiments. For
ranking, we show the learned feature weight (FW)
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Table 8: Forums LIWC Categories

SARCASTIC

# FW Feature Example

1 15.19 2nd Person Do you ever read headers?
You got a mouth on you as big
as grand canyon.

2 12.09 Informal The hate you’re spewing is
palpable, yet you can’t even
see that can you? Hypocrites,
ya gotta luv em.

3 8.92 Exclamation Force the children to learn
science? How obscene!!

4 4.66 Netspeak To make fun of my title? lol,
how that stings...

OTHER

# FW Feature Example

5 8.98 Interrog. How do you know it’s the
truth? If it were definitive [...]

6 8.54 3rd Person
Plural

what’s the difference? both
are imposing their ideologies

7 3.93 Quantifiers [...] we have minimum wage,
why can’t we have a maxi-
mum wage? some of [...]

8 3.88 Health When will the people press
congress to take up abortion?
It’s the job of congress [...]

Table 9: Tweet LIWC Categories

SARCASTIC

# FW Feature Example

1 15.71 Comma Wait, wait, I can’t...it’s im-
possible...NO WAY?! - a
stiffer track pad?!

2 6.86 Word
Count

Shouldn’t you be in power?
You know best after all.

3 5.89 Negations Can’t we do that already
without brain imaging? I
think it’s called empathy

4 3.91 3rd Person
Plural

How intelligent, they make
the laws and then violate
[them]? That is absurd!

OTHER

# FW Feature Example

5 4.51 Swear
Words

Idk why I’m fighting my
sleep?! Ain’t shit else to do

6 3.60 Risk Have their been launch pad
explosions? That would be a
risk.

7 3.01 2nd Person Do you want a great deal on
[...]? Check out the latest

8 2.83 Friends Can I get 12.7k followers to-
day? :) xo Thanks to everyone
who is following me.

for each class, found by performing 10-fold cross-
validation on each training set using an SVM
model with only LIWC features.

In Table 8, Row 1, we observe that 2nd person
mentions are frequent in the sarcastic debate fo-
rums posts (referring to the other person in the de-
bate), while in the Twitter domain, they come up
as significant features in the non-sarcastic tweets,
where they are used as methods to persuade read-
ers to interact: click a link, like, comment, share
(Table 9, Row 6). Likewise, “informal” words and
more “verbal speech style” non-fluencies, includ-
ing exclamations and social media slang (“nets-
peak”), also appear in sarcastic debate (Table 8,
Rows 2 and 4). Features of sarcastic forums in-
clude exclamations (Table 8, Rows 3), often used
in a hyperbolic or figurative manner (McCarthy
and Carter, 2004; Roberts and Kreuz, 1994). We
find that sarcastic tweets frequently include sets
of exclamations/interjections strung together with
commas (Table 9, Row 1), and are often shorter
than the tweets in the non-sarcastic class (Table 9,
Row 3).

Table 8 shows that “interrogatives” are a strong
feature of argumentative forums (Row 7), as well
as the use of technical jargon (including quanti-
fiers health words with some domain-specific top-

ics, such as abortion) (Row 8). Table 9 indicates
that OTHER tweets frequently contain forms of ad-
vertisement and calls-to-action involving 2nd per-
son references (Row 7). Similarly, RQ tweets
are sometimes used to express frustration (“swear
words” in Row 5), or increase engagement with
references to “friends” and followers (Row 8).

6 Conclusions

In this study, we expand on a small corpus from
previous work to create a large corpus of RQs in
two domains where RQs are prevalent: debate fo-
rums and Twitter. To our knowledge, this is the
first in-depth study dedicated to sarcasm and other
uses of RQs in social media. We present super-
vised learning experiments using traditional and
neural models to classify sarcasm in each domain,
providing analysis of unique features across do-
mains and classes, and exploring the effects of
training of different levels of context.

We first show that we can distinguish between
information-seeking and rhetorical questions (0.76
F1). We then focus on classifying sarcasm in only
the RQs, showing that there are distinct linguis-
tic differences between the methods of expression
used in RQs across forums and Twitter. For fo-
rums, we show that we are able to distinguish be-

317



tween the sarcastic and other uses (noting they
are often argumentative) in forums with 0.76 F1
for SARC and 0.77 F1 for NOT-SARC, improving
on our baselines from previous work on a smaller
dataset (Oraby et al., 2016).

We also explore sarcastic and other uses of RQs
on Twitter, noting that other non-sarcastic uses of
RQs are often advertisements, a form of persua-
sive communication not represented in debate di-
alog. We show that we can distinguish between
sarcastic and other uses of RQ in Twitter with
scores of 0.83 F1 for both the SARC and OTHER

classes. We observe that tweets are generally
more easily distinguished than the more diverse
forums, and that the addition of linguistic cate-
gories from LIWC greatly improves classification
performance. We also note that the LSTM model
is more sensitive to context changes than the SVM
model, and plan to explore the differences between
the models in greater detail in future work.

Other future work also includes expanding our
dataset to capture more instances of what may
characterize RQs across these domains to improve
performance, and also to analyze other interesting
domains, such as Reddit. We believe that it will
be possible to improve our results by using more
robust models, and also by developing features to
represent the sequential properties of RQs by fur-
ther utilizing the larger context of the surrounding
dialog in our analysis.
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Roberto González-Ibáñez, Smaranda Muresan, and
Nina Wacholder. 2011. Identifying sarcasm in twit-
ter: a closer look. In Proceedings of the 49th An-
nual Meeting of the Association for Computational
Linguistics: Human Language Technologies: short
papers. Citeseer, volume 2, pages 581–586.

Chung-hye Han. 1997. Deriving the interpretation of
rhetorical questions. In The Proc. of the Sixteenth
West Coast Conference on Formal Linguistics, WC-
CFL16.

Chung-hye Han. 2002. Interpreting interrogatives as
rhetorical questions. Lingua 112(3):201–229.

318



Cornelia Ilie. 1994. What else can I tell you?: a
pragmatic study of English rhetorical questions
as discursive and argumentative acts. Acta
Universitatis Stockholmiensis: Stockholm stud-
ies in English. Almqvist & Wiksell International.
https://books.google.com/books?id=T2wiAQAAIAAJ.

Aditya Joshi, Vinita Sharma, and Pushpak Bhat-
tacharyya. 2015. Harnessing context incongruity for
sarcasm detection. In Proceedings of the 53rd An-
nual Meeting of the Association for Computational
Linguistics and the 7th International Joint Confer-
ence on Natural Language Processing. volume 2,
pages 757–762.

Dan Jurafsky, Liz Shriberg, and Debra Biasca.
1997. Swbd-damsl labeling project coder’s
manual. Technical report, University of Col-
orado. Available as http://stripe.colorado.edu/ juraf-
sky/manual.august1.html.

Christine Liebrecht, Florian Kunneman, and Antal
van den Bosch. 2013. The perfect solution for
detecting sarcasm in tweets #not. In Proc. of
the 4th Workshop on Computational Approaches to
Subjectivity, Sentiment and Social Media Analysis.
WASSA 2013.

Michael McCarthy and Ronald Carter. 2004. ’There’s
millions of them’: hyperbole in everyday conversa-
tion Journal of Pragmatics 36:149–184.

Tomas Mikolov, Ilya Sutskever, Kai Chen, Greg S Cor-
rado, and Jeff Dean. 2013. Distributed representa-
tions of words and phrases and their compositional-
ity. In Advances in Neural Information Processing
Systems. pages 3111–3119.

Shereen Oraby, Vrindavan Harrison, Ernesto Hernan-
dez, Lena Reed, Ellen Riloff, and Marilyn Walker.
2016. Creating and characterizing a diverse corpus
of sarcasm in dialogue. In Proc. of the SIGDIAL
2015 Conference: The 17th Annual Meeting of the
Special Interest Group on Discourse and Dialogue.

Shereen Oraby, Lena Reed, Ryan Compton, Ellen
Riloff, Marilyn Walker, and Steve Whittaker. 2015.
And thats a fact: Distinguishing factual and emo-
tional argumentation in online dialogue. NAACL
HLT 2015 page 116.

Fabian Pedregosa, Gael Varoquaux, Alexandre Gram-
fort, Vincet Michel, Bertrand Thirion, Oliver Grisel,
Mathieu Blondel, Peter Prettenhofer, Ron Weiss,
Vincent Dubourg, Jake Vanderplas, Alexandre Pas-
sos, David Cournapeau, Matthieu Brucher, Matthieu
Perrot, and Edouard Duchesnay. 2011. Scikit-learn:
Machine learning in Python. Journal of Machine
Learning Research 12:2825–2830.

James Pennebaker, Martha Francis, and Rojer Booth.
2001. LIWC: Linguistic Inquiry and Word Count.

Richard Petty, John Cacioppo, and Martin Heesacker.
1981. Effects of rhetorical questions on persuasion:
A cognitive response analysis. Journal of personal-
ity and social psychology 40(3):432.

Soujanya Poria, Erik Cambria, Devamanyu Hazarika,
and Prateek Vij. 2016. A Deeper Look into Sarcastic
Tweets Using Deep Convolutional Neural Networks.
In 26th International Conference on Computational
Linguistics (COLING2016)

Ashequl Qadir, Ellen Riloff, and Marilyn A. Walker.
2015. Learning to recognize affective polarity in
similes. In Conferenece on Empirical Methods in
NLP, EMNLP-2015.

Ashequl Qadir, Ellen Riloff, and Marilyn A Walker.
2016. Automatically inferring implicit properties
in similes. In Proceedings of NAACL-HLT . pages
1223–1232.

Antonio Reyes, Paolo Rosso, and Davide Buscaldi.
2012. From humor recognition to irony detection:
The figurative language of social media. Data &
Knowledge Engineering .

Ellen Riloff, Ashequl Qadir, Prafulla Surve, Lalin-
dra De Silva, Nathan Gilbert, and Ruihong Huang.
2013. Sarcasm as contrast between a positive senti-
ment and negative situation. In Proceedings of the
2013 Conference on Empirical Methods in Natural
Language Processing.

Richard M Roberts and Roger J Kreuz. 1994. Why
do people use figurative language? Psychological
Science 5(3):159–163.

Hannah Rohde. 2006. Rhetorical questions as re-
dundant interrogatives. Department of Linguistics,
UCSD .

Jerrold M Sadock. 1971. Queclaratives. In Seventh
Regional Meeting of the Chicago Linguistic Society.
volume 7, pages 223–232.

Deborah Schaffer. 2005. Can rhetorical questions func-
tion as retorts? : Is the pope catholic? Journal of
Pragmatics 37:433–600.

Reid Swanson, Stephanie Lukin, Luke Eisenberg,
Thomas Chase Corcoran, and Marilyn A Walker.
2014. Getting reliable annotations for sarcasm in
online dialogues. In Language Resources and Eval-
uation Conference, LREC 2014.

Oren Tsur, Dmitry Davidov, and Ari Rappoport.
2010. Icwsm–a great catchy name: Semi-supervised
recognition of sarcastic sentences in online prod-
uct reviews. In Proceedings of the fourth interna-
tional AAAI conference on weblogs and social me-
dia. pages 162–169.

Tony Veale and Yanfen Hao. 2007. Learning to under-
stand figurative language: from similes to metaphors
to irony. In Proceedings of the Cognitive Science
Society. volume 29.

Meishan Zhang, Yue Zhang, and Guohong Fu. 2016.
Tweet Sarcasm Detection Using Deep Neural Net-
work. In 26th International Conference on Compu-
tational Linguistics (COLING2016)

319



Proceedings of the SIGDIAL 2017 Conference, pages 320–330,
Saarbrücken, Germany, 15-17 August 2017. c©2017 Association for Computational Linguistics

Finding Structure in Figurative Language: Metaphor Detection with
Topic-based Frames

Hyeju Jang, Keith Maki, Eduard Hovy, Carolyn Penstein Rosé
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Abstract

In this paper, we present a novel and
highly effective method for induction and
application of metaphor frame templates
as a step toward detecting metaphor in ex-
tended discourse. We infer implicit facets
of a given metaphor frame using a semi-
supervised bootstrapping approach on an
unlabeled corpus. Our model applies this
frame facet information to metaphor de-
tection, and achieves the state-of-the-art
performance on a social media dataset
when building upon other proven features
in a nonlinear machine learning model.
In addition, we illustrate the mechanism
through which the frame and topic infor-
mation enable the more accurate metaphor
detection.

1 Introduction

Computational work on metaphor has largely fo-
cused on metaphor detection within individual
sentences, for the purpose of identification of
literal meaning, with an eye towards improve-
ment of downstream applications like Machine
Translation. This limited conceptualization of
metaphor within these restricted contexts has al-
lowed prior work to leverage local indicators to
identify metaphorical language, such as the vi-
olation of selectional preferences (Martin, 1996;
Shutova et al., 2010; Huang, 2014) or the use
of abstract vs concrete descriptors (Turney et al.,
2011; Brysbaert et al., 2014; Tsvetkov et al.,
2013). When detecting metaphor in an extended
discourse, and especially for the purpose of mod-
eling the use of metaphor in interaction, however,
a broader conceptualization of metaphor is needed
in order to accommodate the many places where
these simplifying assumptions break down (Jang

et al., 2015, 2016). Detection of metaphors in nat-
uralistic discourse remains an open problem.

To begin to address this gap, this paper suggests
adopting a concept of framing in discourse (Tan-
nen, 1993; Tannen and Wallat, 1987; Gee, 2014;
Minsky, 1975; Schank and Abelson, 1975; Fill-
more, 1976; Fauconnier and Turner, 1998). Fram-
ing is a well-known approach for conceptualiz-
ing discourse processes, with variants that have
arisen in linguistics, cognitive psychology, and ar-
tificial intelligence. This approach stands in con-
trast to conceptualizations of metaphor as a vio-
lation of narrowly defined linguistic rules such as
selectional restrictions, instead adopting a softer,
Gricean notion that an expectation of coherence
broadly construed has been flouted. Specifically, a
metaphor occurs when a speaker brings one frame
into a context governed by another frame, and ex-
plicitly relates parts of each, so that the original
frame’s expectations are extended or enhanced ac-
cording to the new frame.

We propose a novel and highly effective method
for induction and application of metaphor frame
templates as a step toward detecting metaphor
in an extended discourse. Our contributions are
three-fold. (1) We computationally induce frames,
which can be either metaphorically or literally
used, from unannotated text. Our approach infers
the facets of a given frame through template in-
duction using a semi-supervised bootstrapping ap-
proach. Then, (2) we evaluate the obtained tem-
plate in an established metaphor detection task
which distinguishes whether a target word from
the given frame is used metaphorically or literally
in text. We demonstrate that this frame informa-
tion is effective in metaphor detection in combi-
nation with features from Jang et al. (2016) in a
nonlinear machine learning model, which signif-
icantly outperforms Jang et al. (2016), the state-
of-the-art baseline on a social media dataset. Ad-
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ditionally, (3) through error analysis, we illus-
trate the mechanism through which the frame and
topic information that are germane to our ap-
proach enable the more accurate metaphor de-
tection it achieves. Frame switching can occur
not only for metaphor but also for other reasons
e.g., topic switches. Our model provides more
fine-grained information about what pieces of the
frame make the frame metaphorical or literal.
Specifically, in our model, semantically-related
words from the same frame that co-exist around
a target word aid metaphor detection whereas
they confuse metaphor detection in other prior ap-
proaches.

The remainder of the paper is organized as fol-
lows. Section 2 relates our work to prior work.
Section 3 shows how adopting the concept of a
frame may be useful for studying metaphor in dis-
course from a social perspective. Section 4 ex-
plains our semi-supervised approach of template
induction to model a metaphor frame in detail.
Section 5 presents the effectiveness of the frame
information through metaphor detection experi-
ments. Section 6 analyzes the results and identi-
fies when the frame information is beneficial. Sec-
tion 7 concludes the paper.

2 Relation to Prior Work

In this section, we discuss previous computa-
tional work on metaphor that is most relevant to
our study. (For more thorough review, refer to
(Shutova, 2015).) Next, Section 2.1 introduces
approaches to metaphor detection by modeling
metaphorical mapping patterns instead of relying
on the idea of violation of linguistic expectations.
Section 2.2 reviews work that specifically aims
to address problems of metaphor detection in dis-
course. As a direction related to metaphor detec-
tion, Section 2.3 introduces computational work
that extracts properties of similes, which provides
inspiration for our template induction approach
used to induce properties (facets) of a metaphor
frame.

2.1 Modeling Metaphorical Mapping

There are many different types of metaphor in-
cluding metaphors that do not violate any local
linguistic expectations (Jang et al., 2015, 2016).
In order to find other patterns not predicated on
the assumption of constraint violation, one might
investigate which domains are frequently mapped

metaphorically, or what target and source domains
are frequently used together in metaphors.

Within these approaches that model frequent
target and source domain mappings, Shutova et al.
(2010) identified new metaphors by expanding
seed metaphors. The idea in this approach is
that target concepts that are frequently used with
the same source concept occur in similar lexico-
syntactic settings. They cluster nouns (target do-
main) and verbs (source domain), and search the
corpus for metaphors that use the verbs in the
source domain lexicon to represent the target do-
main concepts. Extending Shutova et al. (2010),
(Shutova and Sun, 2013) find metaphorical map-
pings by building and traversing a graph of con-
cepts. Then, they generate lists of salient fea-
tures for the metaphorically connected clusters,
and search the corpus for metaphors that use the
verbs in the salient features to represent the target
domain concepts.

Another approach, Hovy et al. (2013) detected
metaphors using certain semantic patterns appear-
ing in metaphor manifestations. For example,
“sweet” with food is literal, but is metaphorical
with people. By finding these patterns on different
levels, they extended the application of this map-
ping information from a narrow focus on verb re-
lations to other syntactic relations.

Along the same lines, Mohler et al. (2013) pre-
sented a domain-aware semantic signature to cap-
ture source and target domains for a text. A se-
mantic signature represents the placement of a text
on a semantic space by using a set of related Word-
Net senses, and it includes source concept dimen-
sions and target concept dimensions. The primary
idea is that the signature of a known metaphor is
used to detect the same conceptual metaphor.

These approaches are effective for captur-
ing frequent domain specific metaphorical map-
pings, and in appropriate contexts are helpful for
metaphor detection. They also provided valuable
insight to our approach. Nevertheless, they may
overgeneralize in cases where frequent mappings
are metaphorical when applied to an extended dis-
course.

2.2 Metaphor Detection in Discourse

Other approaches, which share more conceptually
with our approach, use context information above
the clause level to more directly address prob-
lems related to metaphor detection in discourse.
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In these contexts, using only local indicators has
less predictive power since metaphor is not always
confined to a single clause in discourse.

In detection of metaphor in running discourse,
coherence in context is an important ingredient.
For example, Jang et al. (2015) detected metaphor
in discourse focusing on modeling the context of
a target word that may or may not have been used
metaphorically. They modeled context as global
and local, using lexical categories and topic dis-
tributions to detect whether cohesion in context
was disrupted. In addition, within a sentence,
they used the idea that interplay between the tar-
get words category and that of other words is in-
dicative of the non-literalness of the target word.
Jang et al. (2016), building on the work of Jang
et al. (2015), more aggressively tackle the prob-
lem that distinguishes metaphorical/literal usage
when there has been a recent topic transition. They
do so by modeling topic transitions in conjunc-
tion with situational context. These approaches
begin to grapple with the challenges of leverag-
ing context, but encounter problems when related
metaphors co-exist around a target word i.e., ex-
tended metaphor. In contrast, in our approach,
nearby related words are strategically used to as-
sist rather than obfuscate metaphor detection.

Detecting extended metaphor is important for
modeling the use of metaphor in communica-
tion. Beigman Klebanov and Beigman (2010) of-
fers an example of studying extended metaphor,
showing that extended metaphors can reveal mo-
tivations behind metaphor use and the effect of
metaphor use on social dynamics in political com-
munication. However, this study was conducted
using manually-annotated extended metaphors on
a small dataset, and to our knowledge there has
been no computational work on detecting ex-
tended metaphor. In this paper, we demonstrate
promising improvement over prior approaches by
leveraging frame facet information on an estab-
lished metaphor detection task. There is no exist-
ing corpus for extended metaphor detection; how-
ever, our error analysis suggests that the broad
conceptualization of metaphor we employ will be
applicable to extended metaphor.

2.3 Extraction of Properties

So far very little computational work has focused
on facets, or properties, of metaphor specifically.
However, the Qadir et al. (2016) approach auto-

matically infers implicit properties evoked by sim-
iles. They generate candidate properties from dif-
ferent sources using a vehicle and an event. Then,
properties are evaluated based on the influence of
multiple simile components: using PMI or similar-
ity between a candidate property and the second
component of a simile, and aggregate ranking of
the properties from different sources. This work is
similar to our work in that it extracts properties re-
lated to the source domain. However, this work
only focuses on similes, which have more for-
mulaic structural patterns compared to metaphors,
e.g. He’s as cold as ice. In addition, the grammat-
ical patterns used in their work are fixed manually
by human intuition whereas we automatically in-
fer the patterns in our work.

3 Metaphor Frames

A metaphor occurs when a speaker brings one
frame into a context/situation governed by an-
other. In this section, we offer a qualitative analy-
sis of the data from this standpoint, and the techni-
cal approach described in Section 4 will build on
this understanding.

The same or related metaphors from the frame
may be used repeatedly. For example, EX(1) com-
pares people to a gun and bullets, and EX(2) com-
pares the world and people to a stage and play-
ers. Related metaphors can be used not only
within a sentence, but also beyond a sentence. For
instance, EX(3) compares the author’s imagina-
tion to a circus and imagination-related things to
circus-related things throughout the paragraph.

EX(1) “He is the pointing gun, we are the
bullets of his desire.”

EX(2) “All the world’s a stage and
men and women merely players.”
(Shakespeare, Twelfth Night)

EX(3) “Bobby Holloway says my imag-
ination is a three-hundred-ring
circus. Currently I was in
ring two hundred and ninety-nine,
with elephants dancing and clowns
cart wheeling and tigers leaping
through rings of fire. The time had
come to step back, leave the main
tent, go buy some popcorn and a
Coke, bliss out, cool down.” (Dean
Koontz, Seize the Night. Bantam,
1999)

322



In the breast cancer discussion forum we use
in our work, community participants frequently
bring in journey and battle frames when talking
about their cancer experience. Depending on what
aspects of the cancer experience they choose to fo-
cus on, they invoke different frames accordingly
even within the same text. For example, in EX(4),
the journey and road metaphors are used to say
that the speaker is having a similar experience with
the hearer. Further on, weapons from the battle
frame are used to emphasize the power of faith and
prayer in cancer treatment. In this way, metaphor
introduces specific facets for specific communica-
tive purposes.

EX(4) “I know, the age thing struck me
too when I read about your bc
journey — we have been going
down the same road at the same
time, only in another part of the
country! It does help to know you
are not alone! How amazing with
the size of your tumor, that you did
not have positive nodes. That is a
miracle in itself. I do believe faith
and prayer are our most powerful
weapons against this disease. It is
what gets me thru each day.”

While metaphor provides resources for the
speaker to use in communication, it also creates
corresponding resources for the hearer. For ex-
ample, EX(5)–EX(8) from the same thread in the
breast cancer discussion forum shows how con-
versational participants repeat and expand one an-
other’s metaphors. The speaker in EX(5) starts
using the falling off the wagon metaphorical id-
iom to convey her opinion that failing to stay on
a controlled diet is okay. EX(6) relays the falling
off part, and connects it to journey. EX(7) and
EX(8) carry the wagon part of the initial post, and
use on the wagon to describe her status (EX(7))
and her wish to the other person with the exten-
sion of get back on after you fall. Although falling
off the wagon and on the wagon are metaphori-
cal idioms, get back on after you fall is a novel
metaphor created by the following speaker. This
novel metaphor is drawn from the wagon frame
that has been brought into this conversation. In
this way, a metaphor that is taken up by multi-
ple speakers may increase empathetic understand-
ing as well as add creative opportunities (e.g., for
“fun”) to the conversation.

EX(5) “falling off the wagon is no big
thing in my opinion, the psycho-
logical good feelings of enjoyment
weigh in big for feeling good.”

EX(6) “Tina falling off is part of this
journey, it is stupid to deny your-
self everything.”

EX(7) “I am on the wagon so far today
. . . ongoing battle.”

EX(8) “Tina — hope you stay on the
wagon, or at least get back on af-
ter you fall!”

As shown in the above examples, metaphor per-
forms social functions through the switching of
frames. In other words, observing frame switches
offers insight into the ways in which people use
metaphor to achieve social goals. The goal of our
work is to lay a computational foundation for de-
tection of such switches so that social strategies
regarding metaphor use in interaction can be ac-
complished as follow-up work. Thus, in this pa-
per, we empirically construct a metaphor frame,
and model the linguistic signals of frame switches.

4 Our Approach

To investigate how a metaphor frame appears in
discourse, we computationally model frames that
can be either metaphorically or literally used.
A frame characterizes a conceptual domain, a
“world” that is defined by a number of co-
occurring facets. For example, the journey do-
main in “life is a journey” or “he took a journey to
Sweden” could have facets such as origin, destina-
tion, path, vehicle, companion, and guide. Using
a journey-related metaphor activates this domain
and its facets, which become available as conver-
sational resources in communication. In our work,
we identify facet “slots” of a frame such as the
origin and destination of the journey frame, and
discover linguistic manifestations of the facets that
fill the slots. We later use this frame information
for metaphor detection, and observe how the same
frame is used metaphorically or literally depend-
ing on its facets. We will call the facet slots facets,
facet categories, or facet slots, and the linguistic
manifestations facet instances.

In order to obtain both facets (template slots)
and facet instances (slot instances), we propose a
simple bootstrapping algorithm (Figure 1) which
expands on the number of the facet instances, in-
spired by earlier bootstrapping approaches such
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Figure 1: System flow diagram.

as (Riloff et al., 1999, 2003; Qadir and Riloff,
2013). In our model, we assume that a sentence
tends to contain more than one important facet of
a metaphor frame. In other words, if a sentence
contains one facet of a metaphor frame, the sen-
tence is likely to contain additional facets. Ad-
ditionally, we assume that facets and dependency
relations have some relationship. There are cer-
tain grammatical patterns that represent semantic
relations that connect facets in context. Note that
we disregard frame facet instances that do not co-
occur with a keyword (e.g., journey) within the
same sentence. This can be considered as a lim-
itation of this approach.

Our bootstrapping process begins with several
seed words (Section 4.1) that specify the do-
main and provide seed facet instances. Using the
seed words, we collect lexico-grammatical pat-
terns (Section 4.2) in unannotated texts and cluster
them to find facets (template slots) (Section 4.3).
Next, the induced patterns are used for identify-
ing facet instances which comprise a facet clus-
ter (Section 4.4). Then, the most representative
facet instances for each cluster are identified and
added to the seed word set. Repeating this pro-
cess expands the seed facet instances and lexico-
grammatical patterns into larger sets. The overall
sequence is illustrated in Table 1.

4.1 Seed Words

The mutual bootstrapping process begins with pre-
defined seed words and a text corpus. The seed
words are the frame related words including the
domain (e.g. journey) and a few examples of rep-
resentative facet instances (e.g. train, long) for
one or more unspecified facets. The corpus is
then filtered for sentences that contain the frame
(e.g. journey) and at least one example seed facet
instance. Note that the sentences in the corpus
are not annotated metaphorical or literal. Since
we are building a frame that can be used either
metaphorically or literally, we do not require sen-

1. Harvest sentences containing the seed
words from the unannotated texts.

2. Parse the harvested sentences, and ob-
tain lexico-grammatical patterns of the
sentences.

3. Cluster the lexico-grammatical pat-
terns.

4. Extract candidate facet instances from
the lexico-grammatical patterns in each
cluster.

5. Compute the score of each candidate
facet instance.

6. Top ranked candidate facet instances of
each cluster are added to the original
seed words.

7. Repeat starting with step 1.

Table 1: The bootstrapping process.

tences where the seed words are used in a de-
sired sense. For this reason, any general corpus
that contains sufficient amount of sentences that
include frame-related words can be used.

4.2 Collect Lexico-Grammar Patterns

We collect lexico-grammatical patterns using the
seed words to represent relations between the do-
main and its facets. Representing relations in this
way is a common approach in event extraction
where relations often appear in text within a verb
relation. For example, in a Bombing event, perpe-
trator can be represented as a person/org who det-
onates, blows up, plants, hurls, stages, launches, or
is detained, suspected, or blamed for the bombing
(Chambers and Jurafsky, 2009). However, repre-
senting a relation for a domain and its facets for
our purpose is not as straightforward as it is in
event extraction because facets appear in more di-
verse ways than merely as verb relations. In partic-
ular, facets appear in a diversity of syntactic con-
texts.
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As a solution, we propose using lexico-
grammatical patterns generated from dependency
paths between a domain word and facet words via
the ROOT. The lexico-grammatical patterns are
defined as the shortest path that passes through
the ROOT in dependencies between the domain
name and seed facet instances. For example, Stan-
fordCoreNLP (Manning et al., 2014) outputs the
dependencies in Table 2 for the sentence She re-
sumed her journey through the city. The lexico-
grammatical pattern that connects journey with
other candidate property words such as she and
city is defined as the reverse path from journey
to ROOT combined with the path from ROOT to
journey. The paths for the example are shown in
Table 3. Words are lemmatized to reduce sparsity.

This lexico-grammatical pattern representation
has advantages. First, it allows representing pat-
terns connecting pairs of words in a position in-
variant manner. For example, in our baseline boot-
strapping model, it is difficult to represent the pat-
tern reach of my journey because reach is not lo-
cated between the slot for a property instance and
journey. However, using the lexico-grammatical
pattern enables formalization of this pattern. Sec-
ond, the lexico-grammar pattern is not affected
by modifiers in the path. For example, the pat-
terns representing the relationships between jour-
ney and she, and between journey and city do not
change even for the sentence “She resumed her
long journey through the city”, in which long has
been added.

4.3 Cluster Lexico-Grammar Patterns

Using the idea that lexico-grammar patterns can
approximate semantic relations, we first cluster
collected lexico-grammar patterns so that each
cluster may represent a different relation (facet
slot).

The feature representation of each pattern is
based on all arguments (e.g., origin and desti-
nation in Table 3) the pattern has in the cor-
pus. For example, the pattern “dobj r(origin, re-
sume), root r(resume, root), root(root, resume),
nmod:through(resume, destination)” in Table 3
may have other origins and destinations in the cor-
pus in addition to many occurrences of “city”. We
use all arguments appearing with the pattern as
features for the pattern, with the feature space size
of the whole vocabulary. This is based on the idea
that patterns with similar arguments would have

similar roles that can be facet slots, which is simi-
lar to the distributional hypothesis (Harris, 1954).

For the clustering algorithm, we use Nonnega-
tive Matrix Factorization (NMF) (Lin, 2007). We
adopt this algorithm because our feature space is
greatly sparse and NMF is effective for sparse
data. We use the scikit-learn (Pedregosa et al.,
2011) implementation of NMF.

4.4 Identify Representative Facet Instances

After obtaining pattern clusters, we extract tokens
that match patterns in each pattern cluster. Tokens
extracted for each pattern cluster are facet instance
candidates.

Although we have clusters of similar facet in-
stance candidates, there are many noisy instances
in each cluster. To determine which instances are
most reliable, we score each instance based on
how far its generating patterns are from the center
of the cluster. Specifically, an instance is scored
high if it is found in more patterns in the cluster,
and in patterns with higher within-cluster scores.
We also take into account how semantically close
each instance is to the other words in the same
cluster. We use the GloVe vector representations
(Pennington et al., 2014) to compute cosine sim-
ilarity between two words. The scoring formula
is shown below, where Ni is the number of dif-
ferent patterns that extracted wordi, Sim is the
average cosine similarity with all other words in
the same cluster, score patternk is within-cluster
score computed by NMF.

score(wordi) = Sim∗
Ni∑

k=1

1+(.01∗score patternk)

(1)
Once the best facet instances are identified in

this ranking step, the new instances are added
to the original seed words, and the process re-
peats. The lexico-grammar patterns and property
instances are clustered again and rescored after
each iteration. The process stops after a speci-
fied number of iterations. For our experiments, we
found five iterations to be sufficient. We leave an
exploration of more heuristic stopping criteria to
future work.

5 Evaluation

We evaluate our learned facet clusters, which de-
fine a particular metaphor frame template, with
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Sentence She resumed her journey through the city.
Dependencies nsubj(resumed-2, She-1) root(ROOT-0, resumed-2) nmod:poss(journey-4, her-3)

dobj(resumed-2, journey-4) case(city-7, through-5) det(city-7, the-6)
nmod:through(resumed-2, city-7)

Table 2: Dependencies from parsed result

origin destination pattern
journey she dobj r(origin, resume), root r(resume, root), root(root, resume),

nsubj(resume, destination)
journey city dobj r(origin, resume), root r(resume, root), root(root, resume),

nmod:through(resume, destination)

Table 3: Examples of lexico-grammar patterns. r represents a reverse dependency.

Model κ F1 P-L R-L P-M R-M A
Frame .204 .602 .381 .369 .826 .833 .732
Unigram .446 .720 .707 .434 .858 .950 .837
Unigram + Frame .485 .742 .665 .520 .874 .927 .838
Jang et al. (2016) .618 .808 .789 .615 .899 .954 .880
Jang et al. (2016) + Frame*** .655 .827 .814 .648 .907 .959 .891

Table 4: Performance on metaphor detection. (Metrics) κ: Cohen’s kappa, F1: average F1 score on
M/L, P-L: precision on literals, R-L: recall on literals, P-M: precision on metaphors, R-M: recall on
metaphors, A: accuracy, ***: highly statistically significant (p < 0.01) improvement over Jang et al.
(2016) by Student’s t-test.

respect to how well they perform for an applica-
tion, metaphor detection. In so doing, we assess
the performance of the represented frame informa-
tion and compare to state-of-the-art models for the
same task. The evaluation results are presented
in Table 4. The results show that our model per-
forms significantly better than the state-of-the-art
model, which indicates that modeling metaphor
in terms of frames is promising for distinguishing
metaphorical and literal usage of words.

Section 5.1 explains our evaluation task, and
which datasets we have used for the evaluation.
Section 5.2 describes baseline systems we com-
pare our model with. Section 5.3 illustrates how
we model the frame information as features for
classification, and explains the classification set-
tings used in our experiments. Finally, Section 5.4
provides the experiment results.

5.1 Evaluation Task

For our experiments, we use the metaphor detec-
tion task as in Jang et al. (2016). The task is to
decide whether a given target word is metaphor-
ically or literally used. Because there is a set of
pre-determined target words, this task is beneficial

to see whether the applied model has disambiguat-
ing power.

We conducted our metaphor detection experi-
ments on a subset of the breast cancer metaphor
dataset annotated by Jang et al. (2015). We chose
to work on this dataset because this dataset con-
tains conversational texts so that we can observe
how people use metaphor in discourse. In ad-
dition, more importantly, this dataset has multi-
ple target metaphors from a single frame, jour-
ney. From the cross-validation and development
datasets used in (Jang et al., 2016), we select the
journey-related words road, train, and ride to eval-
uate the journey frame template we built. We ex-
clude other target words, spice, boat, light, and
candle for our experiments because they do not be-
long to the journey frame. After filtering out these
target words that are not relevant to the journey
frame, the development dataset contains 488 in-
stances, and the cross-validation dataset contains
1,119 instances.

To learn templates for the journey frame, we
use unannotated data from the BookCorpus (Zhu
et al., 2015). The corpus contains 11,038 books
in 16 different genres. Particularly for our ex-
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periments, we use 74,004,228 sentences from the
books, which are provided together with the orig-
inal book files in the corpus. We use this data in-
stead of more conversational data in order to min-
imize errors from detecting sentence boundaries
and parsing, and to ensure broad topical coverage.

5.2 Baselines

First, we compare our model with a baseline Con-
text Unigram Model that uses all the words in
a post as features. Additionally, we compare
our model with (Jang et al., 2016), a state-of-
the-art model on this dataset. Their model uses
sentence-level topic transition features and emo-
tion and cognition related features. We use their
best configuration of features, which includes un-
igram, lexical contrast between a target word and
its global and local context (Jang et al., 2015), and
topic transition surrounding the target word and
emotion and cognition features (Jang et al., 2016).
For comparison to approaches using only local in-
dicators, see (Jang et al., 2015).

5.3 Features and Classification Settings

We extract a vector of binary features for each tar-
get word to indicate which of the learned facets of
the journey frame appear in its immediate context.
The presence of each cluster in the same sentence,
preceding sentence, and following sentence rela-
tive to the target word; as well as the presence of
each cluster in any of those three contexts, is indi-
cated respectively by features in a vector of length
four times the number of clusters.

We used the support vector machine (SVM)
classifier provided in the LightSIDE toolkit
(Mayfield and Rosé, 2010) with sequential mini-
mal optimization (SMO) and a polynomial kernel
of exponent 2. This enables the model to make
use of contingencies between features. We ex-
pect that in order for a frame to be meaningfully
identified, an appropriate topic shift coupled with
identification of associated slot fillers in the nearby
context is needed. The nonlinearity in this model
enables this. For each experiment, we performed
10-fold cross-validation. We also trained the base-
lines with the same SVM settings.

5.4 Results

The results of our classification experiment are
shown in Table 4. We tested our frame features
alone (Frame), with context unigram features (Un-

igram + Frame), and with features from the previ-
ous state of the art ((Jang et al., 2016) + Frame).

Adding our frame features to the baselines im-
proved performance in predicting metaphor de-
tection. We see that our features combined with
the unigram features slightly improved over the
Unigram baseline. However, when our features
are combined with the features from Jang et al.
(2016), we see large gains in performance, which
suggests that there is an synergistic interaction be-
tween our frame features and the features from
Jang et al. (2016).

6 Discussion

Our experiments show that frame facets that ap-
pear in surrounding sentences can be strong indi-
cators of metaphor detection. This is promising,
and suggests that observing frame facets can be
crucial key to understanding how metaphor is used
in discourse. However, the frame facets them-
selves are not as informative as when used with
other features from the baseline. The improved
performance when the frame facets are used with
baseline features in the nonlinear model suggests
that there are interactions among the features. In
this section, we discuss the benefits of our model
by examining prediction errors of our model and
the (Jang et al., 2016) baseline.

The majority of the instances where the base-
line model and our model do not agree is where
our model improves on classifying literal instances
as literal. In these cases, a topic shift is suffi-
cient evidence of a metaphor, but the model with-
out our template slots is not able to determine that.
EX(9) and EX(10) show some specific examples
where the baseline failed by incorrectly predicting
metaphor. In both of these examples, a target word
road is used literally, but the baseline classified it
as metaphorical. Although their own topic tran-
sition features correctly captured that there is no
topic transition in both cases, in combination with
Jang et al. (2015) features, the baseline model did
not make a correct prediction.

EX(9) ... Planning on having my right re-
moved then reconstruction on both
sides . I am an avid runner , road
biker and downhill skier . Was
looking at the tram flap. ...

EX(10) ... I did go to my son ’s for Christ-
mas , 500 miles away . My hus-
band drove and we spent one night
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at our daughters to break up the
time on the road .

When our frame features are added, however,
the model correctly predicted that they are literal.
This is probably because our frame features that
picked up frame facet words surrounding the target
word in combination with topic transition features
strongly signaled literal usage of the target word.
In EX(10), for example, our model picked up the
distance word, miles, in the sentence prior to the
sentence where the target word road resides.

From this, we can see that adding the frame
facet information allows having more complete
frame information for distinguishing metaphorical
and literal usage of the topic frame. Our model
seems to provide more fine-grained information
about what pieces of the frame make it metaphor-
ical or literal.

Conducting an error analysis on the instances
where both baseline and our model failed reveals
the limitations of using a topic frame based ap-
proach in general. EX(11) shows that train is used
literally in the post. However, because there are
different topical words around the target word and
there is no other journey frame words, both (Jang
et al., 2016) model and our model classify the tar-
get word as metaphorical by picking up the topic
transition.

EX(11) ... I woke at 2 a.m. because it was
so quiet . I could n’t hear the frogs
or crickets and then I heard a train
getting louder and louder and then
it threw us around . When we got
out the giant trees looked like x-
mas trees from all the clutter in the
tops of them . ...

7 Conclusion

In this paper, we argued that a frame-based
approach is useful for metaphor detection and
may be useful in subsequent work for studying
metaphor from a social perspective. In particu-
lar, we described a semi-supervised computational
approach for constructing a metaphor frame from
unlabeled text. We demonstrated the effectiveness
of this frame information in metaphor detection
when used together with other proven features in a
nonlinear machine learning model, which suggests
interactions among the features. We discussed the
ways in which the frame and topic information

anchor the classifier to allow for more accurate
metaphor detection.

Although our approach showed promising re-
sults which suggest that how the frame facet infor-
mation is used in text helps determine the frame’s
metaphorical usage, applying frame information
to metaphor detection in this way has a limita-
tion in scalability – we need to know which frame
target words belong to in advance. Our contri-
butions here demonstrated the potential of model-
ing metaphor through the lens of frame theory; we
hope to address scalable ways to leveraging frame
information in future work, for example, by au-
tomatically detecting primary frames that exist in
text.

In addition, we hope to exploit this frame infor-
mation for detecting extended metaphor, a series
of related metaphors under the same frame. Ob-
taining a metaphor corpus that contains a sufficient
amount of extended metaphors is a big challenge.
However, once such a dataset becomes available,
we believe that the findings from this paper will be
applicable in that context.
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Abstract

We apply Reinforcement Learning (RL) to
the problem of incremental dialogue pol-
icy learning in the context of a fast-paced
dialogue game. We compare the policy
learned by RL with a high performance
baseline policy which has been shown to
perform very efficiently (nearly as well as
humans) in this dialogue game. The RL
policy outperforms the baseline policy in
offline simulations (based on real user data).
We provide a detailed comparison of the
RL policy and the baseline policy, includ-
ing information about how much effort and
time it took to develop each one of them.
We also highlight the cases where the RL
policy performs better, and show that un-
derstanding the RL policy can provide valu-
able insights which can inform the creation
of an even better rule-based policy.

1 Introduction

Building incremental spoken dialogue systems
(SDSs) has recently attracted much attention. One
reason for this is that incremental dialogue pro-
cessing allows for increased responsiveness, which
in turn improves task efficiency and user satisfac-
tion. Incrementality in dialogue has been studied in
the context of turn-taking, predicting the next user
utterances/actions, and generating fast system re-
sponses (Skantze and Schlangen, 2009; Schlangen
et al., 2009; Selfridge and Heeman, 2010; DeVault
et al., 2011; Dethlefs et al., 2012a,b; Selfridge
et al., 2012, 2013; Hastie et al., 2013; Baumann and
Schlangen, 2013; Paetzel et al., 2015). Over the
years researchers have tried a variety of approaches
to incremental dialogue processing. One such ap-
proach is using rules whose parameters may be
optimized using real user data (Buß et al., 2010;

Ghigi et al., 2014; Paetzel et al., 2015). Reinforce-
ment Learning (RL) is another method that has
been used to learn policies regarding when the sys-
tem should interrupt the user (barge-in), stay silent,
or generate backchannels in order to improve the
responsiveness of the SDS or increase task success
(Kim et al., 2014; Khouzaimi et al., 2015; Dethlefs
et al., 2016).

We apply RL to the problem of incremental dia-
logue policy learning in the context of a fast-paced
dialogue game. We use a corpus of real user data
for both training and testing. We compare the poli-
cies learned by RL with a high performance base-
line policy which uses parameterized rules (whose
parameters have been optimized using real user
data) and has a carefully designed rule (CDR) struc-
ture. From now on, we will refer to this baseline as
the CDR baseline.

Our contributions are as follows: We provide
an RL method for incremental dialogue processing
based on simplistic features which performs better
in offline simulations (based on real user data) than
the high performance CDR baseline. Note that this
is a very strong baseline which has been shown
to perform very efficiently (nearly as well as hu-
mans) in this dialogue game (Paetzel et al., 2015).
In many studies that use RL for dialogue policy
learning, the focus is on the RL algorithms, the
state-action space representation, and the reward
function. As a result, the rule-based baselines used
for comparing the RL policies against are not as
carefully engineered as they could be, i.e., they are
not the result of iterative improvement and opti-
mization using insights learned from data or user
testing. This is understandable since building a very
strong baseline would be a big project by itself and
would detract attention from the RL problem. In
our case, there was a pre-existing strong CDR base-
line policy which inspired us to investigate whether
it could be outperformed by an RL policy. One of
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our main contributions is that we provide a detailed
comparison of the RL policy and the CDR baseline
policy, including information about how much ef-
fort and time it took to develop each one of them.
We also highlight the cases where the RL policy
performs better, and show that understanding the
RL policy can provide valuable insights which can
inform the creation of an even better rule-based
policy.

2 RDG-Image Game

For this study we used the RDG-Image (Rapid Di-
alogue Game) (Paetzel et al., 2014) dataset and
the high performance baseline Eve system (Sec-
tion 2.2). RDG-Image is a collaborative, two
player, time-constrained, incentivized rapid con-
versational game, and has two player roles, the
Director and the Matcher. The players are given 8
images as shown in Figure 1 in a randomized order.
One of the images is highlighted with a red border
on the Director’s screen (called target image - TI).
The Matcher sees the same 8 images in a different
order but does not know the TI. The Director has to
describe the TI in such a way that the Matcher will
be able to identify it from the distractors as quickly
as possible. The Director and Matcher can talk
back-and-forth freely to accomplish the task. Once
the Matcher believes that he has made the right se-
lection, he clicks on the image and communicates
this to the Director. If the guess is correct then the
team earns 1 point, otherwise 0 points. Now the
Director can press a button so that the game can
continue with a new TI. The game consists of 4
rounds called Sets (from 1 - 4) with varying levels
of complexity. Each round has a predefined time
limit. The goal is to complete as many images as
possible, and thus as a team to earn as many points
as possible.

2.1 Human-Human Data

The RDG-Image data comes in two flavors, human-
human (HH) and human-agent (HA) spoken con-
versations. The HH data was collected by pairing
2 human players in real time and having their con-
versation recorded. The HA conversations were
recorded by pairing a human Director with the
agent Matcher (Section 2.2). In this section, we de-
scribe the HH part of the corpus. The HH data was
collected in two separate experiments, in-lab (Paet-
zel et al., 2014) and over the web (Manuvinakurike
and DeVault, 2015). Figure 1 shows an excerpt

from the HH corpus.
The HH corpus contains the user speech tran-

scribed, and labeled dialogue acts (DAs) along
with carefully annotated time stamps as shown in
Figure 1. This timing information is important
for modeling incrementality. We can observe that
the game conversation involves rapid exchanges
with frequent overlaps. Each episode (dialogue
exchange for each TI) typically begins with the Di-
rector describing the TI and ends with the Matcher
acknowledging the TI selection with the Assert-
Identified (As-I) DA (e.g., “got it”) or As-S (skip-
ping action) DA (e.g., “let’s move on to the next
image”). The Director then requests the next TI
and the game continues until time runs out. Some-
times the Matcher may interrupt the Director with
questions or other illocutionary acts. A complete
list of DAs can be found in (Manuvinakurike et al.,
2016).

In this paper, we are interested in modeling in-
crementality for DAs related to TI selection by the
Matcher. As-I is the most common DA used by
the human Matchers. As-S was not frequently used
by the human Matchers but is used by the base-
line matcher agent to give up on the current TI
and proceed to the next TI to try to increase the
total points scored. Further distinctions between
As-I and As-S are made in Section 2.2. The most
common DA generated by the Director was D-T
(Describe-Target).

2.2 Eve

The baseline agent called Eve (Paetzel et al., 2015)
was developed to play the role of the Matcher using
the HH data. The agent Eve relies on several kinds
of incremental processing. It obtains the 1-best
automatic speech recognition (ASR) hypothesis
every 100ms and forwards it to the natural language
understanding (NLU) module. The NLU module
is a Naive Bayes classifier trained on bag-of-words
features which are generated using a frequency
threshold (frequency >5) on unigrams and bigrams
(dt). The NLU assigns confidence values to the
8 images (called the image set). Let the image
set at time t be It = {i1, ..., i8}, with the correct
target image T ∈ It unknown to the agent. The
maximum probability assigned to any image at time
t is P ∗

t = maxj P (T = ij |dt). We call these
probability values (P (T = ij |dt)) as confidence.
The image with the highest confidence is chosen
as the best selection TI by the agent. Let tc be the
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Figure 1: Example interaction for a set of images in the human-human corpus.

time consumed on the current TI.
Eve’s policy decides between waiting and inter-

rupting the user with As-I or As-S to maximize the
score in the game. She can do it by taking three
actions: i) WAIT: Listen more in the hope that the
user provides more information; ii) As-I: Make the
selection and request the next TI; iii) As-S: Make
the selection and request the next TI as it might
not be fruitful to wait more.1 Eve’s policy depicted
in Algorithm 1, uses two threshold values namely
identification threshold (IT) and give-up threshold
(GT) to select these actions. The IT learned is
the least confidence value (P ∗

t ) above which the
agent uses the As-I action. GT is the maximum
time the agent should WAIT before giving up on
the current image set and requesting the human
Director to move on to the next TI. The IT and GT
values are learned using an offline policy optimiza-
tion method called the Eavesdropper simulation,
which performs an exhaustive grid search to find
the optimal values of IT and GT for each image
set (Paetzel et al., 2015). In this simulation, the
agent is trained offline on the HH conversations
and learns the best values of IT and GT, i.e., the
values that result in scoring the maximum points in
the game. For example, the optimal values learned
for the image set shown in Figure 1 were IT=0.8
and GT=18sec.

The Eve agent is very efficient and carefully en-
gineered to perform well in this task, and serves
as a very strong baseline. In the real user study
reported in Paetzel et al. (2015), Eve in the HA
gameplay scored nearly as well as human users in
HH gameplay. Thus this study provides an opportu-
nity to compare an RL policy with a strong baseline

1For As-S Eve’s utterance is ‘I don’t think I can get that
one. Let’s move on. I clicked randomly’ and for As-I it is
‘Got it’.

Algorithm 1 Eve’s dialogue policy
if P ∗

t > IT & |filtered(dt)| ≥ 1 then
Assert-Identified (As-I)

else if elapsed(t) < GT then
WAIT (continue listening)

else
Request-Skip (As-S)

end if

policy that uses a hand-crafted carefully designed
rule structure (CDR baseline). In the Appendix,
Figure 6 shows an example from the HA corpus.
The data used in the current work comes from both
the HH and HA datasets (see Table 1).

Branch # users # sub-dialogues
Human-Human lab 64 1485
Human-Human web 196 5642
Human-Agent web 175 7393

Table 1: Number of users and number of TI sub-
dialogues used for our study.

2.3 Improving NLU with Agent Conversation
Data

Obviously, the success of the agent heavily depends
on the accuracy of the NLU module. In the earlier
work by Paetzel et al. (2015), the NLU module
was trained on HH conversations. We investigated
whether using HA data would improve the NLU
accuracy or not. Using data from all of the users
director’s speech for all the TIs in the HH branch
only the NLU accuracy was found to be 59.72%.
Using data from the HA branch only resulted in
a lower NLU accuracy of 48.70%. Combining
the HH and HA training data resulted in a higher
accuracy of 61.89%. The improvement associated
with training on HH and HA data is significant
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across all sets of images2. Thus in this work we
use the best performing NLU with the data trained
from both the HH and HA subsets of the corpus.
The overall reported NLU accuracy was averaged
across all the image sets. The NLU module was
trained with the same method as in Paetzel et al.
(2015). Note that for all our experiments, 10% of
the HH data and 10% of the HA data was used for
testing, and the rest was used for training.

2.4 Room for Improvement

Though the baseline agent is impressive in its per-
formance there are a few shortcomings. We in-
vestigated the errors being made by the baseline
policy and identified four primary limitations in
its decision-making. Examples of these limitations
are shown in Figure 2, depicting the NLU assigned
confidence (y-axis) for the human TI descriptions
plotted against the time steps (x-axis).

First, the baseline commits to As-I as soon as the
confidence reaches a high enough value (IT thresh-
old), or As-S when the time consumed exceeds the
GT threshold. In Case 1 the agent decides to skip
(As-S) because the time consumed has exceeded
the GT threshold, instead of waiting more which
would allow for a more distinguishing description
to come from the human Director.

Second, its performance can be negatively af-
fected by instability in the partial ASR results. Ex-
amples of partial ASR results are shown in Figure 8
in the Appendix. In Case 2, the agent could learn
to wait for higher time intervals as the ASR partial
outputs become more stable.

Third, the baseline only commits at high confi-
dence values. Case 3 shows an instance where the
agent can save time by committing to a selection at
a much lesser confidence value.

Fourth, as we can see from Algorithm 1, the base-
line policy does not use “combinations” (or joint
values) of time and confidence to make detailed
decisions.

Perhaps using RL can not only help the agent
learn a more complex strategy but could also pro-
vide insights into developing a better engineered
policy which would not have been intuitive for a di-
alogue designer to come up with. That is, RL could
potentially help in building better rules that would
be much easier to incorporate into the agent and
thus improve its performance. For example, is there

2All the significance tests are performed using student’s t
test.

a combination of time and confidence which is not
currently used by the baseline i.e., not committing
at some initial time slices for high confidence val-
ues and committing at lower confidence values as
the user consumes more time?

3 Design of the RL Policy

The incremental policy decision making is mod-
eled as an MDP (Markov decision process), i.e.,
a tuple (S,A, TP,R, γ). S is a set of states that
the agent can be in. In this task S is represented
by (P ∗

t , tc) features where P ∗
t is the highest con-

fidence score assigned by the NLU for any image
in the image set (P ∗

t 7−→ IR; 0.0 ≤ P ∗
t ≤ 1.0)

and tc is the time consumed for the current TI
(tc 7−→ IR; 0.0 ≤ tc ≤ 45.0)3. The RL learns
a policy π mapping the state (S) to the action (A),
π : S → A, whereA = {As-I, As-S, WAIT} are the
actions to be performed by the agent to maximize
the overall reward in the game. The As-I and As-S
actions map to their corresponding utterances. R is
the reward function and γ a discount factor weight-
ing long-term rewards. TP is the set of transition
probabilities after taking an action.

When the agent is in the state St = (P ∗
t , tc),

executing the WAIT action results in moving to
the state St+1 which corresponds to a new dt+1

which corresponds to the new utterance (See Sec-
tion 2.2) and thus yielding new P ∗

t and tc for the
given episode. The As-I and As-S actions result
in goal states for the agent. Separate policies are
trained per image set similar to the baseline. The
difference between the As-I and As-S action is in
the rewards assigned. The reward function R is as
follows. After the agent performs the As-I action,
it receives a high positive reward for the correct
image selection and a high negative penalty for the
wrong selection. This is to encourage the agent to
learn to guess at the right point of time. There is
a small positive reward of δ for “WAIT” actions,
to encourage the agent to wait before committing
to As-I selections. No reward is provided for the
As-S actions. This is to discourage the agent from
choosing to skip and scoring the points by chance,
and at the same time not penalize the agent for
wanting to skip when it is really necessary. The
reward function for As-S prevents the agent from
getting heavy negative penalties in case the wrong
images are selected by the NLU. In those cases
the confidence would probably be low and thus the

3Each round lasts a maximum of 45 seconds.
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TI: H TI: A TI: B

Yeah so it’s a gray cat with blue eyes It’s a cat laying with eyes closed black Cat blue eyes on blanket black stripes like tiger
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Figure 2: Examples where the agent can do better. The red boxes show the wrong selection by the agent.

agent would not commit to As-I but choose the
action As-S instead.

R =


+δ if action is WAIT
+100 if As-I is right
−100 if As-I is wrong
0 if action is As-S

In this work we use the least squares policy it-
eration (LSPI) (Lagoudakis and Parr, 2003) RL
algorithm implemented in the BURLAP4 java code
library to learn the optimal policy. LSPI is a sample
efficient model-free off-policy method that com-
bines policy iteration with linear value function ap-
proximation. LSPI in our work uses State-Action-
Reward-State (SARS) transitions sampled from the
human interactions data (HH and HA). We use
Gaussian radial basis value function (RBF) rep-
resentation for the confidence (P ∗

t ) and time con-
sumed (tc) features. We treat the state features
as continuous values. The confidence values and
time consumed values are continuous in nature
within the bounds defined i.e., 0.0 ≤ P ∗

t ≤ 1.0
and 0.0 ≤ tc ≤ 45.0. We define 10 basis functions
distributed uniformly for the confidence features
(P ∗

t ) and 45 basis functions for the time consumed
(tc) features. The basis function returns a value
between 0 and 1 with a value of 1 when the query
state has a distance of zero from the function’s
“center” state. As the state gets further away, the

4http://burlap.cs.brown.edu/

basis function’s returned value degrades to a value
of zero.

Initial experimentation with the Vanilla Q-
learning algorithm (Sutton and Barto, 1998) did
not yield good results, due to the very large state
space and consequently data sparsity. Binning the
features, in order to transform their continuous val-
ues into discrete values and thus reduce the size of
the state space, did not help either. That is, hav-
ing a large number of bins did not deal with the
data sparsity problem, and having a small number
of bins made it much harder to learn fine-grained
distinctions between the states. Note that LSPI is
generally considered as a more sample efficient
algorithm than Q-learning.

We run LSPI with a discount factor of 0.99 until
convergence occurs or a maximum of 50 iterations
is reached, whichever happens first. We use 250k
available SARS transitions from the HH and HA
interactions to train the policy. The LSPI returns a
Greedy-Q policy which we use on the test data.

Figure 3 shows the modus operandi of the pol-
icy in this domain. For every time step the ASR
provides a 1-best partial hypothesis for the speech
uttered by the test user. This partial speech recogni-
tion hypothesis is input to the NLU module which
returns the confidence value (P ∗

t ). The time con-
sumed (tc) for the current TI is tracked by the game
logic.
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ASR partials 

Figure 3: Actions taken by the baseline and the RL agent.

pets zoo kitten cocktail bikes yoga necklace
PPS P PPS P PPS P PPS P PPS P PPS P PPS P

Baseline 0.22 37 0.28 27 0.14 14 0.18 23 0.09 13 0.20 3 0.20 4
RL agent 0.23 39 0.31 32 0.13 16 0.19 25 0.14 22 0.11 18 0.12 20

Table 2: Comparison of points per second (PPS) and points (P) earned by the baseline and the RL agent
on the test set.

4 Experimental Setup

For testing, we use the real user held out conver-
sation data from the HH and HA datasets. The
IT and GT thresholds for the baseline Eve were
also retrained (Paetzel et al., 2015) using the same
data and NLU as used to train the RL policy. Fig-
ure 3 shows the setup for testing and comparing the
actions of the RL policy and the baseline. Every
ASR partial corresponds to a state. For every ASR
partial we obtain the highest assigned confidence
score from the NLU, use the time consumed fea-
ture from the game, and obtain the action from the
policy. If the action chosen by the policy is “WAIT”
then we sample the next state. For each pair of
confidence and time consumed values we obtain
the actions from the baseline and the RL policy
separately and compare them with the ground truth
to evaluate which policy performs better. Once the
policy decides to take either the As-I or As-S action
then we advance the simulated game time by an ad-
ditional interval of 750ms or 1500ms respectively.
This is to simulate the conditions in the real user
game where we found that the users on average

take 500ms to click the button to load the next set
of TIs, and the agent takes 250ms to say the As-I
utterance and 1000ms to say the As-S utterance.
The next TI is loaded at this point and then the
process is repeated until the game time runs out for
each user round.

5 Results

The policy learned using RL (LSPI with RBF func-
tions) performs significantly better (p<0.01) in scor-
ing points compared to the baseline agent in offline
simulations. Also, the RL policy takes relatively
more time to commit (As-I or As-S) compared to
the baseline.5 The idea of setting the IT and GT
threshold values in the baseline (Section 2.2) origi-
nally aimed at scoring points rapidly in the game,
i.e., the baseline agent was optimized at scoring
the highest number of points per second (PPS).
The PPS parameter is a measure of how effective
the agent is at scoring points overall, and is calcu-
lated as the ratio of the total points scored by the

5p=0.06; we cannot claim that the time taken is signifi-
cantly higher but there is a trend.
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Figure 4: The RL policy scores significantly more
points than the baseline by investing slightly more
time (graph generated for one of the image sets).

agent divided by the total time consumed. Table 2
shows the points per second and the total points
scored in some of the image sets by the baseline and
the RL. We can observe that the RL consistently
scores more points than the baseline, however this
comes at the cost of additional time. By scoring
more points overall than the baseline, the RL also
scores higher in the PPS metric (p<0.05). Table 3
shows the total points scored and the total time
spent across all the users by the baseline and the
agent. Each set here refers to one round in a game.

Baseline RL
Set P t (s) P t (s)
1 96 510.8 107 528.1
2 75 525.0 85 537.9
3 42 298.9 74 595.2
4 49 531.9 76 592.3

Table 3: The points scored (P) and the time con-
sumed (t) in seconds for different image sets (Set).

Figure 5: Decisions of the RL policy (in blue) vs.
the baseline policy (in red).

Figure 4 depicts this result for an image set of
bikes (images shown in Figure 1). We plot the
total time spent by the agent and the total points

scored. Clearly, the RL policy manages to score
more points than the baseline in a given amount
of time. In order to understand the differences in
the actions taken by the RL policy and the baseline
policy, we plot on a 3 dimensional scatter plot, the
action taken by the policy for confidence values
between 0 and 1 (spaced at 0.1 intervals) and the
time consumed between 0s to 15s (spaced at 100ms
intervals) for one of the image sets (bikes). Fig-
ure 5 shows the decisions made by the RL (in blue)
compared to the decisions made by the baseline (in
red). As we can see there is not much variety in the
decisions of the baseline policy; it basically uses
thresholds (see Algorithm 1) optimized using real
user data. Below we summarize our observations
regarding the actions taken by the RL policy.

i) Regardless of whether the confidence value is
high or low, the RL policy learns to wait for low val-
ues of the time consumed. This may be helping the
RL policy to avoid the problem illustrated in Case 2
in Figure 2, where instability in the early ASR re-
sults for a description can lead an incorrect guess
to be momentarily associated with high confidence.
The RL policy is more keen on waiting and decides
to commit early only when the confidence value
is really high (almost 1.0). ii) Requiring a lower
degree of confidence when the time consumed is
high was also found to be an effective strategy to
score more points in the game. Thus the RL policy
learns to guess (As-I) even at lower confidence val-
ues when the time consumed reaches high values.
This combination of time and confidence values
helps the RL agent perform better w.r.t. points and
consequently PPS in the task.

It is also important to note that the agent does not
wait eternally to make its selection. The human TI
descriptions are collected from real user gameplay
that lasts for a limited number of time steps. That is,
the maximum number of points that the RL policy
can score in simulation is limited by the number
of images described in the real user gameplay. In
the case of the “WAIT” action beyond this point
the agent fails to gather high rewards as the As-I
action was never selected. By the virtue of this
design feature, the RL agent has implicitly learned
the notion of playing the game at a high pace.

Note also that the RL agent has not learned to
always commit at a later time than the baseline.
Table 4 shows the percentage of times (in the test
games) where the RL policy chooses a different
strategy than the baseline. We can see that the RL
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% times Same commit times 48.06
% times Baseline has faster commit 44.77
% times RL has faster commit 7.17

Table 4: Comparison of commit strategies between
baseline and RL (%).

policy commits at the same time instances as the
baseline about 48% of the time. 44.77% of the time
the baseline commits to the TI faster and about 7%
of the time the RL decides to commit earlier to the
TI compared to the baseline.

6 Discussion & Future Work

The cases shown in Figure 2 provide examples of
how the RL policy can outperform the baseline. i)
As the RL agent has learned to not commit to a
decision early it can wait enough time to observe
more user words and thus reach higher confidence
(Case 1). ii) The RL agent is not keen on commit-
ting when it sees an early high confidence value
(like IT for the baseline) but rather waits which
may enable the ASR partials to become more sta-
ble (Case 2). iii) The RL agent also learns to com-
mit at low confidence values as the time consumed
increases and sometimes even committing earlier
than the baseline (Case 3).

6.1 Contrasting Baseline and RL Policy
Building Efforts

Building an SDS with carefullly crafted rules has
often been criticized as a laborious and time con-
suming exercise. This is in contrast to the alter-
native data oriented approaches, which are often
argued to require less time to engineer a solution
and be more scalable. Development of the baseline
system’s policy component took an NLP researcher
approximately two months, including experimen-
tation with alternative rule structures and devel-
opment of the parameter optimization framework.
Note that this effort does not include data collec-
tion. The same amount of effort was put into devel-
oping the RL policy by a researcher with similar
skills. Building the RL policy involved experiment-
ing with various reward functions to suit the task.
Though the reward function is simplistic in our
case, a high negative reward for wrong As-I actions
was required for RL to learn useful policies. It also
takes effort and experimentation to select the right
algorithm (LSPI with value function approxima-
tion vs. Vanilla Q-learning). It is thus hard to claim
which approach is more time-efficient (in terms

of development effort). Figure 7 in the Appendix
shows a comparison of the baseline policy and the
RL policy learned with the Vanilla Q-learning al-
gorithm which did not perform well. It performed
worse than the baseline. We also need to keep in
mind that: i) We cannot claim that the rules learned
by the RL policy could not be implemented in the
hand-crafted system. Bounds on the time and con-
fidence (for example: do not commit as soon as the
confidence exceeds a threshold but rather wait for
a few additional time steps, it is okay to commit
at lower confidence values for higher time values
to perform better, etc.) can be included in the Al-
gorithm 1 and the system can be deployed with
ease. ii) It usually takes time and effort to build a
common infrastructure to experiment between the
two strategies. In this case, experimenting with
the incremental RL policy was simpler as the in-
frastructure and the methodology existed from the
previous work by Manuvinakurike et al. (2015) and
Paetzel et al. (2015). Despite the fact that both ap-
proaches required similar development effort, in
the end, RL did learn a better strategy automati-
cally, at least in our offline simulations (based on
real user data). RL provides advantages compared
to the baseline method. Adding new constraints
into the baseline can be hard. This is because the
baseline method uses exhaustive grid search to set
its parameter values, and it might be exponentially
costly to do this with more constraints. On the
other hand, RL is more scalable as adding features
is relatively easy with RL.

6.2 Future Work

In this work we have showed that RL has potential
for learning policies to make incremental decisions
that yield better results than a high performance
CDR baseline. Our experiments were performed in
simulation (albeit using real user data) and the next
step is to investigate whether these improvements
transfer to real time experiments (real time inter-
action of the agent with human users). Another
interesting avenue for future work is to implement
a hybrid approach of engineering a hand-crafted
policy using the intuitions learned from using RL.
There are still regions of the state space that were
not fully explored by RL. On the other hand, as we
saw, RL can potentially learn interesting policies
which would not have been intuitive for a dialogue
designer to come up with. Therefore, we plan to
explore incorporating intuitions from the RL into
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the high performance CDR baseline and see which
avenue would be more fruitful and if we can get the
best of both worlds. Finally, another idea for future
work is to experiment with Inverse Reinforcement
Learning (Abbeel and Ng, 2004; Nouri et al., 2012;
Kim et al., 2014) in order to potentially learn a
better reward function directly from the data.
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Gašić, James Henderson, Oliver Lemon, Xingkun
Liu, Peter Mika, Nesrine Ben Mustapha, Verena
Rieser, Blaise Thomson, Pirros Tsiakoulis, Yves
Vanrompay, Boris Villazon-Terrazas, and Steve
Young. 2013. Demonstration of the Parlance system:
a data-driven, incremental, spoken dialogue system
for interactive search. In Proceedings of the Annual
Meeting of the Special Interest Group on Discourse
and Dialogue (SIGDIAL). Metz, France, pages 154–
156.

Hatim Khouzaimi, Romain Laroche, and Fabrice
Lefèvre. 2015. Optimising turn-taking strategies
with reinforcement learning. In Proceedings of the
Annual Meeting of the Special Interest Group on Dis-
course and Dialogue (SIGDIAL). Prague, Czech Re-
public, pages 315–324.

Dongho Kim, Catherine Breslin, Pirros Tsiakoulis, Mil-
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Appendix

Example dialogue

Figure 6: Example dialogue for an episode in the
human-agent corpus for the same TI as in Figure 1.

Policy differences

Policy action 
Confidence 

ti
m

e 

Wait 
As-S As-S As-I 

Figure 7: Policy learned by the Vanilla Q-learning
algorithm (blue) compared to the baseline (red).
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ASR Partials 

Figure 8: Actions taken by the baseline and the RL agent for the 1-best ASR increments. The image set is
also shown.
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Abstract

To understand narrative, humans draw in-
ferences about the underlying relations be-
tween narrative events. Cognitive theories
of narrative understanding define these in-
ferences as four different types of causality,
that include pairs of events A, B where A
physically causes B (X drop, X break), to
pairs of events where A causes emotional
state B (Y saw X, Y felt fear). Previous
work on learning narrative relations from
text has either focused on “strict” physical
causality, or has been vague about what re-
lation is being learned. This paper learns
pairs of causal events from a corpus of film
scene descriptions which are action rich
and tend to be told in chronological order.
We show that event pairs induced using our
methods are of high quality and are judged
to have a stronger causal relation than event
pairs from Rel-grams.

1 Introduction

Telling and understanding stories is a central part
of human experience, and many types of human
communication involve narrative structures. The-
ories of narrative posit that NARRATIVE CAUSAL-
ITY underlies human understanding of a narra-
tive (Warren et al., 1979; Trabasso et al., 1989;
Van den Broek, 1990). However previous computa-
tional work on narrative schemas, scripts or event
schemas learn “collections of events that tend to
co-occur” (Chambers and Jurafsky, 2008; Bala-
subramanian et al., 2013; Pichotta and Mooney,
2014), rather than causal relations between events
(Rahimtoroghi et al., 2016). Another limitation of
previous work is that it has mostly been applied
to newswire, limiting what is learned to relations
between newsworthy events, rather than everyday

events (Rahimtoroghi et al., 2016; Hu et al., 2013;
Beamer and Girju, 2009; Manshadi et al., 2008).

Our focus here is on NARRATIVE CAUSAL-
ITY (Trabasso et al., 1989; Van den Broek, 1990),
the four different relations posited by narrative the-
ories to underly narrative coherence:

• PHYSICAL: Event A physically causes event
B to happen

• MOTIVATIONAL: Event A happens with B as
a motivation

• PSYCHOLOGICAL: Event A brings about emo-
tions (expressed in event B)

• ENABLING: Event A creates a state or condi-
tion for B to happen. A enables B.

Previous work on learning causal relations has
primarily focused on physical causality (Riaz and
Girju, 2010; Beamer and Girju, 2009), while our
aim is to learn event pairs manifesting all types
of narrative causality, and test their generality as
a source of causal knowledge. We posit that film
scene descriptions are a good resource for learning
narrative causality because they are: (1) action rich;
(2) about everyday events; and (3) told in temporal
order, providing a primary cue to causality (Beamer
and Girju, 2009; Hu et al., 2013).

Film scenes contain many descriptions encod-
ing PHYSICAL CAUSALITY, e.g. in Fig. 1, Scene
1, Frodo grabs Pippin’s sleeve, causing Pippin to
spill his beer (grab - spill). Pippin then pushes
Frodo away, causing Frodo to stumble backwards
and fall to the floor (push - stumble, stumble - fall,
and push - fall). But they also contain all other
types of narrative causality: in Scene 2, Gandalf
has to stoop, because he wants to avoid hitting his
head on the low ceiling (stoop - avoid: MOTIVA-
TIONAL). He then looks around, and enjoys the
result of looking: the familiarity of Bag End (look -
enjoy: PSYCHOLOGICAL). He turns, which causes
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# Scene
1 Pippin, sitting at the bar, chatting with Lo-

cals. Frodo leaps to his feet and pushes his
way towards the bar. Frodo grabs Pippin’s
sleeve, spilling his beer. Pippin pushes
Frodo away... he stumbles backwards, and
falls to the floor.

2 Bilbo leads Gandalf into Bag End... Cozy
and cluttered with souvenirs of Bilbo’s trav-
els. Gandalf has to stoop to avoid hitting
his head on the low ceiling. Bilbo hangs up
Gandalf’s hat on a peg and trots off down
the hall. Bilbo disappears into the kitchen
as Gandalf looks around.. enjoying the fa-
miliarity of Bag End... He turns, knocking
his head on the light and then walking into
the wooden beam. He groans.

3 Bilbo pulls out the ring... he stares at it
in his palm. With all his will power, Bilbo
allows the ring to slowly slide off his palm
and drop to the floor. The tiny ring lands
with a heavy thud on the wooden floor.

4 GANDALF... lying unconscious on a cold
obsidian floor. He wakes to the sound of rip-
ping and tearing ... rising onto his knees...
lifting his head... Gandalf stands as the cam-
era pulls back to reveal him stranded on the
summit of Orthanc.

Figure 1: Film Scenes from Lord of the Rings

him to knock his head on the light (turn - knock:
the weak causality of ENABLING).1

This paper learns causal pairs from a corpus of
955 films. Because previous work shows that more
specific, detailed causal relations can be learned
from topic-sorted corpora (Riaz and Girju, 2010;
Rahimtoroghi et al., 2016), we explore differences
in learning between genres of film, positing e.g.
that horror films may feature very different types
of events than comedies. We also test the quality
of what is learned when we train on genre specific
texts vs. the whole collection. Our results show
that:

• human judges can distinguish between strong
and weakly causal event pairs induced using
our method (Section 3.1);

1Gandalf did not turn in order to knock, which would have
been MOTIVATIONAL. Nor was it entailed that turning would
cause knocking, which would have been PHYSICAL, because
he clearly could have missed hitting his head if he had been
more careful.

• our strongly causal event pairs are rated as
more likely to be causal than those provided
by the Rel-gram corpus (Balasubramanian
et al., 2013) (Section 3.2);

• human judges can recognize different types of
narrative causality (Section 3.3);

• using both whole-corpus and genre-specific
methods yields similar results for quality, de-
spite the smaller size of the genre-specific sub-
corpora. Moreover, the genre-specific method
learns some event pairs that are different than
whole corpus event-pairs, while still being
high-quality. (Section 3.4);

We explain our method in Section 2, and then
present experimental results in Section 3. We leave
a more detailed discussion of related work until
Section 4 when we can compare it more directly
with our own.

2 Experimental Method

We estimate the likelihood of a narrative causality
relation between events in film scenes.

2.1 Film Scenes & Pre-Processing.
We chose 11 genres with more than 100 films
from a corpus of film scene descriptions (Walker
et al., 2012; Hu et al., 2013),2 resulting in 955
unique films. Film scripts were scraped from the
IMSDb website, film dialogs and scene descrip-
tions were then automatically separated. Films per
genre range from 107 to 579. Films can belong to
multiple genres, e.g. the scenes from The Fellow-
ship of the Ring shown in Figure 1 would become
part of the genres of Action, Adventure, and Fan-
tasy. Each film’s scene descriptions ranges from
2000 to 35000 words. Table 1 enumerates the sizes
of each genre, illustrating the potential tradeoff be-
tween getting good probability estimates for event
co-occurrence when the same events are repeated
within a genre, vs. across the whole corpus. We
use Stanford CoreNLP 3.5.2 to tokenize, lemma-
tize, POS tag, dependency parse and label named
entities (Manning et al., 2014).

2.2 Compute Event Representations.
An event is defined as a verb lemma, as in previ-
ous work (Chambers and Jurafsky, 2008; Do et al.,
2011; Riaz and Girju, 2010; Manshadi et al., 2008).

2From https://nlds.soe.ucsc.edu/fc2
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Genre # Films Word Count Example
Action 290 3,758,387 The Avengers
Adventure 166 2,115,247 Indiana Jones and the Temple of Doom
Comedy 347 3,434,612 All About Steve
Crime 201 2,342,324 The Italian Job
Drama 579 6,680,749 American Beauty
Fantasy 113 1,186,587 Lord of the Rings: Fellowship of the Ring
Horror 149 1,789,667 Scream
Mystery 107 1,346,496 Black Swan
Romance 192 2,022,305 Last Tango in Paris
Sci-Fi 155 1,964,856 I, Robot
Thriller 373 4,548,043 Ghost Rider

Table 1: Distribution of Films By Genre.

We extract events by keeping all tokens whose POS
tags begin with VB: VB, VBD, VBG, VBN, VBP, and
VBZ. This results in extracting deverbal nouns that
implicitly evoke events, such as the events of rip-
ping and tearing in Scene 4 of Figure 1. This defi-
nition also allows us to pick up resultative clauses
along with the action that caused the result (Hovav
and Levin, 2001; Goldberg and Jackendoff, 2004),
e.g. in He slammed the door shut, both slammed
and shut are picked up as verbs. We exclude light
verbs e.g. be, let, do, begin, have, start, try, be-
cause they often only represent a meaningful event
when combined with their complements.

We extract the subject (nsubj, agent), direct ob-
ject (dobj, nsubjpass), indirect object (iobj) and
particle of the verb (compound:prt), if any. In or-
der to abstract and merge different arguments, we
generalize the arguments to two types: person and
something. We generalize an argument to person
when: (1) its named entity type is PERSON; or (2)
it is a pronoun (except “it”); or (3) it is a noun in
WordNet with more than half of its Synsets hav-
ing lexical filename noun.person, e.g. doctor,
soldier, waiter, man, woman. Our narrative causal
semantics would be more specific if we could gen-
eralize over other types of named entities as well,
such as location. However Stanford NER identifi-
able named entities rarely occur in film data.

For every event, we record the combinations of
its arguments and particle for every instance. For
example, the instance of event “pick” in sentence:
He picked it up... a pearl, has combination subj:
person, dobj: something, iobj: none, particle: up.
We pick the combination with the highest frequency
to represent the arguments and particle for each
event.

2.3 Calculating Narrative Causality.
We use the Causal Potential (CP) measure in (1),
shown to work well in previous work (Beamer and
Girju, 2009; Hu et al., 2013):

CP(e1, e2) = PMI (e1, e2) + log
P (e1 → e2)
P (e2 → e1)

(1)

where PMI (e1, e2) = log
P (e1, e2)

P (e1)P (e2)

where the arrow notation means ordered event
pairs, i.e. event e1 occurs before event e2. CP
consists of two terms: the first is pair-wise mutual
information (PMI) and the second is relative order-
ing of bigrams. PMI measures how often events
occur as a pair (without considering their order);
whereas relative ordering accounts for the order of
the event pairs because temporal order is one of
the strongest cues to causality (Beamer and Girju,
2009; Riaz and Girju, 2010).

We obtain the frequency of every event and
event pair for each genre. Unseen event pairs are
smoothed with frequency equal to 1. In this pa-
per, the notion of window size indicates how many
events after the current event are paired with the
current event. We use window sizes 1, 2 and 3, and
calculate narrative causality for each window size.
In film scenes, events are very densely distributed,
(see Figure 1), thus related event pairs are often
adjacent to one another, but the discourse structure
of film scenes, not surprisingly, also contain related
events separated by other events (Grosz and Sidner,
1986; Mann and Thompson, 1987). For example,
in Scene 3 of Figure 1, Bilbo pulling out the ring
enables him to slide it off his palm later (pull out -
slide off ). Moreover, while related events are less
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In this task, we will present you with two pairs of events (upper case verbs) that were automatically extracted from film 
scripts, and ask you to tell us which event pair is more likely to have a narrative causality relation. According to the theories 
of narrative, in a pair of events [A -> B], the narrative causality relation consists of 4 possible types of event relations, given 
below with defining examples. Note that the order of event A and B matters. 
 
(1) Physical Causality: event A physically causes event B to happen. Thus the assumption is that when A is put into the 
context of the story, B will inevitably follow. 
[person PUSH person -> person FALL]: Pippin pushes Frodo away...he stumbles backwards, and falls to the floor. 
(2) Motivational Causality: event A happens with B as a motivation. 
[person SWERVE ->  AVOID something]: He swerves to avoid an ugly pickup truck crawling like a snail ahead. 
(3) Psychological Causality: event A brings about emotions (expressed in event B). 
[person LOOK -> ENJOY]: Bilbo disappears into the kitchen as Gandalf looks around.. enjoying the familiarity of Bag End. 
(4) Enabling Causality:  event A creates a state or condition for B to happen. A enables B. 
[person GRAB something -> YANK something]: Thor grabs the barrel, yanks it out of DeLancey's hands and thrusts the 
hilt back... 

 
Given any common story context that you can imagine, which event pair is more likely to have a narrative causality relation? 
(1) All the events are in their verb base forms. But they can be in any tense in order to satisfy the narrative causality relation. 
(2) Please use the arguments (subject, object etc) as reference only and focus on the events. Arguments are extracted 
automatically and could be incorrect. "person" and "something" are merely indicators of types of arguments (human or thing). 
In an event pair, "person" does not necessarily refer to the same person, and "something" does not necessarily refer to the 
same thing either. 
 
1.         person UNCORK something -> person POUR something 
            person SPEAK -> person CHECK something 
 
…… 
 
20.       person BEND -> person PICK up something 
            person LIFT something -> person CROSS 

Figure 2: Instructions for the MT HIT.

frequently separated (window size 3), we assume
that unrelated events will be filtered out by their
low probabilities. We thus define a CPC measure,
shown in (2) that combines the frequencies across
window size:

CPC (e1, e2) =
wmax∑
i=1

CP i(e1, e2)
i

(2)

where wmax is the max window size.
CP i(e1, e2) is the CP score for event pair
e1, e2 calculated using window size i. The CPC
measure combines frequencies across window
sizes, but punishes event pairs from larger window
sizes, thus assuming that nearby events are more
likely to be causal.

3 Evaluation and Results

We posit that human judgments are the best way to
evaluate the quality of the induced event pairs, as
opposed to automatic measures such as Narrative
Cloze, which assume that the event pairs in a par-
ticular instance of text can be used as held-out test
data (Chambers and Jurafsky, 2008). Our first ex-
periment tests whether event pairs with high CPC
scores are more likely to have a narrative causality

relation. Our second experiment compares pairs
with high CPC scores with their corresponding top
Rel-gram pairs. Our third experiment tests whether
annotators can distinguish narrative causality types.
Our final experiment compares the quality and type
of causal pairs learned on a per genre basis, vs.
those learned on the whole film corpus.

3.1 High vs. Low CPC Event Pairs
After processing all the data, we have a list of event
pairs scored by CPC, and rank-ordered within each
genre. Some of the genre specific event pairs seem
to intuitively reflect their genre, however there are
many learned pairs that are in overlap across genres.
We select the top 3000 event pairs with high scores
from all the genres (“high pairs”). The number of
event pairs from a genre is proportional to the num-
ber of films in that genre. We also select the bottom
6000 event pairs with low scores from all the gen-
res using similar method (“low pairs”). Since many
pairs are duplicated across genre, the high pairs and
low pairs are then de-duplicated (two event pairs
are defined as equal if they have the same verbs in
the same order). We keep the arguments with the
highest frequencies. This result in 960 high pairs.
If an event has no subject, “person” is added as
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# High CPC Pair Low CPC Pair
1 [person] clink [smth] - [person] drink [smth] [person] strike - [person] give [person] [smth]
2 [person] beckon - [person] come [smth] become - [person] hide
3 [person] bend - [person] pick up [smth] [person] lift [smth] - [person] cross
4 [person] cough - [person] splutter [person] force - [smth] show [smth]
5 [person] crane - [person] see [smth] [person] fade - [person] allow [person]

Table 2: Narratively Causal Pairs where all 5 annotators selected the High CPC pair.

subject, since most events have human agents.
For every event pair in the 960 high pairs, we

randomly select a low pair in order to collect hu-
man judgments on Mechanical Turk. The task first
introduces event and event pair definitions, then
defines the four types of narrative causality with
corresponding examples. Turkers are asked to se-
lect the event pair that is more likely to manifest a
narrative causality relation. Each HIT consists of
20 judgements, and we collect 5 judgements per
HIT. Because this task requires some care, Turkers
had to be prequalified. The qualification test aims
to test Turkers’ understanding of narrative causality.
It is similar to the task itself, but with more obvious
choices, such as high CPC pair open - reveal vs low
CPC pair pay - fade. Figure 2 shows a simplified
version of the HIT instructions.3

Genre # High Pairs % Causality
Action 320 86.3

Adventure 171 86.6
Comedy 384 84.9
Crime 23 84.9
Drama 665 82.6
Fantasy 127 90.7
Horror 156 87.2

Mystery 122 87.7
Romance 215 86.0

Sci-Fi 158 88.0
Thriller 405 87.7

Table 3: Percentages of high pairs that receive ma-
jority vote results by genre.

The results show that humans judge the high
pairs as more likely to have a narrative causality
relation in 82.8% of items. Among those, all the
items receive 3 or more votes for the high pairs.
Overall, all five Turkers select the high CPC pairs
in 51% of the items. The average pairwise Krip-
pendorff’s Alpha score is respectable at 0.56.

3The full instructions provide more examples and back-
ground information.

Table 2 shows items where all 5 Turkers selected
the high pair. For example, clink - drink in Row 1
could have either a MOTIVATIONAL or ENABLING

narrative causality depending on the context, but
the causal relation in either case is much clearer
than with the low CPC pair strike - give. Row 2
and Row 5 beckon - come and crane -see both have
ENABLING causality which is a weakly causal rela-
tion, but again more meaningful than their low CPC
counterparts. In Row 3, it is clear that a person of-
ten bends with the motivation to pick up something.
In row 4 a person coughs, PHYSICALLY causes him
to splutter everywhere.

Table 3 shows majority vote results for percent-
ages of high pairs that are considered to exhibit
more narrative causality, sorted by genre. The re-
sults for all genres are good, ranging from∼82% to
∼91%. Interestingly, Drama has the highest num-
ber of films with the lowest percentage of judged
narrative causality, while Fantasy has the lowest
number of films with the highest judged narrative
causality. This may be because the Drama category
is a catch-all (over half of the films are categorized
this way suggesting that it has low coherence as
a genre). The poor performance on Drama would
then be consistent with previous work that shows
that topical coherence (genre in this case) improves
causal relation learning (Rahimtoroghi et al., 2016;
Riaz and Girju, 2010). We will return to this point
in Section 3.4.

3.2 CPC vs. Rel-gram Event Pairs

We then compare the narrative causality event
pairs (high pairs) with event pairs from the Rel-
grams corpus (Balasubramanian et al., 2012, 2013).
Rel-grams (Relational n-grams) are pairs of open-
domain relational tuples (T,T’). They are analogous
to lexical n-grams, but is computed over relations
rather than over words. For example, “A person
who gets arrested is typically charged with some
activity.” yield the tuple: T = ([police] arrest [per-
son]) and T’ = ([person] be charge with [activity]).

346



# Narrative Causality (CPC) Pairs Rel-gram Pairs CPC
Vote #

1 [person] clear [smth] - [person] reveal [smth] [person] clear [smth] - [person] hit [smth] 5
2 [person] embrace - [person] kiss [person] embrace [person] - [person] meet [person] 5
3 [person] empty [something] -[person] reload [person] empty [smth] - [person] shoot [person] 5
4 [person] marry [person] - [person] think [person] marry [person] - [person] die [something] 5
5 [person] stumble - [smth] fall [person] stumble upon [person] - [person] take [person] 5
6 [person] gaze - [smth] drift [person] gaze at [person]- [person] see [person] 0
7 [person] reveal [smth] - [person] sit [person] reveal [person] - [person] see [person] 0
8 [person] watch - [person] appal [person] watch [person] - [person] see [person] 0

Table 4: Items where either CPC event pairs or Rel-gram event pairs were strongly preferred.

Over 1.8M news wire documents are used to build
a database of Rel-grams co-occurence statistics.

Using a similar HIT template, we randomly sam-
ple 100 high CPC event pairs from the 960 high
CPC pairs, where we ensure that each of the first
events of the pairs are distinct. We use the pub-
licly available search interface for Rel-grams4 to
find Rel-gram statement pairs that have the same
first event. Modeling our own experimental setup
we set the co-occurrence window to 55, and select
the Rel-gram pair with the highest #50(FS) (fre-
quency of first statement occurring before second
statement within a window of 50).

To make Rel-gram event pairs similar to ours, we
generalize their arguments to “person” and “some-
thing” manually. We keep the verb particle if any.
For example, the Rel-gram pair “[person] remain
in [location] - [person] become [leader]” is general-
ized to “[person] remain in [something] - [person]
become [something]”. It is possible that this dis-
advantages Rel-grams in some way, but our main
focus is on the causality relation between verbs,
which should not be affected. Moreover the two
sets of event pairs cannot be compared without this
generalization. The same 5 annotators participate
in this 5 HITs (100 items).

The results show that humans judge the CPC
pairs to be more likely to manifest a narrative
causality relation 81% of the time. The average
pairwise Krippendorff’s Alpha score of all Turkers
is 0.482. Table 4 shows items where all Turkers
judge the CPC pairs as more likely to be causally
related. For example, in Row 1 to clear seems
more likely to enable something being revealed,
instead of causing a person to hit something. In
Row 2, even though embrace and kiss might only
have an ENABLING narrative causality relation, the

4http://relgrams.cs.stonybrook.edu/
5The search interface does not support a window size of 3,

thus we chose 5 as it’s the closest window size larger than 1.

reversed causality between embrace and meet in
the Rel-gram pair is based on symmetric condi-
tional probability (SCP) rather than explicit causal
modeling. SCP combines Bigram probability in
both directions as follows:

SCP (e1, e2) = P (e2|e1)× P (e1|e2) (3)

In Row 4, marrying someone might just possibly
enable one to think about something, but could
hardly enable/cause someone to die. In Row 5
stumble physically causes one to fall, while it is
more difficult to see the causal relation between
stumbling on someone and then a person taking
another person (somewhere).

Narrative
Causality Type Count Example Pair

Physical 13 fire - blast
Motivational 29 bend - retrieve
Psychological 9 look - astonish

Enabling 28 lean - whisper

Table 5: Distribution of narrative causality types .

3.3 Narrative Causality Types
Although theories of narrative posit four differ-
ent types of narrative causality, previous work has
not conducted reliability studies with non-experts
such as Turkers. Here we explore whether humans
can distinguish narrative causality types, by asking
Turkers to decide which relation holds between an
event pair. The instructions contain descriptions of
narrative causality types and the strength of these
relations (from strong to weak: PHYSICAL, MOTI-
VATIONAL, PSYCHOLOGICAL and ENABLING (Tra-
basso et al., 1989)). Because the stronger types
of narrative causality could also be considered
ENABLING, Turkers are instructed to choose the
strongest narrative causality that could be applied
to the event pair.
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Fantasy CPC Action CPC
[person] slam [smth] - shut 4.95 [person] huff - [person] puff 5.57
send [smth] - [smth] fly 4.89 bind - gag 5.50
[person] watch - [smth] disappear 4.87 [smth] swerve - avoid [smth] 5.21
[person] turn - face [person] 4.83 [person] bend - [person] pick up [smth] 5.01
[person] pull [smth] - reveal [smth] 4.70 send [smth] - [smth] tumble 4.85
[person] pick up [smth] - carry [smth] 4.54 send [smth] - sprawl 4.83
[person] reach - [person] pull [smth] 4.42 [person] slam [smth] - shut 4.79
Sci-Fi CPC Thriller CPC
[person] bend - [person] pick up [smth] 4.88 bind - gag 5.66
follow - [person] gaze 4.83 [smth] swerve - avoid [smth] 5.37
[person] grab [smth] - [person] yank [smth] 4.83 [person] rummage - [person] find [smth] 5.05
send [smth] - [smth] fly 4.81 [person] inhale - peroson exhale 5.04
[person] slam [smth] - shut 4.78 [person] slam [smth] - shut 5.00
[person] grab [smth] - [person] drag [person] 4.77 send [smth] - [smth] fly 4.97
[person] reach - touch [smth] 4.67 [person] reach - [person] produce [smth] 4.81

Table 6: Event pairs with Highest CPC scores from Fantasy, Action, Sci-Fi and Thriller genres.

We select 100 pairs randomly from the high
CPC pairs of the 479 questions that had the high-
est Turker agreement. Among all 100 questions,
79% of the items receive a majority vote result (3
or more Turkers selecting the same answer). The
distribution of narrative causality types of the 79
items is shown in Table 5. Interestingly, films are
full of motivational causality, which often reflect
action sequences where protagonist pursue partic-
ular narratively relevant goals (Rapp and Gerrig,
2006, 2002).

3.4 Genre Specific Causality
Previous work suggests that topical coherence and
similarity of events within the corpus used for learn-
ing causal/contingent event relations might be as
important as the size of the corpus (Riaz and Girju,
2010; Rahimtoroghi et al., 2016). In other words,
smaller corpora filtered by topic or genre might be
more useful than large undifferentiated sets (Riloff,
1996), although obviously very large corpora that
are topic or genre sorted could be even more useful.
We therefore test whether separating films by genre
yields higher quality event pairs than a method that
combines all films, irrespective of genre. We as-
sume that the very notion of a film genre defines a
set of films with similar types of events.

We first compute a list of CPC scores using films
from all genres and take 960 event pairs with high-
est scores. Comparing the 960 event pairs from all
films with the 960 pairs from merging genres de-
scribed in Section 3.1, we find that 728 pairs over-
lap between the two sets. Thus with the smaller
genre-specific corpora we learn more than 70% of
the same causal pairs. The results shown in Table 3
suggest furthermore that the genre-specific pairs
are high quality.

However, it is still possible that the 232 pairs
from each set that are not in overlap vary in quality
from the 728 pairs that are in overlap. We therefore
pick 100 random pairs from each set, match the
pairs randomly to form items, and repeat the event
pairs comparison HIT with these pairs. The results
suggest that there are no differences between the
two methods as far as quality: in 48 of the 100
questions, pairs from genre-separated method have
Turkers’ majority vote, vs. in 52 of the 100 ques-
tions pairs from combined genres have the majority
vote.

Moreover we obtain more high-quality, reliable
narrative causality relations using both methods,
and we learn some genre-specific causal relations
that we do not learn on the whole corpus. Table 8
shows the the overlap in learned pairs amongst
the top 30 CPC pairs in five of the most distinct
genres (genres with highest percentages in Table 3:
Fantasy, Sci-Fi, Horror, Mystery and Thriller) vs.
all films (All). Mystery has the smallest overlap
with All, followed by Fantasy and Sci-Fi.

To illustrate some of the differences, Table 6
shows event pairs with the highest CPC scores in
Fantasy, Action, Sci-Fi and Thriller genres. Table 7
shows event pairs unique to each genre within its
top 30 CPC pairs.

We also compare our 960 pairs from merging
genres described in Section 3.1 with 200 event
pairs extracted from camping and storm personal
blog stories in Rahimtoroghi et al. (2016). The
only pairs that overlap are: sit - eat, play - sing,
illustrating again that causal relations learned are
not as dependent on the size of the corpus, as they
are on its topical and event-based coherence. Since
most previous work on narrative schemas, scripts,
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Genre Event pairs
Fantasy struggle - get, reveal - stand, see - stand, get - marry, sit - sip, nod - head, make - break, spin - face, take - bite,

watch - disappear, pick - carry
Sci-Fi hear - echo, see - come, look - alarm, widen - see, head - stop, clear - reveal, sit - study, look - puzzle, peek - see
Horror listen - hear, stare - fascinate, hear - muffle, slow - stop, peel - reveal, reach - yank, reach - handle, grab - handle
Mystery slip - fall, dig - pull, walk - reach, look - confuse, sit - eat, knock - open, look - horrify, stop - look, sit - look,

seem - lose
Thriller look - wonder, raise - fire, poise - strike, sit - hunch, rape - murder
All sit - leg, whoop - holler, huff - puff, disappear - reappear, cease - exist, dive - swim, spur - gallop, offer - decline,

contain - omit, hoot - holler, pay - heed

Table 7: Event pairs unique to Fantasy, Sci-Fi, Horror, Mystery, Thriller genres and all films.

Genre All Thr Mys Hor Sci
Fan 8 9 13 15 14
Sci 8 12 14 18
Hor 10 14 14
Mys 7 12
Thr 18

Table 8: Overlap in learned pairs among the most
distinct genres (Fantasy, Sci-Fi, Horror, Mystery
and Thriller) vs. all films (All).

event schemas or rel-grams has only been applied
to one large corpus of newswire (Gigaword corpus),
these methods have only learned relations about
newsworthy topics, and even then, perhaps only
the most frequent, highly common news events.
In contrast, both our approach and that of Rahim-
toroghi et al. (2016) learn fine-grained causal re-
lations that underly narratives, which we believe
are more in the spirit of Schank’s original motiva-
tion for scripts (Lehnert, 1981; Schank et al., 1977;
Wilensky, 1982; de Jong, 1979).

4 Related Work

Hu et al. (2013) tested four methods for inducing
pairs of adjacent events with contingency/causality
relations from film scenes, including Causal Poten-
tial, Pointwise Mutual Information, Bigram Model
and Protagonist-based Model. Rahimtoroghi et al.
(2016) also used a modified version of the the
CP measure, adjusted to account for the discourse
structure of personal narratives in blogs. Here we
use a much larger set of films and apply different
techniques and a detailed evaluation. Our learned
causal pairs and supporting film data are available
for download 6.

Do et al. (2011) used a minimally supervised
approach, based on focused distributional similar-
ity methods and discourse connectives, to identify

6https://nlds.soe.ucsc.edu/narrativecausality

causality relations between events in PDTB in con-
text (both verbs and nouns) (Prasad et al., 2008).
They present a detailed formula for calculating con-
tingency/causality that takes into account several
different kinds of argument overlap between ad-
jacent events. However they do not provide any
evidence that all the components of this formula
actually contribute to their results.

Gordon et al. (2011) used event ngrams and
discourse cues to learn causal relations from first
person stories posted on weblogs and evaluated
them with respect to the COPA SEM-EVAL task.
Other related work learns likely sequences of tem-
porally ordered events but does not explicitly model
CAUSALITY (Chambers and Jurafsky, 2009; Bala-
subramanian et al., 2013; Manshadi et al., 2008).

Work on VerbOcean (Chklovski and Pantel,
2004) use lexical patterns to learn semantic verb
relations of similarity, strength, antonymy, enable-
ment and happens-before relations. Balasubrama-
nian et al. (2013) use symmetric probability to
learn semantically typed relational triples (actor,
relation, actor), which they call Rel-grams (rela-
tional n-grams), and show that their schemas out-
perform previous work (Chambers and Jurafsky,
2009). We thus compared our event pairs with
Rel-grams, showing that humans are more likely to
perceive narrative causality in our event pairs.

5 Discussion and Future Work

We present an unsupervised model based on Causal
Potential (Beamer and Girju, 2009) to induce event
pairs with narrative causality relations from film
scenes in 11 genres. Results from four human eval-
uations show that narrative causality event pairs in-
duced using our method are of high quality, and are
perceived as more causally related than correspond-
ing Rel-grams. We show that humans can identify
different types of narrative causality, but we leave
automatic identification of these to future work. We
also show that inducing narrative causality event

349



pairs using both whole-corpus and genre-specific
methods yields similar results for quality, despite
the smaller size of the genre-specific subcorpora.
Moreover, the genre-specific method learns high
quality event pairs that are different than whole
corpus event-pairs.

We are looking into applying and evaluating
our CPC method to other genre and topic sorted
datasets such as books and personal blogs. We
want to expand our set of event pairs with narrative
causality relations, which could potentially aid text
understanding, information extraction, question an-
swering, and content summarization. We also aim
to explore features for narrative causality type clas-
sification. Information such as event A physically
causes event B, or event C enables event D could
further help aforementioned applications.
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Abstract

We analyze deployment of an interactive
dialogue system in an environment where
deep technical expertise might not be read-
ily available. The initial version was cre-
ated using a collection of research tools.
We summarize a number of challenges
with its deployment at two museums and
describe a new system that simplifies the
installation and user interface; reduces re-
liance on 3rd-party software; and provides
a robust data collection mechanism.

1 Introduction

New Dimensions in Testimonies (NDT) is a dia-
logue system that allows for two-way communi-
cation with a person who is not available for con-
versation in real time: a large set of statements
is prepared in advance, and users access these
statements through natural conversation that mim-
ics face-to-face interaction (Artstein et al., 2014).
Users interact with a recording of Holocaust sur-
vivor Pinchas Gutter. The system listens to their
questions, selects and plays back Mr. Gutter’s re-
sponses from a collection of video clips. We de-
ployed the system at the Illinois Holocaust Mu-
seum and Education Center in Skokie since March
2015 (Traum et al., 2015a), where a museum do-
cent relays questions from a large group audience
to the system. The system was also installed for a
few months at the U.S. Holocaust Memorial Mu-
seum in Washington, DC, and was demonstrated at
other locations by our collaborators from the USC
Shoah Foundation (SFI).

The installation proved to be a successful teach-
ing aid: student gains were reported in interest in
historical topics, critical thinking, and knowledge
of issues going on in the world. The NDT sys-
tem provided an engaging and emotional experi-

8. Web server

4. Video Player

Audio

1. AcquireSpeech

3. NPCEditor

7. ActvieMQ server

5. Launcher

6. Logger

2. Google Web ASR 
webapp

Video
G

Google ASR 
Service

Figure 1: The initial NDT system architecture.

ence (Traum et al., 2015b). However, we discov-
ered a number of issues with the system mainte-
nance and support: system installation was a deli-
cate process, there were issues maintaining the 3rd
party system dependencies, the system user inter-
face tended to overwhelm and confuse the oper-
ators, and reliable data collection proved to be a
challenge.

The lessons we learned from the deployment of
the NDT system led us back to the drawing board.
We created a new version of the NDT system that
we call Alfred. Our goal was to make the sys-
tem easier to install and maintain. We looked to
simplify and streamline the user interface; create
a better data collection and archiving mechanism;
develop support for multiple survivor databases;
and optimize the system for better performance.
This paper describes the initial NDT system ar-
chitecture and compares Alfred’s design to it. We
enumerate the challenges with encountered in the
initial deployment and discuss how we addressed
each challenge in Alfred.

2 Deployment Challenges

The initial NDT system was created from compo-
nents of the Virtual Human Toolkit (Hartholt et al.,
2013). It consists of 9 applications running on a
single computer (Figure 1).

352



The NDT system listens to the user’s audio
streaming from a microphone. Two compo-
nents handle the audio stream: AcquireSpeech (1)
records the user’s audio to a file for later analysis,
and the Google Web ASR webapp (2) sends the
audio to Google speech recognition services, re-
ceives the speech transcription, and forwards the
text to the language understanding module. The
webapp is loaded from a web server (8) running
in the background. We chose the Google speech
service because it has been shown to be highly ef-
fective and robust (Morbini et al., 2013). At the
time of the system development, the only way to
access the Google ASR was to use the Web Speech
API in the Chrome web browser1; we thus had to
include Chrome as an additional component of the
NDT system (the ninth component, not explicitly
shown on Figure 1).

The language understanding and dialogue man-
agement are handled by NPCEditor (3) (Leuski
and Traum, 2011). It uses a statistical classifier
to analyze the speech transcript and selects the ap-
propriate response from a collection of Mr. Gut-
ter’s video clips. It passes the clip identifier to a
custom Video Player (4), which handles on-the-fly
video composition such as the crossfade effect be-
tween clips and custom backgrounds for the video.

The interprocess communication between indi-
vidual components is handled by messages that
flow through the ActiveMQ message server (7).
Logger (6) records and stores all the messages for
further analysis. Finally, Launcher (5) starts and
terminates the individual components. The video
clips and the language data are packaged with the
system components inside the Launcher applica-
tion. A typical NDT installation is run on a 15-
inch MacBook Pro, connected via HDMI to an ex-
ternal monitor or television.

Architecture The multi-component design
stems from the origins of the VH Toolkit as a
research and development enviromnent, where
individual components can be swapped as needed.
If a component crashes, the rest of the system
continues to work. This design created several
issues for museum deployment: the system was
slow to start as each component had to be loaded
and initialized separately, and if a component
crashed, the system appeared to be running but
stopped responding. This confused system oper-
ators, many of whom were museum volunteers

1http://tinyurl.com/mxdocae

with little technical training.
To simplify operation while preserving the

multi-component design, Alfred appears as a sin-
gle application, but internally it integrates a num-
ber of dynamically loaded plugins corresponding
to individual parts of the architecture (Figure 2).
The plugins deal with audio acquisition, speech
recognition, response selection, video playback,
logging, and external communication. The plug-
ins use an internal messaging protocol to exchange
information while isolating internal plugin details
from each other. The Alfred application frame-
work also maintains an internal database (a white-
board) where the plugins can share data about the
current state of the execution.

7. Alfred framework

1. Audio 
Acquisition and 

Recording

2. Speech 
Recognition

3. Response 
Selection

5. Message 
Logging 6. Control UI

4. Video 
Playback

Audio
Video

Google Cloud 
Speech Service

Logging Server

Figure 2: The Alfred NDT system architecture.
Each box represents a dynamically loaded plugin
that shares code in the Alfred framework.

Installation The original system installation and
maintenance process is complicated by the need
to install and maintain system-level 3rd party de-
pendencies: Java SDK for Components 1, 3, 5, 6,
and 7, and Google Chrome browser and Apache
web server for Component 2. Configuring both
web and ActiveMQ servers requires modifying the
OS configuration. Google Chrome’s update mech-
anism runs in background without user’s control
and can break the system without warning. This
issue came to light when the NDT system stopped
working one morning after the web browser up-
dated itself overnight.

While many of the original toolkit components
are cross-platform, the installation packaging for
the NDT system was specific to MacOS, as both
the museum staff and SFI personnel showed that
they are more familiar with that environment. We
therefore created Alfred as a native MacOS appli-
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cation. It has all the traditional UI features that a
native application has. It is installed by download-
ing an archive file, unpacking and dragging the ap-
plication icon into place. It does not require ad-
ministrative level OS privileges for installation. It
can be removed by dragging the application icon
into the trash. Alfred has no external dependen-
cies that we do not control – no Java runtime or
Google Chrome to maintain. Alfred integrates an
auto-update mechanism that checks our server at
regular intervals and prompts the user to update
the application if a new version is available.

User Interface Each original VH Toolkit com-
ponent was created as a research tool, with its own
user interface (UI). As the components were de-
veloped independently, the UIs are not consistent
across them. During the system startup each com-
ponent presents its own window interface. Addi-
tionally, as all the components in the system are
built to be cross-platform using Java or C libraries,
the UI elements in the components often do not
match what a user is expecting from a native appli-
cation. The number of windows and the amount of
information presented in the windows overwhelm
unexperienced system operators.

To simplify the UI design, we separated the user
interface into regular and expert configurations. In
the regular configuration, Alfred presents a single
window with the survivor’s video. This mode is
all that is required to interact with the system. The
expert mode provides an additional window with
detailed information from individual plugins. The
window contains tabs; each tab corresponds to a
UI plugin that displays concise information sum-
mary in the tab itself, with space for more detailed
information in the pane associated with the tab.
For example, a UI plugin corresponding to the au-
dio acquisition module displays the current audio
power level in its tab, while providing user con-
trols for selecting the audio source and toggling
the audio recording in its pane. A number of UI
plugins are provided, including one that supports
a Wizard-of-Oz interface (Artstein et al., 2015).

The expert mode is disabled by default, but can
be displayed on request. The expert interface is
implemented as a web app that runs in a browser
window, to allow observation and control from an-
other computer. The connection is done via the
standard http protocol so it is capable of crossing
most firewalls without issues.

Performance The overall NDT system perfor-
mance was acceptable while running on a top-of-
the-line laptop. However, we encountered several
challenges. Firstly, the system operators reported
that the system would stop responding to the user’s
input for short amounts of time. We traced the
issue to a Java garbage collection process effec-
tively pausing the system at random times. Sec-
ondly, the Video Player would occasionally stutter
during clip transitions. That issue was attributed
to the open source, cross-platform OpenCV2 li-
brary used for video decoding, which was not effi-
cient enough for video playback of high resolution
clips. Finally, Google Web Speech API is non-
standard and poorly documented. For example,
while we could request transcription in US En-
glish, that feature never worked reliably; when in-
stalling and demonstrating the system in Canada
or United Kingdom, Google Chrome would de-
tect the computer location, and the speech recog-
nition result would default to Canadian or British
spellings, throwing off the language understanding
component.

As a native application, Alfred does not suffer
from garbage collection issues. Some native com-
ponents show higher efficiency than Java-based
counterparts. For example, we re-implemented the
NPCEditor text classification and dialogue man-
agement algorithms as a C++ library, and the im-
plementation is noticeably more efficient. We con-
tinue to author the language classifiers in NPCEd-
itor, and convert the final files into the Alfred for-
mat before deployment.

We replaced the video decoding OpenCV li-
brary with AVFoundation – the native macOS me-
dia framework. We were able to optimize the play-
back, decrease the computational requirements by
a factor of three, and eliminate playback stutter.

Alfred uses the platform-native Google Cloud
Speech API library.3 The speech recognition plu-
gin streams the audio from the acquisition plugin
directly to the Google Cloud server. The native
Google Cloud API is efficient, robust, and allows
us to control the spelling variety reliably.

Scaling The initial NDT system stores both the
software and the data together into a single ap-
plication. Our assumption was that it would pro-
vide a single package that encapsulated the rele-
vant pieces in one place. However, after the suc-

2http://opencv.org
3https://cloud.google.com/speech/
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cess of the initial installation, the decision was
made to extend the project by recording 11 addi-
tional Holocaust survivors, allowing the museum
docents to switch between them. In Alfred, each
survivor database is a document bundle – a folder
masquerading as a single file. The document con-
tains the video clips, the language database, and
the dialogue manager scripts. Alfred opens the
survivor document and loads the required infor-
mation initializing the individual plugins. The
document interface is a window that presents the
survivor video on the screen. Closing the win-
dow closes the document and unloads its resources
from memory. Switching between survivors is as
easy as closing a document and opening another.

Data Collection The NDT system records both
the user’s audio and the inter-component messages
as log files which are stored locally on the com-
puter. The logs are used to monitor the system,
evaluate its performance, and adapt the response
selection algorithm. Our intention was to down-
load the logs from the machine at the museum at
regular intervals. However, access to these logs
proved to be a challenge as the computer was lo-
cated behind a firewall. Alfred archives both the
user utterance audio and the inter-plugin messages
and uploads them to our server automatically. The
files are uploaded as soon as they are created. If
the upload fails or the network is unavailable, Al-
fred attempts to upload the files again at a later
time. Alfred uses a lossless codec to archive the
audio, which results in files that approximately
four times smaller than the files produced by the
initial NDT system.

3 Conclusion

In this paper we described our analysis of an inter-
active dialogue system deployment in an environ-
ment where deep technical expertise might not be
readily available. The initial version was created
using a collection of research components and de-
ployed at two museums. As the result of obser-
vations from the deployment, we designed a new
system architecture to simplify and streamline the
system installation and user interface; create a bet-
ter data collection and archiving mechanism; de-
velop support for multiple dialogue databases; and
optimize the system for better performance.

We have deployed a beta version of the Al-
fred system both at SFI and Illinois earlier this
year. The response was overwhelmingly positive:

our users love the improved performance, simpli-
fied interface, and support for multiple survivor
databases. We had no reports of system perfor-
mance issues and the data is being collected on
our servers automatically.
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Abstract

We demonstrate an information navigation
system for sightseeing domains that has a
dialogue interface for discovering user in-
terests for tourist activities. The system
discovers interests of a user with focus de-
tection on user utterances, and proactively
presents related information to the discov-
ered user interest. A partially observable
Markov decision process (POMDP)-based
dialogue manager, which is extended with
user focus states, controls the behavior of
the system to provide information with
several dialogue acts for providing infor-
mation. We transferred the belief-update
function and the policy of the manager
from other system trained on a di↵erent
domain to show the generality of defined
dialogue acts for our information naviga-
tion system.

1 Introduction

A large number of dialogue systems to assist daily
life of users have been deployed in the real world,
however, most are handled on goal-oriented archi-
tecture (Young et al., 2010), on which clear goals
of users are assumed. In contrast, an informa-
tion navigation system (Yoshino and Kawahara,
2015) to clarify ambiguous user goals through a
dialogue was proposed. The system provides in-
formation about current talking topics with several
dialogue acts of providing information according
to the ky strength of the user’s interest to the cur-
rent topic. If the user’s intention is ambiguous and
the user does not have any strong interest or focus,
the system provides general information about the
current discussion topic to help the user decide.
However, if the user has specified interests or fo-
cus for some contents, the system answers the

user’s question and presents additional informa-
tion proactively according to the detected user’s
interests, even if the user can not find the exact
words to express his or her interests.

The partially observable Markov decision pro-
cess (POMDP)-based management architecture of
information navigation was proposed (Yoshino
and Kawahara, 2014) with several dialogue acts
of providing information, however, this study ran
the system only on one limited domain. In this
demonstration, we used the belief-update func-
tion and the policy function trained on the di↵er-
ent domain (news navigation for baseball news)
for the proposed system (information navigation
for tourist) to investigate the robustness of the de-
fined system architecture. We also introduce a new
mechanism to select more related topics when the
system selects a topic to be presented in the next
sub-dialogue by introducing semantic similarity of
dialogue topics (content).

The proposed system has speech interfaces
with open-source speech recognition system Julius
(Lee and Kawahara, 2009)1 and text to speech sys-
tem OpenJtalk2. This system runs on a standalone
machine without connecting other servers, how-
ever, any modules can be replaced by other mod-
ules on other severs because modules connect each
other on TCP/IP protocol.

2 System Architecture

Information providing is a sub-function of the
general purpose function defined in ISO-24617-
2 standard dialogue act set (Bunt et al., 2012),
which includes dialogue acts of providing new or
requested information from the dialogue partner.
We defined seven dialogue modules to fulfill the
information demand of a user though interactions

1https://github.com/julius-speech/julius
2http://open-jtalk.sourceforge.net/
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Table 1: Relations between defined dialogue modules in our system and dialogue acts defined in ISO-
24617-2 (Bunt et al., 2012)

Category in ISO-24617-2 DAs in the proposed system
General purpose Information Providing Inform Topic presentation (TP)
function Storytelling (ST)

Proactive presentation (PP)
Answer Question Answering (QA)

Information seeking Propositional question Confirmation (CO)
Dimension specific Social Obligation * Greeting (GR)
function Turn Management Turn release Keep Silent (KS)
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Figure 1: Overall architecture of proposed system.

by following this standard. The relations of de-
fined modules and ISO-24617-2 dialogue acts are
summarized in Table 1. We defined three sub-
categories of dialogue act of “Inform” in the in-
formation providing function i.e., topic presenta-
tion (TP), storytelling (ST), and proactive presen-
tation (PP), to enable smart information provision.
The dialogue act “Answer” is also implemented as
the question answering (QA) module in the same
function. Our information navigation system ba-
sically provides information, but only one case
in which the system uses the information-seeking
function is confirmation (CO) to clarify the previ-
ous user intent. Dimension-specific functions sup-
port the general-purpose function; thus, minimum
social obligation and turn-management functions
are implemented as Greeting (GR) and Keep silent
(KS).

Dialogue modules for these functions are de-
fined for the task of news navigation (Yoshino and
Kawahara, 2015), and the call of these modules at
each turn is managed by the POMDP-based man-

ager. The call of system action is managed by the
policy of POMDP, which takes into account the in-
terests of the user (=user focus). The belief update
is defined as,

b0s0, f 0 = P(s0, f 0|o0s0 , o0f 0)
X

s

P(s0, f 0|s, f , a)bs, f , (1)

where s denote the dialogue act of the user, f is
the focus of the user on the current topic, and a is
the selected dialogue module (dash means the next
turn). The policy is trained in Q-learning as

⇡(bs, f ) = a (2)

by using defined rewards and a user simulator con-
structed from dialogue data with users. The details
are described in a previous study (Yoshino and
Kawahara, 2015). The dialogue data of a di↵er-
ent domain (news navigation for baseball news) is
used to train the belief-update function and policy
function for the current domain (sightseeing do-
main).
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The order of topics (=documents of the in-
formation source) to be presented at each sub-
dialogue is pre-defined in the current system.
However, topics to be introduced by the system
should be selected according to user interests in
the dialogue history, which can be captured in the
past dialogue. Thus, we introduce a mechanism
to introduce new topics that will be more attrac-
tive for the user by using past topics that the user
and system already discussed. We defined a se-
mantic similarity measure to define the similari-
ties of each pair of topics (=news). The system
determines the next topic of the dialogue by using
the similarity from topics that the user is interested
in, to topic candidates to be presented as the next
topic. A binary flag of user interest (=focus) can
be predicted for each presented topic by using the
existence of user focus in user utterances. Only
vectors of flagged documents are used to select the
next presenting document. If TP module is called
by the dialogue manager, the TP module selects
the next dialogue topic according to the similarity.
The system calculates a vector of a document with
word2vec (Mikolov et al., 2013) and the long-
short term memory neural network (LSTM)-based
encoder-decoder model (Cho et al., 2014) to define
the similarity. Each word of new text is embedded
into a fixed-length distributed representation with
word2vec, and inputted into the LSTM-based en-
coder model. The LSTM-based encoder-decoder
model is trained to restore the original sentences of
news texts. The final vector of the encoding phase
in this architecture is used as the vector of the doc-
ument. News texts collected from a Kyoto prefec-
ture sightseeing Web site3 was used as the training
data of word2vec, LSTM-based encoder-decoder
model, and content of the dialogue system. We
used cosine similarity between the vectors of doc-
uments to calculate the similarities of each topic
(news texts). The overall architecture is illustrated
in Figure 1.

3 Dialogue example (translation from
Japanese)

In the following example, the system starts a di-
alogue from the presentation of the system about
some interesting places in Kyoto. In User 2, the
user requires an overall description of the pre-
sented topic, however, the user does not have
any specified focus word that indicates his inter-

3http://www.kyototourism.org/en/

est. Thus, the system drastically changes the topic
when the system is requested to change the topic
(System 3). In System 4, the user shows an in-
terest with a focus on the word “matcha” and the
focus detection module of the system detects that
the user is interested in this current topic. The vec-
tor of the second topic (document) is used to select
the third topic in System 5, and the selected topic
is similar to the second topic (about “matcha”).

Dialogue example◆ ⇣
System 0 (GR): Hello, I would like to intro-
duce you to some interesting places in Kyoto.
Let me know if you are interested.
System 1 (TP): There is a cherry blossom il-
lumination event at the Kamo-gawa river.
User 2 (ST): Could you give me the details?
System 2 (ST): We have an illumination event
at the banks of the Kamo-gawa river from
Oike to Gojo, which is called the “flower cor-
ridor”.
User 3 (TP): Thanks, do you have any other
topics?
System 3 (TP): There is a tea ceremony in
Kyoto.
User 4 (QA): Does it involve matcha (tradi-
tional style green tea)?
System 4 (QA): Shoka-do added a new
green-tea course in a quality tea room.
User 5 (TP): Interesting. Any other news?
System 5 (TP): There is a long line to wait
for a new matcha parfait.
...✓ ⌘
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Abstract

Many genres of natural language text are
narratively structured, a testament to our
predilection for organizing our experi-
ences as narratives. There is broad consen-
sus that understanding a narrative requires
identifying and tracking the goals and de-
sires of the characters and their narrative
outcomes. However, to date, there has
been limited work on computational mod-
els for this problem. We introduce a new
dataset, DesireDB, which includes gold-
standard labels for identifying statements
of desire, textual evidence for desire ful-
fillment, and annotations for whether the
stated desire is fulfilled given the evidence
in the narrative context. We report experi-
ments on tracking desire fulfillment using
different methods, and show that LSTM
Skip-Thought model achieves F-measure
of 0.7 on our corpus.

1 Introduction

Humans appear to organize and remember every-
day experiences by imposing a narrative structure
on them (Nelson, 1989; Thorne and Nam, 2009;
Bruner, 1991; McAdams et al., 2006), and many
genres of natural language text are therefore nar-
ratively structured, e.g. dinner table conversa-
tions, news articles, user reviews and blog posts
(Polanyi, 1989; Jurafsky et al., 2014; Bell, 2005;
Gordon et al., 2011). Moreover, there is broad
consensus that understanding a narrative involves
activating a representation, early in the narrative,
of the protagonist and her goals and desires, and
then maintaining that representation as the narra-
tive evolves, as a vehicle for explaining the pro-
tagonist’s actions and tracking narrative outcomes
(Elson, 2012; Rapp and Gerrig, 2006; Trabasso

People did seem pleased to see me but all I [wanted to]
do was talk to a particular friend.

I’m off this weekend and had really [hoped to] get out
and dance.

We [decided to] just go for a walk and look at all the
sunflowers in the neighborhood.

I [couldn’t wait to] get out of our cheap and somewhat
charming hotel and show James a little bit of Paris.

We drove for just over an hour and [aimed to] get to Trin-
ity beach to set up for the night.

She called the pastor, and he had time, too, so, we [ar-
ranged to] meet Saturday at 9am.

Even though my deadline wasn’t until 4 p.m., I [needed
to] write the story as quickly as possible.

Figure 1: Desire expressions in personal narratives

and van den Broek, 1985; Lehnert, 1981).
To date, there has been limited work on com-

putational models for recognizing the expression
of the protagonist’s goals and desires in narrative
texts, and tracking their corresponding narrative
outcomes. We introduce a new corpus DesireDB
of∼3,500 first-person informal narratives with an-
notations for desires and their fulfillment status,
available online.1 Because first-person narratives
often revolve around the narrator’s private states
and goals (Labov, 1972), this corpus is highly suit-
able as a testbed for identifying human desires and
their outcomes. Moreover, first-person narratives
allow the narrative protagonist (first-person) to be
easily identified and tracked. Figure 1 illustrates
examples of desire and goal expressions in our
corpus.

DesireDB is open domain. It contains a broad
range of expressions of desires and goal state-
ments in personal narratives. It also includes
the narrative context for each desire statement as
shown in Figure 2. We include both prior and

1https://nlds.soe.ucsc.edu/DesireDB
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post context of the desire expressions, since the-
ories of narrative structure suggest that the evalu-
ation points of a narrative can precede the expres-
sion of the events, goals and desires of the narra-
tor (Labov, 1972; Swanson et al., 2014).

Our approach builds on seminal work on a com-
putational model of Lehnert’s plot units, that ap-
plied modern NLP tools to tracking narrative af-
fect states in Aesop’s Fables (Goyal et al., 2010;
Lehnert, 1981; Goyal and Riloff, 2013). Our fram-
ing of the problem is also inspired by recent work
that identifies three forms of desire expressions
in short narratives from MCTest and SimpleWiki
and develops models to predict whether desires are
fulfilled or unfulfilled (Chaturvedi et al., 2016).
However DesireDB’s narrative and sentence struc-
ture is more complex than either MCTest or
SimpleWiki (Richardson et al., 2013; Coster and
Kauchak, 2011).

We propose new features (Sec 4.1), as well as
testing features used in previous work, and apply
different classifiers to model desire fulfillment in
our corpus. We also directly compare to results
on MCTest and SimpleWiki (Sec 4.4). We apply
LSTM models that distinguish between prior and
post context and capture the flow of the narrative.
Our best system, a Skip-Thought RNN model,
achieves an F-measure of 0.70, while a logistic re-
gression system achieves 0.66. Our models and
features outperform Chaturvedi et al. (2016) on
MCTest and SimpleWiki, while providing new
results for a new corpus for tracking desires in
first-person narratives. Moreover, analysis of our
results shows that features representing the dis-
course structure (such as overt discourse relation
markers) are the best predictors of fulfillment sta-
tus of a desire or goal. We also show that both
prior and post context are important for this task.

We discuss related work in Sec. 2 and describe
our corpus and annotations in Sec. 3. Section 4
presents our features and methods for modeling
desire fulfillment in narratives along with the ex-
periments and results including comparison to pre-
vious work. Finally, we present conclusions and
future directions in Sec. 5.

2 Related Work

There has recently been an upsurge in inter-
est in computational models of narrative struc-
ture (Lehnert, 1981; Wilensky, 1982) and story un-
derstanding (Rahimtoroghi et al., 2016; Swanson

Prior-Context: (1) I ran the Nike+ human Race 10K new
York in under 57 minutes! (2) Then at the all-American
rejects concert, I somehow ended up right next to this re-
ally cute guy and he seemed interested in me. (3) Was I
imagining things? He was really nice; (4) I dropped some-
thing and it was dark, he bent with his cell phone light to
help me look for it. (5) We spoke a little, but it was loud
and not suited for conversation there.
Desire-Expression-Sentence: I [had hoped to] ask him
to join me for a drink or something after the show (if my
courage would allow such a thing) but he left before the
end and I didn’t see him after that.
Post-Context: (1) Maybe I’ll try missed connections lol.
(2) I didn’t want to tell him I think he’s cute or make any
gay references during the show because if I was wrong
that would make standing there the whole rest of the con-
cert too awkward... (3) Afterward, I wandered through
the city making stops at several bars and clubs, met some
new people, some old people (4) As in people I knew - I
actually didn’t met any old people, unless you count the
tourist family whose dad asked me about my t-shirt. (5)
And when I thought the night was over (and the doorman
of the club did insist it was over) I met this great guy going
into the subway.

Figure 2: A desire expression with its surrounding
context extracted from a personal narrative

et al., 2014; Ouyang and McKeown, 2015, 2014).
However there has been limited work on computa-
tional models for recognizing the expression of the
protagonist’s goals and desires in narrative genres.

Our approach builds on work by Goyal and
Riloff (2013) that applied modern NLP tools to
track narrative affect states in Aesop’s Fables
(Goyal et al., 2010). They present a system called
AESOP that uses a number of existing resources to
identify affect states of the characters as part of de-
riving plot units. The motivation of modeling plot
units is the idea that emotional reactions are cen-
tral to the notion of a narrative and the main plot
of a story can be modeled by tracking the tran-
sition between the affect states (Lehnert, 1981).
The AESOP system identifies affect states and cre-
ates links between them to model plot units and is
evaluated on a small set of two-character fables.
They performed a manual annotation to examine
different types of affect expressions in the narra-
tives. Their study shows that many affect states
arise from events where a character is acted upon
in positive or negative ways, not explicit expres-
sion of emotions. They also show that most of the
affect states emerge by the expression of goals and
plans and goal completion. Some of our features
are motivated by the idea that implicit sentiment
polarity can represent success or failure of goals
and can be used to better model desire and goal
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fulfillment in a narrative (Reed et al., 2017), al-
though we cannot directly compare our findings
to theirs because their annotations are not publicly
available.

Chaturvedi et al. (2016) exploit two deliberately
simplified datasets in order to model desire and its
fulfillment: MCTest which contains 660 stories
limited to content understandable by 7-year old
children, and, SimpleWiki created from a dump
of the Simple English Wikipedia discarding all the
lists, tables and titles. They use desire statements
matching a list of three verb phrases, wanted to,
hoped to, and wished to. Their context repre-
sentation consists of five or fewer sentences fol-
lowing the desire expression. They use BOW
(Bag of Words) as baseline and apply unstructured
and structured models for desire fulfillment mod-
eling with different features motivated by narra-
tive structure. Their best result is achieved with
a structured prediction model called Latent Struc-
tured Narrative Model (LSNM) which models the
evolution of the narrative by associating a latent
variable with each fragment of the context in the
data. Their best unstructured model is a Logistic
Regression classifier that uses all of their features.

Recent work on computational models of se-
mantics provides an evaluation test for story un-
derstanding (Mostafazadeh et al., 2017). The task
includes four-sentence stories, each with two pos-
sible endings where only one is correct. The goal
is for each system to select the correct ending of
the story by modeling different levels of seman-
tics in narratives, such as lexical, sentential and
discourse-level. The highest performing model
with 75% accuracy used a linear regression classi-
fier with several features such as neural language
models and stylistic features to model the story co-
herence (Schwartz et al., 2017). The results from
other systems showed that sentiment is an impor-
tant factor and using only sentiment features could
achieve about 65% accuracy on the test.

3 DesireDB Corpus

DesireDB aims to provide a testbed for model-
ing desire and goals in personal narrative and pre-
dicting their fulfillment status. We develop a sys-
tematic method to identify desire and goal state-
ments, and then collect annotations to create gold-
standard labels of fulfillment status as well as
spans of text marked as evidence.

3.1 Identifying Desires and Goals

Our corpus is a subset of the Spinn3r corpus
(Burton et al., 2011, 2009), consisting of first-
person narratives from six personal blog domains:
livejournal.com, wordpress.com, blogspot.com,
spaces.live.com, typepad.com, travelpod.com. To
create our dataset, we select only desire expres-
sions involving some version of the first-person.
In first-person narratives, the narrator and protag-
onist naturally align which makes it much easier
to identify and track the protagonist than in fic-
tion or historical genre. Thus, selecting narrative
passages with expressions of desire relating to the
first-person are very likely to discuss subsequent
behaviors to achieve that desire and the end re-
sult. Put simply, zooming in on first-person desires
means that desire and its aftermath are more likely
to be highly topical for the narrative. This corpus,
then, is highly suitable as a testbed for modeling
human desires and their fulfillment.

Human desires and goals can be expressed lin-
guistically in many different ways, including both
explicit verbal and nominal markers of desire or
necessity (e.g., want, hope) and more general
markers of urges (e.g., craving, hunger, thirst).
To systematically discover predicates that spec-
ify desires, we browsed FrameNet 1.7 (Baker
et al., 1998) selecting frames that seemed likely
to contain lexical units specifying desires: Being-
necessary, Desiring, Have-as-a-demand, Needing,
Offer, Purpose, Request, Required-event, Schedul-
ing, Seeking, Seeking-to-achieve, Stimulus-focus,
Stimulate-emotion, and Worry. We then selected
100 representative instances of that frame in En-
glish Gigaword (Parker et al., 2011) by first select-
ing the 10 most frequent lexical units in that frame,
and then selecting 10 random instances per lexical
unit. One of the authors examined each set of 100
instances, estimating for each sentence whether
the predicate specifies a goal that the surrounding
text picks up on. Because we were looking for
predicates that reliably specify desires that moti-
vate a protagonist’s actions, we eliminated frames
where less than 80% of the sentences showed this
characteristic.

This resulted in a downsample to the follow-
ing four frames: Desiring, Needing, Purpose,
and Request. We selected only the verbal lexi-
cal units because we found that verbs were more
likely to introduce goals than nouns or adjectives.
We examined 100 instances for each verbal lex-
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Data-Instance:
Prior-Context: ConnectiCon!!! Ya baby, we did go this
year as planned! Though this year we weren’t in the artist
colony, so I didn’t see much point in posting about it be-
fore hand.
Desire-Expression-Sentence: This year we [wanted to] be
part of the main crowd.
Post-Context: We wanted to get in on all the events and
panels that you cant attend when watching over a table.
And this year we wanted to cosplay! My hubby and I de-
cided to dress up like aperture Science test subjects from
the PC game portal. It was a good and original choice,
as we both ended up being the only portal related people
in the con (unless there were others who came late in the
evening we didn’t see) It was loads of fun and we got a
surprising amount of attention.

Annotations:
Fulfillment-Label: Fulfilled
Fulfillment-Agreement-Score: 3
Evidence: Though this year we weren’t in the artist
colony. We wanted to get in on all the events and pan-
els that you cant attend when watching over a table.
Evidence-Overlap-Score: 3

Figure 3: Example of data in DesireDB

ical unit, discarding as before. This resulted in
37 verbs. For each verb, we systematically con-
structed and coded all past forms of the verb (e.g.,
was [verb]ing, had [verb]ed, had been [verb]ing,
[verb]ed, didn’t [verb], etc.) because we posited
that morphological form itself may convey like-
lihood of fulfillment (e.g., a past perfect I had
wanted to ... signals that something changed, ei-
ther the desire or fulfillment). We initially experi-
mented with both past and (historical) present, but
past tense verb patterns resulted in much higher
precision. We counted the instances of these pat-
terns in our dataset, and retained only those lem-
mas with at least 1000 instances across the corpus.

We extract stories containing the verbal patterns
of desire, with five sentences before and after the
desire expression sentence as context (See Fig. 2).
Our annotation results provide support that the ev-
idence of desire fulfillment can be expressed be-
fore the desire statement. We also study the ef-
fect of prior and post context in understanding de-
sire fulfillment in our experiments (Section 4) and
show that using the narrative context preceding the
desire statement improves the results.

3.2 Data Annotation

We extracted ∼600K desire expressions with their
context, and then sample 3,680 instances for anno-
tation. This subset consists of 16 verbal patterns
(when collapsing all morphological forms to their

Pattern Count Ful Unf Unk None

wanted to 2,510 49% 35% 14% 2%
needed to 202 65% 16% 16% 3%
ordered 201 71% 21% 6% 2%
arranged to 199 68% 13% 16% 3%
decided to 68 87% 9% 4% 0%
hoped to 68 19% 68% 12% 1%
couldn’t wait 68 79% 3% 15% 3%
wished to 66 27% 35% 30% 8%
scheduled 60 43% 25% 27% 5%
asked for 60 53% 27% 15% 5%
required 58 69% 16% 15% 0%
requested 30 60% 20% 20% 0%
demanded 30 60% 23% 17% 0%
ached to 20 50% 40% 10% 0%
aimed to 20 55% 30% 15% 0%
desired to 20 50% 25% 25% 0%

Total 3,680 53% 31% 14% 2%

Table 1: Distribution of desire verbal patterns and
fulfillment labels in DesireDB

head word). A group of pre-qualified Mechani-
cal Turkers then labelled each instance. The anno-
tators labelled the fulfillment status of the desire
expression sentence based on the prior and post
context, by choosing from three labels: Fulfilled,
Unfulfilled, and Unknown from the context. They
were also asked to mark the evidence for the la-
bel they had chosen by specifying a span of text
in the narrative. For each data instance, we asked
the Turkers to mark the subject of the desire ex-
pression and determine if the expressed desire is
hypothetical (e.g., a conditional sentence) or not.

The annotators were selected from a list of pre-
qualified workers who had successfully passed a
test on a textual entailment task with 100% cor-
rect answers. They were provided with detailed
instructions and examples as to how to label the
desires and mark the evidence. We also specified
the desire expression verbal pattern using square
brackets (as shown in Fig. 1 and 2) for more clar-
ity. Three annotators were assigned to work on
each data instance. To generate the gold-standard
labels we used majority vote and the cases with no
agreement were labeled as ‘None’.

Table 1 reports the distribution of data and gold-
standard labels (Ful:Fulfilled, Unf:Unfulfilled,
Unk:Unknown from the context). About half of
the desire expressions (53%) were labeled Ful-
filled and about one third (31%) were labeled Un-
fulfilled. The annotators didn’t agree on about
2% of the instances, that were labeled None. As
Tabel 1 shows, the distribution of labels is not
uniform across different verbal patterns. For in-
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stance, decided to and couldn’t wait are highly
skewed towards Fulfilled as opposed to hoped to
which includes 68% Unfulfilled instances. Some
patterns seem to be harder to annotate, like wished
to, which has the highest rate of Unknown (30%)
and None (8%) among all.

Other than fulfillment status, for each data in-
stance in our corpus we include the agreement-
score which is the number of annotators that
agreed on the assigned label. In addition, we pro-
vide the evidence as a part of the DesireDB data,
by merging the text spans marked by the annota-
tors as evidence. We compared the evidence spans
pairwise to measure the overlap-score, indicating
the number of pairs of annotators with overlap-
ping responses. An example is shown in Figure 3.
The first part is the extracted data including the de-
sire expression with prior and post context, and the
second part is the gold-standard annotations.

To assess inter-annotator agreement for Ful-
fillment, we calculated Krippendorff-alpha
Kappa (Krippendorff, 1970, 2004) for pairwise
inter-annotator reliability, and, the average of
Kappa between each annotator and the majority
vote. These two metrics are 0.63 and 0.88
respectively. Overall, 66% of the data was labeled
with total agreement (where all three annotators
agreed on the same label) and about 32% of
data was labeled by two agreements and one
disagreement. We also examined the agreements
across each label separately. For Fulfilled class,
total agreement rate is 75%, which for Unfulfilled
is 67%, and on Unknown from the context is
41%. We believe this indicates that annotating
unfulfilled desires was harder than fulfilled cases.
For evidence marking, in 79% of the data all three
annotators marked overlapping spans.

4 Modeling Desire Fulfillment

We conducted a range of experiments on predict-
ing fulfillment status of desires and goals, using
different features and models, including LSTM ar-
chitectures that can encode the sequential structure
of the narratives. We first describe our features
and models. Then, we present our feature analysis
study to examine their importance in modeling ful-
fillment. Finally we provide results of direct com-
parison to previous work on the existing corpora.

Sentiment: Negative
Prior-Context(4): ”I had been working for hours on boring
paperwork and financial stuff, and I was really crabby.”

Sentiment: Negative
Prior-Context(5): I decided it was time to take a break
and thought, should I read a magazine or watch best Week
Ever?

Sentiment: Negative
Desire-Epxression-Sentence: But I realized that what I re-
ally [wanted to] do was go for a run!

Sentiment: Positive
Post-Context(1): That was pretty amazing, to transition
mentally from ’having to’ to ’wanting to’ run.

Sentiment: Positive
Post-Context(2): So I did a quick, fun 2.75 miles.

Figure 4: Example of sentiment features, where
prior context is negative while the post context is
positive, implying fulfillment of the desire

4.1 Features Description

In our original informal examination of the De-
sireDB development data, we noticed several ways
that a writer can signal (lack of) fulfillment of
a desire like “I hoped to pick up a dictionary”.
First, they may mention an outcome that entails
(“The book I bought was...”) or strongly implies
fulfillment (“I went back home happily.”). How-
ever, we noticed that in many cases of fulfillment,
the ‘marker’ was simply the absence of any men-
tion that things went wrong. For lack of fulfill-
ment, while we found cases where writers explic-
itly state that their desire wasn’t met, we noted
many instances where evidence came from men-
tioning that an enabling condition for fulfillment
wasn’t met (“The bookstore was closed.”).

True machine understanding of these kinds of
narrative structures requires robust models of the
complex interplay of semantics (including nega-
tion) as well as world knowledge about the scripts
for tasks like buying books, including what count
as enabling conditions and entailers for fulfill-
ment. While we hope to explore more articulated
models in the future, for our experiments we con-
sidered reasonable proxies for the conditions men-
tioned above using existing resources (note that we
also tested LSTM models described below, which
may implicitly learn such relationships with suf-
ficient data). One set (Desire Features) indexes
properties of the desire expression (e.g., the de-
sire verb) as well as overlap between the desired
object/event and the surrounding context. The re-
maining features attempt to find general markers

364



for success or failure. One set (Discourse Fea-
tures) looks for overt discourse relation markers
that signal violation of expectation (e.g., ‘but’,
‘however’) or its opposite (e.g., ‘so’). Another
uses the Connotation Lexicon (Feng et al., 2013)
to model whether the context provides a positive
or negative event. All of these features are in-
spired by Chaturvedi et al. (2016). Finally, mo-
tivated by the AESOP modeling of affect states
for identifying plot units (Goyal and Riloff, 2013),
one set of features (Sentiment-Flow-Features)
indexes whether there has been a change in sen-
timent in the surrounding context (which might be
the mention of a thwarted effort or a hard won vic-
tory). Figure 4 provides an example of this.

In addition to a BOW (Bag of Words) base-
line, we extracted the four types of features men-
tioned above. For features that examine the con-
text around the desire expression, our experiments
used the pre-context, the post-context, or both, as
discussed below; context features are computed
per sentence i of the context. We also tested vari-
ous ablations of these features described below as
well. We now describe the full set of features in
more detail.

Desire-Features. From a desire expression of
the form ‘X Ved S’, we extract the lexical fea-
ture Desire-Verb, the lemma for V. We also ex-
tract a list of focal words, the content words
in embedded sentence S. In Figure 4, these
are ‘do’, ‘go’, and ‘run’. The features Focal-
{Word,Synonym,Antonym}-Mention-i counts how
many times each word, its synonyms, or its
antonyms in WordNet (Fellbaum, 1998) are in the
context, respectively. Similarly, Desire-Subject-
Mention-i marks if subject X is mentioned in the
context. Finally, boolean First-Person-Subject in-
dicates if X is first person (‘I’, ‘we’).

Discourse-Features. This class of features count
how many of two classes of discourse relation
markers (Violated-Expectation–i vs. Meeting-
Expectation–i) occur in the context. For the
classes, we manually coded all overt discourse
relation markers in the Penn Discourse Treebank
three ways(violation, meeting, or neutral), leading
to 15 meeting markers (‘accordingly’, ‘so’, ‘ul-
timately’, ‘finally’) and 31 violating (‘although’,
‘rather’, ‘yet’, ‘but’). In addition, we also tracked
the presence of the most frequent of these (‘so’ and
‘but’, respectively) in the desire sentence itself by
the booleans So-Present and But-Present.

Fulfilled Unfulfilled Unknown None Total

1,366 953 380 70 2,780

Table 2: Simple-DesireDB dataset

Connotation-Features. Beyond the use of Word-
Net expansion for Focal-Word-Mention-i, we also
used the Connotation Lexicon (Feng et al., 2013),
a lexical resource marking very general conno-
tation polarities (positive or negative) of words
(as opposed to more specific sentiment lexicons).
Connotation-Agree-i counts for each word w in
focal words the number of words in the context
that have the same connotation polarity as w.
Connotation-Disgree-i is defined similarly.
Sentiment-Flow-Features. To model affect
states, we compute a sentiment score for the desire
expression sentence as well as each sentence in the
context. Then for each sentence of the context,
the booleans Sentiment-Agree-i and Sentiment-
Disagree-i mark whether that sentence and the
desire expression sentence have the same senti-
ment polarity (see Figure 4). While there is evi-
dence suggesting that models of implicit sentiment
(e.g., (Goyal et al., 2010; Reed et al., 2017)) could
do much better at tracking affect states, here we
use the Stanford Sentiment system (Socher et al.,
2013).

4.2 LSTM Models

Our features are motivated by narrative character-
istics but do not directly capture the sequential
structure of the narratives. We thus apply neu-
ral network models suitable for sequence learn-
ing, in order to directly encode the order of the
sentences in the story and distinguish between
prior and post context. We use two different
architectures of LSTM (Long Short-Term Mem-
ory) (Hochreiter and Schmidhuber, 1997) models
to generate sentence embeddings and then apply a
three-layer RNN (Recurrent Neural Network) for
classification. We used Keras (Chollet, 2015) as a
deep learning toolkit for implementing our exper-
iments.
Skip-Thoughts. This is a sequential model that
uses pre-trained skip-thoughts model (Kiros et al.,
2015) as the embedding of sentences. It first con-
catenates features, if any, with embeddings, and
then uses LSTM to generate a single representa-
tion for the context sequence, which is the output
of the last unit. That single representation is then
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Method Features Ful-P Ful-R Ful-F1 Unf-P Unf-R Unf-F1 Precision Recall F1
Skip-Thought BOW 0.75 0.70 0.72 0.54 0.61 0.57 0.65 0.65 0.65

ALL 0.80 0.71 0.75 0.59 0.70 0.64 0.70 0.70 0.70

CNN-RNN BOW 0.75 0.73 0.74 0.57 0.60 0.58 0.66 0.66 0.66
ALL 0.75 0.79 0.77 0.61 0.56 0.59 0.68 0.68 0.68

Table 3: Results of LSTM models on Simple-DesireDB

Data Ful-P Ful-R Ful-F1 Unf-P Unf-R Unf-F1 Precision Recall F1

Desire 0.74 0.75 0.75 0.57 0.56 0.57 0.66 0.66 0.66
Desire+Prior 0.78 0.73 0.75 0.58 0.65 0.61 0.68 0.69 0.68
Desire+Post 0.76 0.70 0.73 0.55 0.62 0.59 0.66 0.66 0.66
Desire+Context 0.80 0.71 0.75 0.59 0.70 0.64 0.70 0.70 0.70

Table 4: Results of Skip-Thought using different parts of data, with ALL features on Simple-DesireDB

concatenated with embedding-feature concatena-
tion of desire sentence and is fed into a multi-layer
network to yield a single binary output.
CNN-RNN. The only difference between the
CNN-RNN model and Skip-Thought is that it
uses the 1-dimensional convolution with max-
over-time pooling introduced in (Kim, 2014) to
generate the sentence embedding from word em-
bedding, instead of using skip-thoughts. We use
Google News Vectors (Mikolov et al., 2013) for
the word embedding with different sizes from 1 to
7 for the kernel.

For our experiments, we first constructed a
subset of DesireDB that we will call Simple-
DesireDB, in order to be able to compare more
directly to the models and data used in previous
work. Chaturvedi et al. (2016) used three verb
phrases to identify desire expressions (wanted to,
hoped to, and wished to), so we selected a por-
tion of our corpus including these patterns along
with two other expressions (couldn’t wait to and
decided to) to have sufficient data for experiments.
Table 2 shows the distribution of labels in this sub-
set. For classification experiments we use data la-
beled as Fulfilled and Unfulfilled, thus the major-
ity class accuracy is 59%. We split the data into
Train (1,656), Dev (327), and Test (336) sets for
the experiments.

Results of our two LSTM models for Fulfilled
(Ful) and Unfulfilled (Unf) classes and the over-
all classification task (P:precision, R:recall) on
Simple-DesireDB are presented in Table 3. ALL
feature set includes all the features described in
Sec. 4.1 (without BOW). The results indicate that
our features can considerably improve the model,
compared to the BOW baseline (F1 improved from

0.65 to 0.70 for Skip-Thought). We also con-
ducted 4 sets of experiments to study the impor-
tance of prior, post and the whole context in pre-
dicting fulfillment status, using our best model.
The results of Skip-Thought using different con-
textual representations are in Table 4 with ALL
features. The results indicate that adding features
from prior context alone improves the results. The
best results are obtained by including the whole
context and desire sentence.

We then experimented with our best model on
all of DesireDB. We also trained Naive Bayes,
SVM and Logistic Regression (LR) classifiers as
baselines, with the best results on the Dev set
achieved by Logistic Regression. Table 5 shows
the results of Skip-Thought and LR on DesireDB
for different features on the test set. Our fea-
ture ablation study on the Dev set, discussed in
Sec. 4.3, indicates that Discourse features are bet-
ter predictors of fulfillment status, so we present
results using only Discourse features in addition
to BOW and ALL.

All of the results indicate that similar features
and methods achieve better results for the Fulfilled
class as compared to Unfulfilled. We believe the
reason is that identifying unfulfillment of a desire
or goal is a more difficult task, as discussed in
the annotation description in Section 3.2. To fur-
ther our analysis on the annotation disagreements,
we examined the cases where only two annotators
agreed on the assigned label. From the expressions
labeled Fulfilled by two annotators, 64% were la-
beled Unknown from the context by the disagree-
ing annotator, and only 36% were labeled Unful-
filled. However, these numbers for the Unfulfilled
class are respectively 49% and 51%, indicating a
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Method Features Ful-P Ful-R Ful-F1 Unf-P Unf-R Unf-F1 Precision Recall F1
Skip- BOW 0.78 0.78 0.78 0.57 0.56 0.57 0.67 0.67 0.67
Thought All 0.78 0.79 0.79 0.58 0.56 0.57 0.68 0.68 0.68

Discourse 0.80 0.79 0.80 0.60 0.60 0.60 0.70 0.70 0.70

Logistic BOW 0.69 0.65 0.67 0.53 0.57 0.55 0.61 0.61 0.61
Regression All 0.79 0.70 0.74 0.52 0.64 0.58 0.66 0.67 0.66

Discourse 0.75 0.84 0.80 0.60 0.45 0.52 0.67 0.65 0.66

Table 5: Results of best LSTM model with different feature sets, compared to LR on DesireDB

Features Precision Recall F1

ALL 0.64 0.64 0.64
Discourse 0.66 0.64 0.65
But-Present 0.72 0.64 0.68
ALL w/o But-Present 0.58 0.58 0.58

Table 6: Results of Logistic Regression classifier
with different feature sets on Simple-DesireDB

stronger disagreement between annotators when
labeling Unfulfilled expressions.

4.3 Feature Selection Experiments

We used the InfoGain measure to rank fea-
tures based on their importance in modeling
desire fulfillment. The top 5 features are:
But-Present, Post-Context-Connotation-Disagree,
Post-Context-Violated-Expectation, Desire-Verb,
Is-First-Person. We also tested different feature
sets separately. We describe our experiment re-
sults below.

The results of the feature ablation experiments
using LR model are shown in Table 6. The ALL
feature set includes all the features described in
Sec. 4.1 (without BOW). We obtained high preci-
sion and F-measure using the Discourse features.
We also experimented with our top feature from
the InfoGain analysis, But-Present, which surpris-
ingly achieves a high F-measure, compared to us-
ing ALL and Discourse feature sets. The last row
of Table 6 shows the results of using ALL fea-
tures excluding But-Present. This indicates that
features motivated by narrative structure are pri-
marily driving improvement. In previous work
Chaturvedi et al. (2016) show that a model rep-
resenting narrative structure could beat the BOW
baseline, but they performed no systematic feature
ablation. Our results suggest that ultimately, the
presence of “but” is likely a central driver for their
improvements as well.

Dataset Method Precision Recall F1

MCTest BOW 0.41 0.50 0.45
Unstruct-LR 0.71 0.63 0.67
LSNM 0.70 0.84 0.74
Discourse-LR 0.63 0.83 0.71
SkipTh-BOW 0.72 0.68 0.70
SkipTh-ALL 0.70 0.84 0.76

Simple BOW 0.28 0.20 0.23
Wiki Unstruct-LR 0.50 0.09 0.15

LSNM 0.38 0.21 0.27
Discourse-LR 0.32 0.82 0.46
SkipTh-BOW 0.71 0.26 0.38
SkipTh-ALL 0.33 0.16 0.22

Table 7: Previous work and our results for the
Fulfilled class, on MCTest and SimpleWiki.

4.4 Comparison to Previous Work

We directly compare our methods and features
to the most relevant previous work (Chaturvedi
et al., 2016). They applied their models on two
datasets and reported the results for the Fulfilled
class. We present the same metrics in Table 7, us-
ing our best model Skip-Thought (SkipTh). We
also present results of our LR model with our Dis-
course features, Discourse-LR, trained and tested
on their corpora to compare to their features. The
first three rows show the results from Chaturvedi
et al. (2016) for comparison. As described in
Sec. 2, they used BOW as baseline, LSNM is their
best model, and Unstruct-LR is their unstructured
model that uses all of their features with LR.

On both corpora, Discourse-LR outperforms
Unstruct-LR, showing that the Discourse features
are stronger indicators of the desire fulfillment sta-
tus when used with LR classifier. In addition,
on SimpleWiki, LR-Discourse outperforms their
structured model, LSNM (0.46 vs. 0.27 on F-1).

5 Conclusion and Future Work

We created a novel dataset, DesireDB, for study-
ing the expression of desires and their fulfillment
in narrative discourse. We show that contextual

367



features help with classification, and that both
prior and post context are useful. Finally, we show
that exploiting narrative structure is helpful, both
directly in terms of the utility of discourse rela-
tion features and indirectly via the superior per-
formance of a Skip-Thought LSTM model.

In future work, we plan to explore richer fea-
tures and models for semantic and discourse-based
features, as well as the utility of more narratively-
aware features. For instance, the sentiment flow
features roughly track the notion that the arc of a
narrative may implicitly reveal resolution of a goal
via changes in affect states. We hope to exam-
ine whether there are other similar rough-grained
measures of change over the entire narrative that
can improve the results.

DesireDB contains annotator-labeled spans for
evidence for the annotator’s conclusions. While
we have not used this labeling, we plan to use it
in future work. Finally, we hope to turn to auto-
matically detecting instances of desire expressions
that give rise to the kind of goal-oriented narra-
tives DesireDB contains. Here we have used high-
precision search patterns but our annotations show
that such patterns still admitted 134 hypothetical
desires (e.g., ‘If I had wanted to buy a book’). It
would appear that distinguishing hypothetical vs.
real desires itself could be an interesting problem.
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Abstract 

We present the implementation of an au-
tonomous chatbot, SHIHbot, deployed on 
Facebook, which answers a wide variety 
of sexual health questions on HIV/AIDS. 
The chatbot's response database is com-
piled from professional medical and public 
health resources in order to provide relia-
ble information to users. The system's 
backend is NPCEditor, a response selec-
tion platform trained on linked questions 
and answers; to our knowledge this is the 
first retrieval-based chatbot deployed on a 
large public social network. 

1 Introduction 

HIV (human immunodeficiency virus) is an in-
curable virus that leads to chronic illness and is 
the precursor for the potentially fatal disease, 
AIDS (acquired immunodeficiency syndrome). 
Approximately 73% of those infected are aware 
of their HIV-status1. Without diagnosis infor-
mation, HIV-infected people are unable to access 
medication that improves their health, and reduc-
es their risk of passing HIV on to their partners. 
However, stigma and discrimination, particularly 
in the form of homophobia, may prevent people 
from accessing providers for support. 

Of the approximately 20 million per year sex-
ually transmitted infections diagnosed, half occur 
among individuals between the ages of 15 and 
242, thus sexual education for youths is vital. Yet 
youths indicate that sexual education does not 
meet their needs, as many report discomfort dis-
cussing sensitive topics in front of peers and with 
teachers who they feel might inform their parents 
about inquiries (DiCenso et al, 2001). However, 

                                                        
1 https://www.cdc.gov/hiv/group/msm/index.html 
2 http://www.cdc.gov/std/stats/ 

access to medically accurate information or confi-
dential, individual counseling decreases negative 
consequences by increasing condom and contra-
ception use (Kirby et al.,1994). 

In the United States, overall technology usage 
(including Internet and mobile phone use) for 
those age 12 to 29 years was over 90% in 2014, 
and social media use was also high: 12-17 year 
olds: 81%; and 18-29 year olds: 89%3. Technolo-
gy, particularly mobile technologies and social 
media, thus offers a powerful method to not only 
reach, but also engage and retain youth and young 
adults in HIV prevention and care. To inform our 
target group of youths, we implemented a chatbot, 
named SHIHbot, to dispense relevant, profession-
ally vetted, and easy to access HIV/AIDS infor-
mation on Facebook. Continuation of current 
work will strengthen the system before full public 
deployment. SHIHbot will undergo several rounds 
of testing and evaluation by cohorts of participants 
in the target demographic. Evaluation will include 
metrics for satisfying social work goals as well as 
dialogue system goals. 

2 Motivation 

Recent research has investigated the acceptabil-
ity of sharing sexual health information via tech-
nology due to high technology use among youths, 
particularly vulnerable minorities in this demo-
graphic. One online survey distributed to over 
5000 youth age 13 to 18 found that 19% of heter-
osexual youth versus 78% of gay/lesbian/queer 
youth used the Internet to search for sexual health 
information. The sizable difference in usage was 
attributed to sexual minority youth reporting lack 
of credible offline information sources (Mitchell 
et al., 2014).  

 
                                                        
3 http://www.pewinternet.org/three-technology-revolutions/ 
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We are aware of two chat services have been 
developed and evaluated to deliver health infor-
mation to youths via social media. One, named 
MiChat, is a live chat intervention for 18 to 29 
year olds delivered on Facebook and consists of 
eight one-hour motivational interviewing and 
cognitive behavioral skills-based online sessions 
designed to reduce condomless anal sex and sub-
stance use. In a pre-posttest design among 41 par-
ticipants with no control group, investigators 
found that participation in at least one session of 
the intervention (n= 31) was associated with re-
ductions in instances of condomless anal sex (Le-
lutiu-Weinberger et al., 2015). Another chatbot de-
veloped in 2011 was deployed on Windows Live 
Messenger and exclusively answered questions 
dealing with sex, drugs, and alcohol. The chatbot 
was rated highly by adolescent participants and 
demonstrated the potential to reach youths via 
chatbots (Crutzen et al., 2011). As of time of writ-
ing the chatbot is no longer accessible. 

Facebook has over 1.23 billion daily active us-
ers4, providing a platform to reach a large audi-
ence. Facebook also currently hosts over 30,000 
unique automated chatbots, nonetheless users 

                                                        
4 https://newsroom.fb.com/company-info/. 

have reported disappointing experiences5. Our 
system, hence, aims to give a satisfying and in-
formative experience to users by providing relia-
ble information through a service that is always 
available on a ubiquitous social network. 

3 Question-Answer Corpus 

To build a system that answers a variety of per-
sonal and relevant questions about HIV/AIDS 
concerns, we created a corpus containing linked 
questions and answers (QA). Although a lot of in-
formation can be obtained from the web, the in-
formation might contain errors. To counteract this, 
our chatbot only provides information from relia-
ble sources.  

We extracted questions and their respective an-
swers from the Center for Disease Control (CDC), 
New York State Department of Health HIV guide 
(NY), and i-Base, a treatment advocacy group that 
provides information vetted by medical profes-
sionals on an online forum. 

The QA corpus forms the domain knowledge 
for SHIHbot and also provides the training data 
for the response classifier. The three sources pro-

                                                        
5 https://techcrunch.com/2016/09/12/messenger-bot-
payments/ 

Type Purpose Example dialogue 
Don’t know No relevant response in 

domain above threshold 
User: What is the weather in LA? 
SHIHbot: I am not confident on an answer for that question.   

Personal Questions about the chat-
bot 

User: are you a robot? 
SHIHbot:  I am a computer, but I have lots of human colleagues 
who helped make me so smart.  

Greeting Greetings and pleasantries User: hello 
SHIHbot: Hi there! Do you have any questions about HIV/AIDS? 

Alternative Suggests a new conversa-
tion topic after 3 off topic 
inputs from user 

User: will it rain today? 
SHIHBot: I'm not sure on that. I would be happy to answer any 
questions you have about HIV/AIDS though. 

Say more Gives a random response 
with the same topic as the 
previous response 

User: Should I get tested even if I do not have symptoms? 
SHIHBOT: If you think that you may have been exposed to HIV: 
you should get tested as soon as possible. You may have HIV and 
have no symptoms for many years. 
User: tell me more about this topic. 
SHIHBot: The CDC recommends that everyone between the ages 
of 13 and 64 get tested for HIV at least once as part of routine 
health care. About 1 in 8 people in the United States who have 
HIV don’t know they have it. 

Repeat Repeats previous response  
QR In-domain responses anno-

tated with topics  
 

Table 1: dialogue-type description for all responses in SHIHbot domain. 
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provided over 3000 questions; some were curated 
by medical professionals but most submitted di-
rectly by users seeking information. The questions 
cover more than forty categories, encompassing 
questions dealing with transmission of HIV, po-
tential drug interactions, and the history of the 
disease, among others. The inclusion of questions 
from i-Base provided real-world questions from 
users, rounding out the “frequently-asked ques-
tions” nature of the questions from the CDC and 
NY. 

We also pulled all responses linked with their 
original questions from the three sources. All re-
sponses are either provided by medical profes-
sionals directly (CDC and NY) or approved by 
medical professionals (i-Base). Due to the larger 
variety in domain for questions from the forum on 
i-Base, the responses from this source also 
demonstrate a large variety. We reduced the total 
number of responses as more questions were pro-
vided from i-Base than answers. This was due to a 
new question being referred to the answer for a 
similar question previously responded to. In these 
cases, both questions were matched with the same 
answer in the corpus.  In addition, when answers 
repeated the same information, only one answer 
was repeated where appropriate. For example, 
synonymous questions about a cure for HIV were 
all provided with the same response. An expert in 
social work manually annotated answers with top-
ic tags in order to provide topic information to the 
dialogue manager. 

4 Architecture 

The architecture of SHIHbot comprises NPCEdi-
tor, a dialogue manager, and plugins to Facebook.  

4.1 Dialogue Management 

To drive our chatbot responses we used NPCEdi-
tor, a response classifier and dialogue manage-
ment system (Leuski and Traum, 2011). NPCEdi-
tor employs a statistical classifier that is trained on 
linked questions and responses; for each new user 
utterance, the classifier ranks all the available re-
sponses. We train the classifier on our QA corpus, 
which is augmented by questions and responses 
about the chatbot itself and utterances that main-
tain dialogue flow such as greetings and closings 
(Table 1).  

The dialogue manager functionality within 
NPCEditor chooses which response to return back 
to the user. Typically it will choose the response 

that was ranked highest by the classifier, but it 
may choose a lower ranked response in order to 
avoid repetition. If the score of the top ranked re-
sponse is below a predefined threshold (deter-
mined during training), the dialogue manager will 
instead select an off-topic response that indicates 
non-understanding (such as “please repeat that” or 
“I don’t understand”). The classifier also has spe-
cial tokens to recognize when a user asks the 
chatbot to repeat an answer or elaborate on a per-
vious answer, and when such a token is identified, 
the dialogue manager will repeat or elaborate, 
based on the topic annotation of the responses. A 
counter keeps track of the number of consecutive 
times the chatbot has failed to provide a direct an-
swer, and on the 3rd instance, an “alternative” re-
sponse is given to suggest returning to the 
HIV/AIDS domain. The counter restarts after giv-
ing an “alternative” response.   

Previous applications of NPCEditor have been 
used to drive interactive characters in various do-
mains such as interactive museum guides 
(Swartout et al., 2010), entertainment experiences 
(Hartholt et al., 2009), and interviews with Holo-
caust survivors (Artstein et al., 2016). NPCEditor 
was applied to the HIV/AIDS domain in the de-
velopment of a virtual reality application designed 
for HIV positive young men who have sex with 
men (YMSM) to practice disclosing their status to 
intimate partners in an immersive, nonjudgmental 
environment (Knudtson et al., 2016). While 
NPCEditor has been used for custom chat applica-
tions, this is the first deployment of NPCEditor 
with Facebook Messenger. 

4.2 Facebook API 

 Facebook launched the Messenger platform sup-
porting chatbots, as well as sending and receiving 
APIs in 2016.6 SHIHbot is the first deployment of 
a Facebook bot using NPCEditor, and to our 
knowledge, is the first Facebook bot to use infor-
mation retrieval based response selection.  

To create a chatbot on Messenger, the free Fa-
cebook API was used. This API was then connect-
ed with NPCEditor plugins, bridging NPCEditor 
and Facebook. When a message event occurs, it 
notifies our web-hook and calls a predefined func-
tion. Once all the actions of NPCEditor are com-
pleted and a response has been selected, the re-
sponse is then sent to Facebook to deliver to the 
                                                        
6 http://newsroom.fb.com/news/2016/04/messenger-
platform-at-f8 
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user. A screenshot of an interaction with a mobile 
user is shown in Figure 1. 

5 Demonstration outline 

Participants will engage with SHIHbot via an 
open portal on Facebook Messenger available on 
a laptop at the demonstration. Participants will be 
invited to type input to the chatbot or welcome to 
provide suggestions for input. The live conversa-
tions will exhibit SHIHbot’s ability to understand 
new questions, the chatbot’s ability to cope with 
being asked questions outside of the domain 
knowledge, and the overall flow of dialogue. Par-
ticipants will also be invited to view the real-time 
visualizations (Swartout et al., 2010) of how re-
sponses are selected based on user input.  
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book messenger. 

373



Proceedings of the SIGDIAL 2017 Conference, pages 374–383,
Saarbrücken, Germany, 15-17 August 2017. c©2017 Association for Computational Linguistics

How Would You Say It?
Eliciting Lexically Diverse Data for Supervised Semantic Parsing

Abhilasha Ravichander1∗, Thomas Manzini1∗, Matthias Grabmair1

Graham Neubig1, Jonathan Francis12, Eric Nyberg1

1Language Technologies Institute, Carnegie Mellon University
2Robert Bosch LLC, Corporate Sector Research and Advanced Engineering

{aravicha, tmanzini, mgrabmai, gneubig, ehn}@cs.cmu.edu
jon.francis@us.bosch.com

Abstract

Building dialogue interfaces for real-
world scenarios often entails training se-
mantic parsers starting from zero exam-
ples. How can we build datasets that bet-
ter capture the variety of ways users might
phrase their queries, and what queries are
actually realistic? Wang et al. (2015) pro-
posed a method to build semantic pars-
ing datasets by generating canonical ut-
terances using a grammar and having
crowdworkers paraphrase them into natu-
ral wording. A limitation of this approach
is that it induces bias towards using similar
language as the canonical utterances. In
this work, we present a methodology that
elicits meaningful and lexically diverse
queries from users for semantic parsing
tasks. Starting from a seed lexicon and a
generative grammar, we pair logical forms
with mixed text-image representations and
ask crowdworkers to paraphrase and con-
firm the plausibility of the queries that they
generated. We use this method to build a
semantic parsing dataset from scratch for a
dialog agent in a smart-home simulation.
We find evidence that this dataset, which
we have named SMARTHOME, is demon-
strably more lexically diverse and difficult
to parse than existing domain-specific se-
mantic parsing datasets.

1 Introduction

Semantic parsing is the task of mapping natural
language utterances to their underlying meaning
representations. This is an essential component
for many tasks that require understanding natu-
ral language dialogue (Woods, 1977; Zelle and

∗*The indicated authors contributed equally to this work.

Figure 1: Crowdsourcing pipeline for building se-
mantic parsers for new domains

Mooney, 1996; Berant et al., 2013; Branavan et al.,
2009; Azaria et al., 2016; Gulwani and Marron,
2014; Krishnamurthy and Kollar, 2013). Orient-
ing a dialogue-capable intelligent system is ac-
complished by training its semantic parser with
utterances that capture the nuances of the domain.
An inherent challenge lies in building datasets that
have enough lexical diversity for granting the sys-
tem robustness against natural language variation
in query-based dialogue. With the advent of data-
driven methods for semantic parsing (Dong and
Lapata, 2016; Jia and Liang, 2016), constructing
such realistic and sufficient-sized dialog datasets
for specific domains becomes especially impor-
tant, and is often the bottleneck for applying se-
mantic parsers to new tasks.

Wang et al. (2015) propose a methodology for
efficient creation of semantic parsing data that
starts with the set of target logical forms, and
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generates example natural language utterances for
these logical forms. Specifically, the authors of
the parser specify a seed lexicon with canonical
phrase/predicate pairs for a particular domain, and
subsequently a generic grammar constructs canon-
ical utterances paired with logical forms. Because
the canonical utterances may be ungrammatical or
stilted, they are then paraphrased by crowd work-
ers to be more natural queries in the target lan-
guage. We argue that this approach has three
limitations when constructing semantic parsers for
new domains: (1) the seed utterances may induce
bias towards the language of the canonical utter-
ance, specifically with regards to lexical choice,
(2) the generic grammar suggested cannot be used
to generate all the queries we may want to sup-
port in a new domain, and (3) there is no check on
the correctness or naturalness of the canonical ut-
terances themselves, which may not be logically
plausible. This is problematic as even unlikely
canonical utterances can be paraphrased fluently.

In this paper, we propose and evaluate a new
approach for creating lexically diverse and plau-
sible utterances for semantic parsing (Figure 1.).
Firstly, inspired by the use of images in the cre-
ation of datasets for paraphrasing (Lin et al., 2014)
or for natural language generation (Novikova
et al., 2016), we seek to reduce this linguistic bias
by using a lexicon consisting of images. Sec-
ondly, a generative grammar, which is tailored to
the domain, combines these images to form mixed
text-image representations. Using these two ap-
proaches, we retain many of the advantages of
existing approaches such as ease of supervision
and completeness of the dataset, with the added
bonus of promoting lexical diversity in the nat-
ural language utterances, and supporting queries
relevant to our domain. Finally, we add a simple
step within the crowdsourcing experiment where
crowd-workers evaluate the plausibility of the gen-
erated canonical utterances. At training time, we
conjecture that optionally adding a term to up-
weight plausible queries might be useful to deploy
a semantic parser in real world settings. Encourag-
ing the parser to focus on queries that make sense
reduces emphasis on things that a user is unlikely
to ask.

We evaluate our method by building a semantic
parser from scratch for a dialogue agent in a smart
home simulation. The dialogue agent will be ca-
pable of answering questions about various sen-

sor activations, and higher-level concepts which
map to these activations. Such a task requires
understanding the natural language queries of the
user, which could be varied and even indirect.
For example, in SMARTHOME, ‘where can I go
to cool off?’ corresponds to the canonical utter-
ance ‘which room contains the AC that is in the
house?’. Similarly, ‘is the temp in the chillspace
broke?’ corresponds to ‘are the thermometers in
the living room malfunctioning?’.

As a result of our analysis, we find that the
proposed method of eliciting utterances using
image-based representations results in consider-
ably more diverse utterances than in the previ-
ous text-based approach. We also find evidence
that the SMARTHOME dataset, constructed using
this approach, is more diverse than other domain-
specific datasets for semantic parsing, such as
GEOQUERY or ATIS. We release this dataset to
the community1 as a new benchmark.

2 Example Domain: Smart Home

While our proposed data collection methodology
could conceivably be used in a number of do-
mains, for illustrative purposes we choose the do-
main of a smart home simulation for all our ex-
amples. We define a smart home as a home popu-
lated with sensors and appliances that are stream-
ing data which can be read. A fully connected di-
alog agent could reason about and discuss these
data streams. Our work attempts to develop a
question answering system to support dialogue in
this environment.

In the smart home domain, queries could range
from complex, such as a user trying to determine
the optimal time to start cooking dinner given a
party schedule, to simple, asking for a temperature
reading. While we believe that many queries could
be handled with the methodology that we describe,
we have limited the types of queries that can be
asked to a reasonable subset, primarily single-turn
queries about entity states (for example, ‘did I
leave the lights in the bedroom on?’ or ‘is the dog
safe?’).

3 Approach Overview

Our approach to building a dialog interface for a
new domain D, first requires analysis of the do-
main and identification of the entities involved.
This builds on the methodology of Wang et al.

1https://github.com/oaqa/resources
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(2015), but with three significant additions to elicit
diversity and capture domain-relevant queries:

1. An additional step of specifying images for
the entities in the domain, and

2. A domain-specific grammar that captures
queries relevant to the particular domain.

3. A crowdsourcing methodology that includes
crowdworkers annotating canonical utter-
ances for plausibility

After analyzing the domain and the queries we
want to support, we construct a seed lexicon and
a generative grammar. The generative grammar
generates matched pairs of canonical utterances
and logical forms. As our seed lexicon contains
images, the canonical forms generated are mixed
text-image representations. These representations
are then shown to workers from Amazon Mechan-
ical Turk2 to paraphrase in natural language.

3.1 Seed Lexicon
Essential to the goal of reducing lexical bias,
is the use of images to describe the entities in
the domain. It is beneficial here to choose im-
ages which are representative and will be well-
understood. The images we used for entities
within the SMARTHOME domain are shown in Fig-
ure. 3. It is not necessary that all entities be as-
signed images, in fact it is possible for entities to
be named or abstract, and not have any associated
images. In these cases, we simply use the natural
language description of the image.

We specify a seed lexicon L, consisting of enti-
ties e in our domain and associated images (when
available) i. Our lexicon consists of a set of rules
〈e, (i) → t[e]〉, where t is a domain type. For our
smart home domain, we define possible domain
types to be appliances, rooms, food, weather and
entities, and their associated subtypes and states
(Figure 2.).

3.2 Generative Grammar
Next, we utilize a generative grammar G to pro-
duce canonical utterance and logical form pairs
(c, z), similar to Wang et al. (2015). Our grammar
differs from theirs, in that in our work, the gram-
mar G is not a generic grammar, but is written to
generate the kinds of queries we would actually
like to support in our domain D. The rules are of

2https://www.mturk.com/mturk/welcome

the form α!β1γ1... → t[z], where αβγ are token
sequences and t is the domain type. A complete
description of our grammar is included in the sup-
plementary material.

3.3 Canonical Utterances and Logical Forms
We generate canonical form - logical form pairs
(c, z) exhaustively using the seed lexicon L and
grammar G for domain D. This resulted in ex-
actly 948 canonical and logical form pairs in our
domain.

The logical formalism we utilize closely corre-
sponds to Python syntax. It consists of functional
programs where all questions in our smart-home
domain are formulated with the help of a context
tree. Each questions is defined as spans over this
tree as shown in Figure. 4. The root node of the
tree is the environment that we are operating in,
and at the surface-level are sensors. These spans
are then used to construct a single-line Python
statement that is executed against our smart home
simulation to retrieve an answer. From this con-
struct, we are able to execute logical forms against
the simulation seamlessly after having retrieved
them.

3.4 Data Collection Methodology
The next step after forming canonical utterance
and logical form pairs, is generating paraphrases
for each pair. We use Amazon Mechanical Turk
to distribute our data collection task. Over a span
of three days, we collected data from nearly 200
Turkers, some of whom participated in the data
collection task multiple times.

During the first stage of the task, the Turkers
were instructed to paraphrase canonical utterances
as naturally as possible, as well as mark the ut-
terances themselves as likely to be asked or not
asked. They were also shown a small number of
examples, and possible paraphrases. These exam-
ples were created using images not present in the
lexicon, so as to avoid biasing the Turkers.

In the next stage, the Turkers were asked to
enter their paraphrases. Each worker was asked
to enter a total of 60 paraphrases over the course
of the task. These paraphrases were presented to
the worker over 3 pages, with 2 paraphrases per
canonical utterance. Turkers were also asked to
state if they believed that the question that they
were paraphrasing was likely or not. This anno-
tation could subsequently be used for curation, or
to bias semantic parsing models towards answers
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Figure 2: The lexicon used to generate canonical and logical forms.

Figure 3: Images for terms in the seed lexicon

Figure 4: An example of a concept tree that could
be used to define the logical form structure.

that users labeled as likely. Most canonical forms
had a single image inserted into the text (875 or
92.3%), some had no images inserted into the text
(58 or 6.1%), and even fewer had two images in-
serted into the text (15 or 1.6%). Each logical form
was shown to five Turkers for paraphrasing, result-
ing in approximately ten paraphrases for each log-
ical form.

Finally, we took several post-processing steps
to remove improper paraphrases from our dataset.
Firstly, a large portion of Turker mistakes arose
because of them making real-world assumptions
and neglecting to mention locations in their ut-

terances. We automatically shortlisted all para-
phrases missing location information. We then
manually inspected each of these paraphrases and
discarded the ones identified as invalid. In all, this
post processing step took less than one day and
could have easily been delegated to crowd work-
ers, had it been necessary. Secondly, we automat-
ically pruned all paraphrases in our dataset which
were associated with more than one logical form.
This left us with 8294 paraphrases.

4 Data Statistics and Analysis

In this section, we describe some statistics of our
data set, perform a comparative analysis with the
data collection paradigm of existing work, and
contrast the statistics of our dataset with other se-
mantic parsing datasets.

4.1 Data Statistics
In its uncurated form, our dataset consists of
10522 paraphrases spread across 948 distinct
canonical and logical form pairs. Each pair has
a minimum of 10 paraphrases and a maximum
of 28 paraphrases. These paraphrases were col-
lected over 195 Turker sessions using the method-
ology described in the previous section. Following
the removal of duplicate paraphrases, and para-
phrases missing location information, we are left
with 8294 paraphrases over the same 948 logical
forms.

4.2 Effect of Data Collection Methodology
We ran an experiment on purely text-based repre-
sentations as suggested in (Wang et al., 2015) to
compare and contrast with our mixed text-image
representations. In an effort to subdue domain
variance, we utilize our domain-specific grammar
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to generate text-based canonical representations.
We randomly subsample 100 logical form and
canonical utterance pairs from this dataset, and
recreate the crowdsourcing experiment suggested
by Wang et al. (2015), wherein each canonical ut-
terance is shown to ten Turkers to paraphrase and
each Turker receives four canonical utterances to
paraphrase. The workers are asked to reformulate
the canonical utterance in natural language or state
that it is incomprehensible. In this way, we collect
1000 paraphrases associated with the 100 logical
forms. For each of these logical forms, we ran-
domly subsample paraphrases from the set gath-
ered using the proposed mixed text-image method-
ology. We then compare the two and observe the
results shown in Table 3. We evaluate the results
on three metrics:

Lexical Diversity We estimate the lexical diver-
sity elicited from the two methodologies by com-
paring the total vocabulary size as well as the type-
to-token ratio as shown in Table 1. We find that
both the total vocabulary size, as well as the type-
to-token ratio of the paraphrases collected using
the proposed crowdsourcing methodology is con-
siderably higher than that of an equivalent num-
ber of paraphrases collected using the methodol-
ogy suggested in (Wang et al., 2015).

Lexical Bias We estimate bias by computing the
average lexical overlap between the paraphrase
generated by the Turker and the canonical utter-
ance they were shown. For the text-image exper-
iment, we consider the equivalent text representa-
tion of the canonical utterance, by substituting the
images by terms from the lexicon. We find that
the proposed crowd sourcing methodology elicits
considerably less lexical bias as shown in Table 1.

Relevance We estimate relevance by randomly
sampling one paraphrase each for one hundred
logical forms using the two methodologies. We
then manually annotate them for relevance. Here,
relevance is defined as a paraphrase exactly ex-
pressing the meaning of the original canonical
form.

We performed this analysis on both our final
dataset and the the data that was collected in the
same manner as described in (Wang et al., 2015).
We find that our data set had an estimated rele-
vance of 60% when compared directly with the
same random logical forms sampled from the data
collected in the manner of (Wang et al., 2015),

Representation
Vocab
Size

TTR
Lexical
Overlap

Text
(Wang et al., 2015)

291 .044 5.50

Text-Image (ours) 438 .066 4.79

Table 1: Comparison of data creation methodol-
ogy of (Wang et al., 2015) and this work. ‘Vocab
size’ is the total vocabulary size across an equal
number of paraphrase collected for the same logi-
cal forms using the two methodologies. TTR rep-
resents the word-type:token ratio. Lexical over-
lap measures the average number of words that are
common between the canonical utterances and the
paraphrases in the two methodologies.

which had an estimated relevance of 69%.
Randomly sampling from our entire curated

dataset, we find that we have an estimated rele-
vance of 66%.

4.3 Comparison with Other Data Sets

In order to examine the lexical diversity in the
original dataset, we examine the ratio of the to-
tal number of word types seen in the natural lan-
guage representations to the total number of token
types in the meaning representation. We compare
against four publicly accessible datasets:

OVERNIGHT The Overnight dataset (Wang et al.,
2015) consists of 26k examples distributed
across eight different domains. These ex-
amples are obtained by asking crowdworkers
to paraphrase slightly ungrammatical natural
language realizations of a logical form.

GEO880 Geoquery is a benchmark dataset for
semantic parsing (Zettlemoyer and Collins,
2005) which contains 880 queries to a U.S
geography database. The dataset is divided
into canonical test-train splits with the first
680 examples being used for training and the
last 200 examples being used for testing.

ATIS This dataset is another benchmark seman-
tic parsing dataset that contains queries for
a flights database, each with an associated
meaning representation in lambda calculus.
The dataset consists of 5,410 queries and is
traditionally divided into 4,480 training in-
stances, 480 development instances and 450
test instances.
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Dataset Example

GEO

how many states border the state with the largest population?
answer(A,count(B,(state(B),next to(B,C),largest(D,(state(C),
population(C,D)))),A))

JOBS
what jobs desire a degree but don’t use c++?
answer(A, (job(A), des deg(A),+((language(A,C),const(C,’c++’)))))

ATIS

what flights from tacoma to orlando on saturday
( lambda 0e(and(f light0 ) ( from 0tacoma :c i)(to0 orlando: ci )
( day $0 saturday: da ) ) )

OVERNIGHT

what players made less than three assists over a season
( call SW.listValue ( call SW.getProperty ( ( lambda s ( call SW.filter
( var s ) ( call SW.ensureNumericProperty ( string num assists ) ) ( string <)
( call SW.ensureNumericEntity ( number 3 assist ) ) ) )
( call SW.domain ( string player ) ) ) ( string player ) ) )

SMARTHOME
has the milk gone bad?
ROOT[”(None, ’refrigerator’, ’milk’, ’getFood>checkState-expired state’)”]

Table 2: Example from datasets GEO, JOBS, ATIS, OVERNIGHT and SMARTHOME

Dataset
NL
Types

MR
Types

NL/
MR
Ratio

GEO 283 148 1.91
ATIS 934 489 1.91
JOBS 387 226 1.71
OVERNIGHT 1422 199 7.14
SMARTHOME (Ours) 1356 83 16.33

Table 3: Number of word types in the language
compared to number of word types in the logical
form. Larger ratio indicates more lexical diversity
for the same complexity of the logical form

JOBS The JOBS dataset (Zettlemoyer and
Collins, 2005) consists of 640 queries to
a job listing database where each query
is associated with Prolog-style semantics.
This dataset is traditionally divided into 500
examples for training and 140 examples for
testing.

An example of the kind of query that can be found
in each of these datasets is given in Table 2.

In the analysis, we find that on average
SMARTHOME exhibits nearly twice the word type
to meaning representation token ratio, as com-
pared to most existing semantic parsing datasets
as shown in Table 3.

4.4 Logical Form Plausibility

For each canonical utterance, Turkers were asked
to state if the canonical form was ’likely’ or ’not
likely’. By examining the most polar of these rat-
ings, we see interesting patterns. For example,
the canonical form ’what are the readings of the
thermometers in the hallway¿ is rated as a highly
likely form according to Turkers and does indeed
seem like a question that could be asked in the real
world. On the other hand, one of the less likely
forms according to the Turkers, ‘are the televisions
in the bathroom on?’, is indeed not likely, as bath-
rooms are arguably one of the least likely rooms
that one would encounter multiple televisions in.
Overall, 752 out of 948 logical forms were identi-
fied as very plausible by at least 60% of the Turk-
ers who paraphrased them, indicating they were
reasonable questions to ask.

5 Semantic Parsing Experiments

Finally, it is of interest how the data collection
methodology influences the realism and difficulty
of the semantic parsing task. In this section, we
run several baseline models to measure this effect.

5.1 Models

We present three different baselines on our dataset,
including a state-of-the-art neural model with
an attention-copying mechanism (Jia and Liang,
2016).
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Figure 5: Neural Reranking Model

Jaccard First, we experiment with a simple
baseline using Jaccard Similarity which is given
by J(A, B) = |A∩B|

|A∪B| . For each query in the test set,
we find the paraphrase in the training set which
has the highest Jaccard similarity score with the
test query and return its associated logical form.

Neural Reranking Model We next experiment
with a neural reranking model for semantic pars-
ing which learns a distribution over the logical
forms by means of learning a distribution over
their associated paraphrases as a proxy. This
model has the added advantage of being indepen-
dent of the choice of the formal language, and
has been used for tasks such as answer selection
(Wang and Nyberg, 2015; Tan et al., 2015), but not
for semantic parsing. The basic model is shown
in Figure. 5. We generate a representation of
both the test query and the paraphrasing using a
bidirectional-LSTM and use a hinge loss function
as specified:

L = max(0,M − d(p∗, p+) + d(p∗, p−))

where M is the margin, d is a distance function,
p* is the test query, p+ is a paraphrase that has
the same meaning representation as p* and p- is a
paraphrase that does not. For our experiments, we
choose d to be the product of the Euclidean dis-
tance and the sigmoid of the cosine distance be-
tween the two representations, and M to be 0.05.

We group all the paraphrases by logical form,
and create training examples by picking all possi-
ble combinations within one grouping as positive
samples, and randomly sampling from the remain-
ing top-25 matching paraphrases for negative ex-
amples. At test time, we first identify twenty five
most likely candidates utilizing a Jaccard-based
search engine over the paraphrases in the training

data. We then identify the most likely paraphrase
from amongst these using the Neural Reranking
model.

Neural Semantic Parsing Model We also im-
plement the neural semantic parsing model with
an attention-based copying mechanism from (Jia
and Liang, 2016). We use the same setting of hy-
perparameters that gave the best results on GEO,
OVERNIGHT and ATIS. Specifically, we run the ex-
periments with 200 hidden units, 100 dimensional
word vectors and all the parameters of the network
are initialized from the interval [-0.1, 0.1]. We also
train the model for 30 epochs starting with a learn-
ing rate of 0.1 and halving the learning rate at ev-
ery 5 epochs from the 15th epoch onwards. We
refer the readers to (Jia and Liang, 2016) for fur-
ther details about the model.

5.2 Results and Discussion

We evaluate these models on independent data in
the form of the OVERNIGHT and GEO datasets.
We use the standard train-test splits suggested by
(Zettlemoyer and Collins, 2005) and (Wang et al.,
2015). The full results are presented in Table 4.
We observe that the neural semantic parsing model
performs relatively poorly on the SMARTHOME

dataset compared to OVERNIGHT or GEO. Care-
ful error analysis suggests that most of the errors
stem due to the following types of queries in our
dataset, which are not present in OVERNIGHT or
GEO

• The model not differentiating between the
singular and plural forms (For example,
which room in the house can you find the
stereo? maps to the logical form for plural
radios instead of the singular)

• The model not recognizing terms which have
not been seen in the training data i.e unseen
vocabulary (for example, does bob not have
any energy? does not map to the logical
form for checking if Bob is tired, because the
model has never seen that to not have energy
means being tired for living entities),

• The model not being able to respond to indi-
rect queries in the test set (for example, how
long will the heat have to run? does not map
to the logical form for how long the weather
will be cold, or do i need to change the lights
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System SMARTHOME(ours) OVERNIGHT GEO

Jaccard 18.0% 24.82% 40.7%
Neural
Reranker

30.3% 41.91% 60.2%

Seq2Seq
(Jia and Liang, 2016)

42.1% 75.8% 85.0%

Table 4: Test accuracy results of different systems on the SMARTHOME dataset as compared to
OVERNIGHT and GEO

in the living room? does not map to the logi-
cal form for the living room lights not work-
ing correctly)

• Errors with and between complementary val-
ued variables such as on/off and malfunction-
ing/not malfunctioning. (For example, does
the tv in the bathroom work? maps to the log-
ical form for the TV malfunctioning, when it
should map to the logical form for the TV not
malfunctioning)

We are aware that by accounting for plural
nouns, we added a dimension of difficulty for all
canonical forms that have a plural/singular sib-
ling which is not present in the datasets which
we compare to . We found that 29.7% of the
Seq2Seq model’s mistakes contained a wrong
quantity. Similarly, the smart-home domain in-
cludes complementary terms that sometimes form
the only difference between two canonical forms
(e.g. functioning vs malfunctioning, on vs off).
We measure that 43.2% of the Seq2Seq model’s
errors contain an incorrect complementary term.
9.8% percent contain both a wrong quantity and
a wrong complementary term. We conclude that
handling plurals and complementary forms makes
the task more difficult, particularly as they are of-
ten not differentiated well in conversational lan-
guage. The remaining 36.9% of errors made by
the model can largely be attributed to lexical di-
versity, indirect queries or confusion between en-
tity states.

This work represents a first step in considering
lexical diversity as an important criteria while cre-
ating semantic parsing datasets. Due to the am-
biguity introduced by images (though it is hard to
make claims on whether it is ambiguity based only
on the interpretation of these images by crowd-
workers, or overall difficulty of trying to para-
phrase a mixed text-image representation), this
could come at the cost of generating slightly less

relevant queries. We hope this starts the conversa-
tion and inspires further research in finding better
ways of introducing lexical diversity.

6 Related Work

Semantic parsing has been used in dialog systems
with significant success.(Zhu et al., 2014; Pad-
makumar et al., 2017; Engel, 2006). Supervised
semantic parsing is of special practical interest as
while trying to build dialogue systems for new
domains, it is important to be able to adapt to
domain-specific language. Domains exhibit var-
ied linguistic phenomena and every domain has
it’s own vocabulary (Kushman and Barzilay, 2013;
Matuszek et al., 2012; Tellex et al., 2011; Krish-
namurthy and Kollar, 2013; Wang et al., 2015;
Quirk et al., 2015). Training a semantic parser for
these domains involves understanding the kinds of
language used in a domain, however, the cost of
supervision of associating natural language with
equivalent logical forms is prohibitive.

In an attempt to overcome this overhead of su-
pervision, several approaches have been suggested
including learning from denotation-match (Clarke
et al., 2010; Liang et al., 2011). As the authors
of (Wang et al., 2015) point out, paraphrasing
overcomes this overhead by being a considerably
lightweight form of supervision. However, meth-
ods such as theirs which utilize text induce lexical
bias.

Novikova et al. (2016) show that using images
reduces this lexical bias for natural language gen-
eration tasks. In this work, we unite these strands
of research by presenting a methodology where
we construct a seed lexicon from images, and
use a generative grammar to combine these im-
ages into questions, each paired with an associ-
ated logical form. These can then be paraphrased
by workers from Amazon Mechanical Turk. Our
experiment provides evidence that partially re-
placing canonical form text with images leads
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to measurably higher lexical diversity in crowd-
sourced paraphrases. By contrast to (Wang et al.,
2015), we operate only inside a single domain
and observe the linguistic patterns specific to the
smarthome setting (see Sec 5.2). It remains to
be examined whether the observed large increase
in diversity can be reproduced in a different do-
main with different language patterns and collo-
quialisms. Another immediate research direction,
inspired by (Novikova et al., 2016) is replacing
more of the canonical form representation with
images to further reduce lexical bias and increase
variety. This would require the development of a
symbol set that is sufficiently expressive while not
being overly ambiguous. We anticipate this con-
verging to a tradeoff between the diversity and rel-
evance measures (see Sec 4.2).

7 Conclusion

The primary goal of this paper is to highlight steps
to be taken in order to apply semantic parsing
in the real world, where systems need robustness
against variation in natural language. In this work,
we propose a novel crowdsourcing methodology
for semantic parsing that elicits lexical diversity in
the training data, with the aim of promoting fu-
ture research in constructing less brittle seman-
tic parsing systems. We utilize combined text-
image representations which we believe reduces
lexical bias towards language from the lexicon,
at the cost of additional ambiguity introduced by
the use of images. We find that this crowdsourc-
ing methodology elicits demonstrably more lex-
ical diversity compared to previous crowdsourc-
ing methodologies suggested for creating semantic
parsing datasets. The dataset created utilizing this
methodology offers unique challenges that result
in lower performance of semantic parsing models
as compared to standard semantic parsing bench-
mark datasets. The dataset contains both direct
and indirect conversational queries, and we be-
lieve that learning to recognize the semantics of
such varied queries will open up new directions of
research for the community.
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Abstract

Neural conversational models require sub-
stantial amounts of dialogue data to es-
timate their parameters and are therefore
usually learned on large corpora such as
chat forums, Twitter discussions or movie
subtitles. These corpora are, however, of-
ten challenging to work with, notably due
to their frequent lack of turn segmentation
and the presence of multiple references ex-
ternal to the dialogue itself. This paper
shows that these challenges can be miti-
gated by adding a weighting model into the
neural architecture. The weighting model,
which is itself estimated from dialogue
data, associates each training example to a
numerical weight that reflects its intrinsic
quality for dialogue modelling. At training
time, these sample weights are included
into the empirical loss to be minimised.
Evaluation results on retrieval-based mod-
els trained on movie and TV subtitles
demonstrate that the inclusion of such a
weighting model improves the model per-
formance on unsupervised metrics.

1 Introduction

The development of conversational agents (such
as mobile assistants, chatbots or interactive robots)
is increasingly based on data-driven methods aim-
ing to infer conversational patterns from dialogue
data. One major trend in the last recent years is the
emergence of neural conversation models (Vinyals
and Le, 2015; Sordoni et al., 2015; Shang et al.,
2015; Serban et al., 2016; Lowe et al., 2017; Li
et al., 2017). These neural models can be directly

∗ Also affiliated with Universidad Central del Ecuador
(Quito, Ecuador).

estimated from raw (non-annotated) dialogue cor-
pora, allowing them to be deployed with a limited
amount of domain-specific knowledge and feature
engineering.

Due to their large parameter space, the es-
timation of neural conversation models requires
considerable amounts of dialogue data. They
are therefore often trained on conversations col-
lected from various online resources, such as Twit-
ter discussions (Ritter et al., 2010) online chat
logs (Lowe et al., 2017), movie scripts (Danescu-
Niculescu-Mizil and Lee, 2011) and movie and
TV subtitles (Lison and Tiedemann, 2016).

Although these corpora are undeniably useful,
they also face some limitations from a dialogue
modelling perspective. First of all, several dia-
logue corpora, most notably those extracted from
subtitles, do not include any explicit turn seg-
mentation or speaker identification (Serban and
Pineau, 2015; Lison and Meena, 2016). In other
words, we do not know whether two consecutive
sentences are part of the same dialogue turn or
were uttered by different speakers. The neural
conversation model may therefore inadvertently
learn responses that remain within the same dia-
logue turn instead of starting a new turn.

Furthermore, these dialogues contain multiple
references to named entities (in particular, person
names such as fictional characters) that are spe-
cific to the dialogue in question. These named en-
tities should ideally not be part of the conversa-
tion model, since they often draw on an external
context that is absent from the inputs provided to
the conversation model. For instance, the mention
of character names in a movie is associated with
a visual context (for instance, the characters ap-
pearing in a given scene) that is not captured in
the training data. Finally, a substantial portion of
the utterances observed in these corpora is made
of neutral, commonplace responses (“Perhaps”, “I
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don’t know”, “Err”, ...) that can be used in most
conversational situations but fall short of creating
meaningful and engaging conversations with hu-
man users (Li et al., 2016a).

The present paper addresses these limitations by
adding a weighting model to the neural architec-
ture. The purpose of this model is to associate
each 〈context, response〉 example pair to a numer-
ical weight that reflects the intrinsic “quality” of
each example. The instance weights are then in-
cluded in the empirical loss to minimise when
learning the parameters of the neural conversation
model. The weights are themselves computed via
a neural model learned from dialogue data. Exper-
imental results demonstrate that the use of instance
weights improves the performance of neural con-
versation models on unsupervised metrics. Human
evaluation results are, however, inconclusive.

The rest of this paper is as follows. The next
section presents a brief overview of existing work
on neural conversation models. Section 3 provides
a description of the instance weighting approach.
Section 4 details the experimental validation of the
proposed model, using both unsupervised metrics
and a human evaluation of the selected responses.
Finally, Section 5 discusses the advantages and
limitations of the approach, and Section 6 con-
cludes this paper.

2 Related Work

Neural conversation models are a family of neu-
ral architectures (generally based on deep convo-
lutional or recurrent networks) used to represent
mappings between dialogue contexts (or queries)
and possible responses. Compared to previous sta-
tistical approaches to dialogue modelling based on
Markov processes (Levin et al., 2000; Rieser and
Lemon, 2011; Young et al., 2013), one benefit of
these neural models is their ability to be estimated
from raw dialogue corpora, without having to rely
on additional annotation layers for intermediate
representations such as state variables or dialogue
acts. Rather, neural conversation models automat-
ically derive latent representations of the dialogue
state based on the observed utterances.

Neural conversation models can be divided into
two main categories, retrieval models and gener-
ative models. Retrieval models are used to se-
lect the most relevant response for a given con-
text amongst a (possibly large) set of predefined
responses, such as the set of utterances extracted

from a corpus (Lowe et al., 2015; Prakash et al.,
2016). Generative models, on the other hand, rely
on sequence-to-sequence models (Sordoni et al.,
2015) to generate new, possibly unseen responses
given the provided context. These models are
built by linking together two recurrent architec-
tures: one encoder which maps the sequence of
input tokens in the context utterance(s) to a fixed-
sized vector, and one decoder that generates the
response token by token given the context vec-
tor (Vinyals and Le, 2015; Sordoni et al., 2015).
Recent papers have shown that the performance
of these generative models can be improved by
incorporating attentional mechanisms (Yao et al.,
2016) and accounting for the structure of con-
versations through hierarchical networks (Serban
et al., 2016). Neural conversation models can also
be learned using adversarial learning (Li et al.,
2017). In this setting, two neural models are
jointly learned: a generative model producing the
response, and a discriminator optimised to dis-
tinguish between human-generated responses and
machine-generated ones. The discriminator out-
puts are then used to bias the generative model to-
wards producing more human-like responses.

The linguistic coherence and diversity of the
models can be enhanced by including speaker-
addressee information (Li et al., 2016b) and by ex-
pressing the objective function in terms of Max-
imum Mutual Information to enhance the diver-
sity of the generated responses (Li et al., 2016a).
As demonstrated by (Ghazvininejad et al., 2017),
neural conversation models can also be combined
with external knowledge sources in the form of
factual information or entity-grounded opinions,
which is an important requirement for developing
task-oriented dialogue systems that must ground
their action in an external context.

Dialogue is a sequential decision-making pro-
cess where the conversational actions of each par-
ticipant influence not only the current turn but
the long-term evolution of the dialogue (Levin
et al., 2000). To incorporate the prediction of
future outcomes in the generation process, sev-
eral papers have explored the use of reinforcement
learning techniques, using deep neural networks to
model the expected future reward (Li et al., 2016c;
Cuayáhuitl, 2017). In particular, the Hybrid Code
Networks model of (Williams et al., 2017) demon-
strate how a mixture of supervised learning, re-
inforcement learning and domain-specific knowl-
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edge can be used to optimise dialogue strategies
from limited amount of training data.

In contrast with the approaches outlined above,
this paper does not present a new neural architec-
ture for conversational models. Rather, it investi-
gates how the performance of existing models can
be improved “upstream”, by adapting how these
models can be trained on large, noisy corpora with
varying levels of quality. It should be noted that,
although the experiments presented in Section 4
focus on a limited range of neural models, the ap-
proach presented in this paper is designed to be
model-independent and can be applied as a prepro-
cessing step to any data-driven model of dialogue.

3 Approach

As mentioned in the introduction, the interactions
extracted from large dialogue corpora do not all
have the same intrinsic quality, due for instance to
the frequent lack of turn segmentation or the pres-
ence of external, unresolvable references to person
names. In other words, there is a discrepancy be-
tween the actual 〈context, response〉 pairs found in
these corpora and the conversational patterns that
should be accounted for in the neural model.

One way to address this discrepancy is by fram-
ing the problem as one of domain adaptation, the
source domain being the original dialogue corpus
and the target domain representing the dialogues
we want our model to produce. The target do-
main is in this case not necessarily another dia-
logue domain, but simply reflects the fact that the
distribution of responses in the raw corpus does
not necessarily reflect the distribution of responses
we ultimately wish to encode in the conversational
model.

A popular strategy for domain adaptation in nat-
ural language processing, which has notably been
used in POS-tagging, sentiment analysis, spam fil-
tering and machine translation (Bickel et al., 2007;
Jiang and Zhai, 2007; Foster et al., 2010; Xia et al.,
2013), is to assign a higher weight to training in-
stances whose properties are similar to the tar-
get domain. We present below such an instance
weighting approach tailored for neural conversa-
tional models.

3.1 Weighting model

The quality of a particular 〈context, response〉 pair
is difficult to determine using handcrafted rules
– for instance, the probability of a turn bound-

ary may depend on multiple factors such as the
presence of turn-yielding cues or the time gap be-
tween the utterances (Lison and Meena, 2016).
To overcome these limitations, we adopt a data-
driven approach and automatically learn a weight-
ing model from examples of “high-quality” re-
sponses. What constitutes a high-quality response
depends in practice on the specific criteria we wish
to uphold in the conversation model – for instance,
favouring responses that are likely to form a new
dialogue turn (rather than a continuation of the
current turn), avoiding the use of dull, common-
place responses, or disfavouring the selection of
responses that contain unresolved references to
person names.

The weighting model can be expressed
as a neural model which associates each
〈context, response〉 example pair to a numer-
ical weight. The architecture of this neural
network is depicted in Figure 1. It is composed of
two recurrent sub-networks with shared weights,
one for the context and one for the response. Each
sub-network takes a sequence of tokens as input
and pass them through an embedding layer and
a recurrent layer with LSTM or GRU cells. The
fixed-size vectors for the context and response are
then fed to a regular densely-connected layer, and
finally to the final weight value through a sigmoid
activation function. Additional features can also
be included whenever available – for instance,
timing information for movie and TV subtitles
(such as the duration gap between the context and
its response, in milliseconds), or document-level
features such as the dialogue genre or the total
duration of the dialogue.

To estimate its parameters, the neural model is
provided with positive examples of “high-quality”
responses along with negative examples sampled
at random from the corpus. Based on this training
data, the network learns to assign higher weights
to the 〈context, response〉 pairs whose output vec-
tors (combined with the additional inputs) are
close from the high-quality examples, and a lower
weight for those further away. In practice, the se-
lection of high-quality example pairs from a given
corpus can be performed through a combination of
simple heuristics, as detailed in Section 4.1.

3.2 Instance weighting

Once the weighting model is estimated, the
next step is to run it on the entire dia-
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Figure 1: Neural weighting model, taking as input the 〈context, response〉 pairs, possibly along additional
features (such as timing information for subtitles), and returning an associated weight value.

logue corpus to compute the expected weight
of each 〈context, response〉 pair. These sam-
ple weights are then included in the empiri-
cal loss that is being minimised during train-
ing. Formally, assuming a set of context-response
pairs {(c1, r1), (c2, r2), ...(cn, rn)} with associ-
ated weights {w1, ...wn}, the estimation of the
model parameters θ is expressed as a minimisa-
tion problem. For retrieval models, this minimisa-
tion is expressed as:

θ∗ = minθ

n∑
1

wi L(yi, f(ci, ri; θ)) (1)

where L is a loss function (for instance, the
cross-entropy loss), and yi is set to either 1 if ri
is the response to ci, and 0 otherwise (when ri is
a negative example). For generative models, the
minimisation is similarly expressed as:

θ∗ = minθ

n∑
1

wi L(ri, f(ci; θ)) (2)

In both cases, the loss computed from each ex-
ample pair is multiplied by the weight value deter-
mined by the weight model. Examples associated
with a larger weight wi will therefore have a larger
influence on the gradient update steps.

4 Evaluation

The approach is evaluated on the basis of retrieval-
based neural models trained on English-language
subtitles from (Lison and Tiedemann, 2016).
Three alternative models are evaluated:

1. A traditional TF-IDF model,

2. A Dual Encoder model trained directly on the
corpus examples,

3. A Dual Encoder model combined with the
weighting model from Section 3.1.

4.1 Models
TF-IDF model
The TF-IDF (Term Frequency - Inverse Document
Frequency) model computes the similarity be-
tween the context and its response using methods
from information retrieval (Ramos, 2003). TF-
IDF measures the importance of a word in a “doc-
ument” (in this case the context or response) rel-
ative to the whole corpus. The model transforms
the context and response (represented as bag-of-
words) into TF-IDF-weighted vectors. These vec-
tors are sparse vectors of a size equivalent to the
vocabulary size, where each row corresponds, if
the given word is present in the context or re-
sponse, to its TF-IDF weight, and is 0 otherwise.
The matching score between the context and its re-
sponse is then determined as the cosine similarity
between the two vectors:

similarity =
vc · vr

‖vc‖2 ‖vr‖2
(3)

where vc and vr respectively denote the TF-IDF-
weighted vectors for the context and response.

Dual Encoder
The Dual Encoder model (Lowe et al., 2017) con-
sists of two recurrent networks, one for the con-
text and one for the response. The tokens are first
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Figure 2: Dual encoder model, taking as input the 〈context, response〉 pairs and returning a score ex-
pressing the adequacy of the response given the context.

passed through an embedding layer and then to a
recurrent layer with LSTM or GRU cells. In the
original formalisation of this model (Lowe et al.,
2015), the context vector is transformed through a
dense layer of same dimension, representing the
“predicted” response. The inner product of the
predicted and actual responses is then calculated
and normalised, yielding a similarity score. This
model, however, only seeks to capture the seman-
tic similarity between the two sequences, while the
selection of the most adequate response in a given
context may also need to account for other factors
such as the grammaticality and coherence of the
response. We therefore extend the Dual Encoder
model in two ways. First, both the context and
response vectors are transformed through a dense
layer at the end of the recurrent layer (instead of
just the context vector). Second, the final predic-
tion is connected to both the inner product of the
two vectors and to the response vector itself, as
depicted in Figure 2.

Dual Encoder with instance weighting

Finally, the third model relies on the exact same
Dual Encoder model as above, but applies the
weighting model described in Section 3.1 prior
to learning in order to assign weights to each
training example. The weighting model is esti-
mated on a subset of the movie and TV subtitles
augmented with speaker information and filtered
through heuristics to ensure a good cohesion be-
tween the context and its response. These heuris-
tics are detailed in the next section.

Although the architecture of the Dual Encoder

is superficially similar to the weighting model of
Figure 1, the two models serve a different purpose:
the weighting model returns the expected quality
of a training example, while the Dual Encoder re-
turns a score expressing the adequacy between the
context and the response.

4.2 Datasets

Training data for the conversation models
The dataset used for training the three retrieval
models is the English-language portion of the
OpenSubtitles corpus of movie and TV subtitles
(Lison and Tiedemann, 2016). The full dataset is
composed of 105 445 subtitles and 95.5 million
utterances, each utterance being associated with a
start and end time (in milliseconds).

Training data for the weighting model
For training the weighting model, we extracted a
small subset of the full corpus of subtitles cor-
responding to 〈context, response〉 pairs satisfying
specific quality criteria. The first step was to align
at the sentence level the subtitles with an online
collection of movie and TV scripts (1 069 movies
and 6 398 TV episodes), following the approach
described in (Lison and Meena, 2016).

This alignment enabled us to annotate the sub-
titles with speaker names and turn boundaries.
Based on these subtitles, we then selected exam-
ple pairs with two heuristics:

1. To ensure the response constitutes an ac-
tual reply from another speaker and not sim-
ply a continuation of the current turn, the
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subtitles were segmented into sub-dialogues.
〈context, response〉 pairs including a change
of speaker from the context to the re-
sponse were then extracted from these sub-
dialogues. Since multi-party dialogues make
it harder to determine who replies to whom,
only sub-dialogues with two participants
were considered in the subset.

2. To ensure the response is intelligible given
the context (without drawing on unresolved
references to e.g. fictional person names), we
also filtered out from the subset the dialogue
turns including mentions of fictional charac-
ter names and out-of-vocabulary words.

A total of 95 624 〈context, response〉 pairs can
be extracted using these two heuristics. This cor-
responds to about 0.1 % of the total number of ex-
amples for the OpenSubtitles corpus. These pairs
are used as positive examples for the weighting
model, along with negative pairs sampled at ran-
dom from the corpus.

Test data
Two distinct corpora are used as test sets for the
evaluation. The first corpus, whose genre is rel-
atively close to the training set, is the Cornell
Movie Dialog Corpus (Danescu-Niculescu-Mizil
and Lee, 2011), which is a collection of fictional
conversations extracted from movie scripts (unre-
lated to the ones used for training the weighting
model). The transcripts from this corpus are seg-
mented into conversations. Each conversation is
represented as a sequence of dialogue turns. As
this paper concentrates on the selection of rel-
evant responses in a given context, we limited
the test pairs to the ones where the context ends
with a question, which yields a total of 67 305
〈context, response〉 pairs.

The second test set comes from a slightly dif-
ferent conversational genre, namely theatre plays.
The scripts of 62 English-language theatre plays
were downloaded from public websites. We also
limited the test pairs to the pairs where the context
ends with a question, for a total of 3 427 pairs.

4.2.1 Experimental design
Preprocessing
The utterances from all datasets were tokenised,
lemmatised and POS-tagged using the spaCy NLP
library1. We also ran the named entity recogniser

1https://spacy.io/

from the same library to extract named entities.
Since the person names mentioned in movies and
theatre plays typically refer to fictional characters,
we replaced their occurrences by tags, one distinct
tag per entity. For instance, the pair:

Dana: Frank, do you think you could give
me a hand with these bags?

Frank: I’m not a doorman, Miss Barrett.
I’m a building superintendent.

is simplified as:

Dana: <person1>, do you think you could
give me a hand with these bags?

Frank: I’m not a doorman, <person2>. I’m
a building superintendent.

Named entities of locations and numbers are
also replaced by similar tags. To account for
the turn structure, turn boundaries were annotated
with a <newturn> tag. The vocabulary is capped
to 25 000 words determined from their frequency
in the training corpus. Tokens not covered in this
vocabulary are replaced by <unknown>.

Training details

The dialogue contexts were limited to the last 10
utterances preceding the response and a maximum
of 60 tokens. The responses were defined as the
next dialogue turn after the context, and limited to
a maximum of 5 utterances and 30 tokens.

The embedding layers of the Dual Encoders
were initialised with Skip-gram embeddings
trained on the OpenSubtitles corpus. For the re-
current layers, we tested the use of both GRU and
LSTM cells, along with their bidirectional equiva-
lents (Chung et al., 2014), without noticeable dif-
ferences in accuracy. As GRU cells are faster to
train than LSTM cells, we opted for the use of
GRU-based recurrent layers. The dimensionality
of the output vectors from the recurrent layers was
400. The neural networks are trained with a batch
size of 256, binary cross-entropy as cost function
and RMSProp as optimisation algorithm. To avoid
overfitting issues, a dropout of 0.2 was applied at
all layers of the neural model.

Both the weighting model and the Dual Encoder
models were training with a 1:1 ratio between pos-
itive examples (actual 〈 context, response 〉 pairs)
and negative examples with a response sampled at
random from the training set.
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Model name Cornell Movie Dialogs Theatre plays
R10@1 R10@2 R10@5 R10@1 R10@2 R10@5

TF-IDF 0.33 0.44 0.67 0.33 0.44 0.53
Dual Encoder 0.44 0.62 0.83 0.52 0.67 0.75
Dual Encoder + weighting 0.47 0.63 0.85 0.56 0.70 0.80

Table 1: Performance of the 3 retrieval models on the two test sets, namely the Cornell Movie Dialogs
Dataset and the smaller dataset of theatre plays, using the Recall10@i metric.

4.3 Results

The three models (the TF-IDF model, the base-
line Dual Encoder and the Dual Encoder com-
bined with the weighting model) are evaluated us-
ing the Recallm@i metric, which is the most com-
mon metric for the evaluation of retrieval-based
models. Let {〈ci, ri〉, 1 ≤ i ≤ n} be the list of
m context-response pairs from the test set. For
each context ci, we create a set ofm alternative re-
sponses, one response being the actual response ri,
and them−1 other responses being sampled at ran-
dom from the same corpus. The m alternative re-
sponses are then ranked based on the output from
the conversational model, and the Recallm@imea-
sures how often the correct response appears in the
top i results of this ranked list. The Recallm@i
metric is often used for the evaluation of retrieval
models as several responses may be equally “cor-
rect” given a particular context.

The experimental results are shown in Table 1.
As detailed in the table, the Dual Encoder model
combined with the weighting model outperforms
the Dual Encoder baseline on both test sets (the
Cornell Movie Dialogs corpus and the smaller cor-
pus of theatre plays). Our hypothesis is that the
weighting model biases the responses selected by
the conversation model towards more cohesive ad-
jacency pairs between context and response2.

Figure 3 illustrates the learning curve for the
two Dual Encoder models, where the accuracy
is measured on a validation set composed of the
high-quality example pairs described in the pre-
vious section along with randomly sampled al-
ternative responses (using a 1:1 ratio of positive
vs. negative examples). We can observe that the
Dual Encoder with instance weights outperforms
the baseline model on this validation set – which
is not per se a surprising result, since the purpose

2Contrary to the OpenSubtitles corpus which is made of
subtitles with no turn segmentation, the Cornell Movie Di-
alogs corpus and the corpus of theatre plays are derived from
scripts and are therefore segmented in dialogue turns.

of the weighting model is precisely to bias the con-
versation model to give more importance to these
types of example pairs.
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Figure 3: Learning curve for the two Dual Encoder
models, showing the evolution of their accuracy
on the validation set as a function of the number
of observed training examples.

4.4 Human evaluation
To further investigate the potential of this weight-
ing strategy for neural conversational models, we
conducted a human evaluation of the responses
generated by the two neural models included in
the evaluation. We collected human judgements
on 〈context, response〉 pairs using a crowdsourc-
ing platform. We extracted 115 random con-
texts from the Cornell Movie Dialogs corpus and
used four distinct strategies to generate dialogue
responses: a random predictor (used to identify
the lower bound), the two Dual Encoder models
(both without and with instance weights), and ex-
pert responses (used to identify the upper bound).
The expert responses were manually authored
by two human annotators. The resulting 460
〈context, response〉 pairs were evaluated by 8 dis-
tinct human judges each (920 ratings per model).
The human judges were asked to rate the consis-
tency between context and response on a 5-points
scale, from Inconsistent to Consistent. In total,
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118 individuals participated in the crowdsourced
evaluation.

The results of this human evaluation are pre-
sented in Figure 4. There is unfortunately no sta-
tistically significant difference between the base-
line Dual Encoder (M = 2.97, SD = 1.27)
and the one combined with the weighting model
(M = 3.04, SD = 1.27), as established by a
Wilcoxon rank-sum test, W (1838) = 410360,
p = 0.23. These inconclusive results are prob-
ably due to the very low agreement between the
evaluation participants (Krippendorff’s α for con-
tinuous variable = 0.36). The fact that the lower
and upper bounds are only separated by 2 standard
deviations confirms the difficulty for the raters to
discriminate between responses. We hypothesise
that the nature of the corpus, which is heavily de-
pendent on an external context (the movie scenes),
makes it particularly difficult to assess the consis-
tency of the responses.
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Figure 4: Distribution of human ratings of the re-
sponses generated by the four models tested.

Some examples of responses produced by the
two Dual Encoder models illustrate the improve-
ments brought by the weighting model. In (1), the
baseline Dual Encoder selected a turn continuation
rather than a reply, while the second model avoids
this pitfall. Both (1) and (2) also show that the dual
encoder with instance weighting tends to select ut-
terances with fewer named entities.

(1) Context of conversation:
– This is General Ripper speaking.
– Yes, sir.
– Do you recognize my voice?”
⇒ Response of Dual Encoder:
– This is General Nikolas Pherides, Com-
mander of the Third Army. I’m Oliver

Davis.
⇒ Response of Dual Encoder + weighting:
– Yes, sir. I’m Gideon.

(2) Context of conversation:
– Let me finish dinner before you eat it...
Chop the peppers...
– Are you all right?
⇒ Response of Dual Encoder:
– No thanks, not hungry. Harry Dunne.
⇒ Response of Dual Encoder + weighting:
– Yes I’m fine. Everything is ok.

5 Discussion

The limitations of neural conversational models
trained on large, noisy dialogue corpora such as
movie and TV subtitles have been discussed in
several papers. Some of the issues raised in pre-
vious papers are the absence of turn segmentation
in subtitling corpus (Vinyals and Le, 2015; Serban
and Pineau, 2015; Lison and Meena, 2016), the
lack of long-term consistency and “personality” in
the generated responses (Li et al., 2016b), and the
ubiquity of dull, commonplace responses when
training generative models (Li et al., 2016a). To
the best of our knowledge, this paper is the first to
propose an instance weighting approach to address
some of these limitations. One related approach is
described in (Zhang et al., 2017) which also relies
on domain adaptation for neural response gener-
ation, using a combination of online and offline
human judgement. Their focus is, however, on the
construction of personalised conversation models
and not on instance weighting.

The empirical results corroborate the hypothe-
sis that assigning weights to the training examples
of “noisy” dialogue corpora can boost the perfor-
mance of neural conversation models. In essence,
the proposed approach replaces a one-pass train-
ing regime with a two-pass procedure: the first
pass to determine the quality of each example pair,
and a second pass to update the model based on the
observed pair and its associated weight. We also
showed that these weights can be determined in a
data-driven manner with a neural model trained on
example pairs selected for their adherence to spe-
cific quality criteria.

Instead of this two-pass procedure, an alterna-
tive approach is to directly learn a conversation
model on the subset of example pairs that are
known to be of high-quality. However, one major
shortcoming of this approach is that it consider-
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ably limits the size of the training set that can be
exploited. For instance, the data used to estimate
the weighting model in Section 4.2 corresponds to
a mere 0.1 % of the total English-language part
of the OpenSubtitles corpus (since the utterances
had to be associated with speaker names derived
from aligned scripts in order to apply the heuris-
tics). In contract, the proposed two-pass procedure
can scale to datasets of any size.

The results from Section 4 are limited to
retrieval-based models. One important question
for future work is to investigate whether the results
carry over to generative, sequence-to-sequence
models. As generative models are more computa-
tionally intensive to train than retrieval models, the
presented approach may bring another important
benefit, namely the ability to filter out part of the
training data to concentrate the training time on
“interesting” examples with a high cohesion be-
tween the context and its response.

6 Conclusion

Dialogue corpora such as chat logs or movie subti-
tles are very useful resources for developing open-
domain conversation models. They do, however,
also raise a number of challenges for conversation
modelling. Two notable challenges are the lack
of segmentation in dialogue turns (at least for the
movie subtitles) and the presence of external con-
text that is not captured in the dialogue transcripts
themselves (leading to mentions of person names
and unresolvable named entities).

This paper showed how to mitigate these chal-
lenges through the use of a weighting model ap-
plied on the training examples. This weighting
model can be estimated in a data-driven manner,
by providing example of “high-quality” training
pairs along with random pairs extracted from the
same corpus. The criteria that determine how
these training pairs should be selected depend in
practice on the type of conversational model one
wishes to learn. This instance weighting approach
can be viewed as a form of domain adaptation,
where the data points from the source domain (in
this case, the original corpus) are re-weighted to
improve the model performance in a target domain
(in this case, the interactions in which the conver-
sation model will be deployed).

Evaluation results on retrieval-based neural
models demonstrate the potential of this approach.
The weighting model is essentially a preprocess-

ing step and can therefore be combined with any
type of conversational model.

Future work will focus on two directions. The
first is to extend the weighting model to account
for other criteria, such as ensuring diversity of re-
sponses and coherence across turns. The second is
to evaluate the approach on other types of neural
conversational models, and more particularly on
generative models.
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Abstract

This article describes a model of other-
initiated self-repair for a chatbot that helps
to practice conversation in a foreign lan-
guage. The model was developed using a
corpus of instant messaging conversations
between German native and non-native
speakers. Conversation Analysis helped to
create computational models from a small
number of examples. The model has been
validated in an AIML-based chatbot. Un-
like typical retrieval-based dialogue sys-
tems, the explanations are generated at
run-time from a linguistic database.

1 Introduction

Conversational agents tailored for communication
with language learners are studied in the area
of Communicative Intelligent Computer-Assisted
Language Learning (CommICALL). Starting with
the idea of creating a machine that behaves like a
language expert in an informal chat, specific in-
teractional practices need to be described where
linguistic identities of interaction participants be-
come visible. Such practices include repair with
linguistic trouble source where non-native speak-
ers address troubles in comprehension or produc-
tion (Danilava et al., 2013).

Repair is a building block of conversation that
helps to deal with troubles in understanding and
production of talk. Depending on who produced
a trouble source and who initiates a repair we dis-
tinguish between self-initiated and other-initiated
repair. A repair can be carried out by the same
speaker who produced the trouble source or by the
other speaker (self-repair and other-repair).

Because there is a preference for self-repair,
other-initiated self-repair is the most frequent re-
pair type. It may become even more frequent in

conversations where one of the speakers is more
knowledgeable in some matters than the other, for
instance in mastering professional terminology or
communication in a second language not yet fully
mastered. Therefore it is crucial for conversational
agents acting in such environments to recognize
and to handle repair initiations properly.

Repair sequences where the machine is the
trouble-speaker are in focus of this article. The
learner initiates a repair in response to something
not (fully) understood, and the machine explains.
This type of repair corresponds to other-initiated
self-repair with a linguistic trouble source where
the language learner is the recipient of the trouble
talk (OISRL).

CommICALL research is mainly grounded in
Second Language Acquisition (SLA) theory (Pe-
tersen, 2010; Wilske, 2014). The model of expla-
nation sequences, so called negotiations of mean-
ing introduced by (Varonis and Gass, 1985) re-
ceived a lot of attention and was highly re-used
in subsequent CALL research (Fredriksson, 2012;
Satomi Kawaguchi, 2012). The model includes
a trigger, an indicator, a response and a reaction
to response. However, this model has been criti-
cized for its view on repair as something "marring
the flow" of a conversation and for being inappli-
cable to non-institutional settings (Markee, 2000).
Although repair in native/non-native speaker talk
has been intensively studied in Conversation Anal-
ysis (CA) (Markee, 2000; Gardner and Wagner,
2004; Hosoda, 2006), the results have not been
operationalized for an implementation in a Com-
mICALL system. Therefore, this article has two
objectives:

1. Identify typical interactional resources em-
ployed for initiation and carry-out of repair
using methods of Conversation Analysis.

2. Create a computation models of the repair
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of the type OISRL to be implemented in a
CommICALL application.

We use a dataset of German native/non-native in-
stant messaging conversations (Höhn, 2015) to
analyze practices of repair in native/non-native
speaker informal chat. All repair sequences have
been annotated. Collections of similar cases have
been built. Interactional resources used by lan-
guage learners for repair initiations have been an-
alyzed. Patterns of repair initiations have been ob-
tained through generalization. In this way, rules
for recognition of repair initiations have been cre-
ated. An implementation case study was set up to
validate the resulting computational models in an
AIML-based chatbot.

2 Repair in Conversational Agents

Non-native speakers are usually not considered
as the main user group of general-purpose dia-
logue systems. The assumption dominates that
human users understand everything what an agent
may say. This assumption is reflected in the two
main problems addressed by research on repair
for conversational agents: dealing with user’s self-
corrections which may make speech recognition
difficult and managing system’s lack of informa-
tion in order to satisfy user’s request.

These two research areas may be found under
keywords self-repairs, sometimes speech repairs
(Zwarts et al., 2010) or disfluencies (Shriberg,
1994; Martin and Jurafsky, 2009), and clarifica-
tion dialogues or clarification requests, CRs in AI
and NLP publications. What is referred to by the
term self-repair in speech recognition domain cor-
responds to user’s self-initiated self-repair in CA
terminology.

Shriberg (1994) uses the term reparandum to
refer to what is called trouble source in CA. The
model considers pauses (moment of interruption)
and lexicalised means to focus on the replacement
(editing terms). These are interactional recourses
used by speakers to signal trouble in production
and to pre-announce a coming replacement.

The term clarification dialogues is mostly used
to describe repairs dealing with insufficient infor-
mation available for a system after speech recog-
nition and language understanding (Kruijff et al.,
2008; Jian et al., 2010; Buß and Schlangen, 2011).
The term miscommunication was introduced to
distinguish between non-understandings (the sys-
tem could not match user’s input to a representa-

tion) and misunderstandings (the system matched
user’s input to a wrong representation) (Dzikovska
et al., 2009; Meena et al., 2015). These re-
pair types correspond to other-initiated self-repair
when the user is the trouble-speaker.

Clarification requests in AI and NLP publica-
tions should not be confused with clarification re-
quests in SLA publications where this term is used
to refer to only a particular form of corrective feed-
back (Lyster et al., 2013), or to a dialogue move in
meaning negotiations (Varonis and Gass, 1985).

Emphasising the importance of correct recogni-
tion of user’s clarification requests, Purver (2004)
provides a study of various types of clarification
requests, see also follow-up publications (Purver,
2006; Ginzburg et al., 2007; Ginzburg, 2012).
Purver (2004) uses the HPSG framework to cover
the main classes of the identified classification
scheme. Because different functions might be ex-
pressed by a clarification request of the same form,
Purver (2004) analyses the clarification readings
to cover the correspondence between the form and
the meaning of the repair initiations. However,
several points for critiques arise. For instance,
some utterances may be formatted as repair ini-
tiations but have a different interactional func-
tion, such as expressing surprise and topicaliza-
tion (not listed as possible readings). In addition,
repair initiations designed to deal with troubles
in understanding are put together with strategies
for dealing with troubles in production (e.g. gap
fillers). From the CA perspective, Purver (2004)’s
gap fillers correspond to self-initiated other-repair,
thus are sequentially completely different. There-
fore, modifications in the classification proposed
by (Purver, 2004) are needed in order to better
comply with studies in CA, and therefore better re-
flect the state-of-the-art in CA-informed dialogue
research.

Example 2.1. Different types of causes for clari-
fication used in (Schlangen, 2004, Ex. (12)).

a. A I ate a Pizza with chopsticks the other day
B A Pizza with chopsticks on it?

b. A Please give me a double torx.
B What’s a torx?

c. A Please give me a double torx.
B Which one?

d. A Every wire has to be connected to a power
source.

B Each to a different one, or can it be the same for
every wire?

Schlangen (2004) analyses communication prob-
lems leading to clarification requests focusing on
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trouble source types (what caused the communica-
tion problem). Schlangen (2004) makes clear that
a more fine-grained classification of causes for re-
questing clarification in dialogue may be needed,
specifically, a model distinguishing between dif-
ferent cases in Example 2.1.

From the CA perspective, speakers’ linguistic
and professional identities and preferences play a
role in speaker’s selection of a specific format of
a repair initiation. Speaker B in Example 2.1.b.
positions herself as a novice in torx matters with
her repair initiation, while speakers B in Exam-
ples 2.1.c. positions herself as knowledgeable in
torx matters. In addition, utterances may be de-
signed as repair initiations, but may in fact have
a different function. For instance, the repair ini-
tiation produced by B in Example 2.1.a. may be
analysed as a joke not requiring any explanation.

Other-initiated self-repair when the machine is
the trouble-speaker is explored in (Gehle et al.,
2014). Based on a corpus of video-recorded
human-robot-interactions in a museum, the au-
thors analyse interactional resources used by mu-
seum visitors to signal troubles in understanding
robot’s talk and dealing with misunderstandings.
It was observed that people deal with different
sorts of trouble similarly.

The potential user of a CommICALL system is
a language learner who may have troubles in com-
prehension. While user-initiated repair has been
subject of research of studies in human-robot in-
teraction and general dialogue systems, not much
attention has been paid to it in CommICALL. This
article seeks to contribute to the research on repair
in CommICALL by a microanalytic study of se-
quences of other-initiated self-repair when the na-
tive speaker is the trouble-speaker. Based on the
results of the empirical study, the problem of com-
putational modeling of system’s reaction to the
learner’s repair initiation will be approached. The
machine will need to recognize repair initiations,
to extract the trouble source and to deliver an ap-
propriate response. The the study contributes to
language understanding for dialogue systems tar-
geting language learners and has implications for
user and expert models for CommICALL.

3 Practices of repair in chat

This section analyses interactional resources used
by the non-native speakers in chat in order
to other-initiate repair with a linguistic trouble

source, that is to signal trouble and to reference
the trouble source. Turn formats are specifically
important for the future recognition of repair initi-
ations by chatbots.

3.1 Repair initiations
Two abstract types of repair other-initiations were
identified in the dataset: statements of non-
understanding where a part of partner’s utter-
ance is marked as unclear, and candidate under-
standings where the own version of understand-
ing of the problematic unit is provided. Non-
understandings require an explanation of the trou-
ble source in the repair while candidate under-
standings require a yes/no answer.

Repair other-initiations were found at two dis-
tinct types of position: immediate and delayed.
The first type comes immediately after the trou-
ble source turn. The second type comes later than
the adjacent turn. Sequentially, both correspond
to the next-turn repair initiation or second posi-
tion repair described in CA literature as the first
structurally specified place for other-initiated re-
pair (Schegloff, 2000; Liddicoat, 2011). Delayed
repair initiations occur because speakers in chat
can produce turns simultaneously and follow dis-
tinct interleaved conversation threads. There is a
dependency between the position of the repair ini-
tiation and the interactional recourses for repair
initiation. Some resources are used exclusively in
the immediate position.

Example 3.1. Open class repair initiation

615 L08 danke. good night)
thank you. good night

617 N04 gn8 :-)
618 L08 ???

??? [repair initiation]
619 N04 gn8 ist ein zusammengeschrumpftes "gute

Nacht" (lies: "g" = "gut" und "n8" = "N-Acht")
gn8 is an abbreviation of "good night" (read:
"g"="good" and "n8" = "n-ight")

620 N04 oder englisch, g=good, n-eight
or English, g=good, n-eight

621 L08 aach sooo))
I see

In Example 3.1, the learner initiates a repair by
posting three question marks directly after the
trouble source turn. The native speaker N04 is able
to locate the trouble source, which is the abbrevi-
ation. In Example 3.1, the reference to the trouble
source is realised by the immediate adjacent posi-
tion, and signaling trouble with comprehension is
realised by the questions marks.

Candidate understanding is another possibility

397



to mark a unit of an utterance as not (completely)
clear. Example 3.2 shows a fragment of a chat
where the native speaker N04 uses the word über-
fülltes to describe an event in Munich (turn 222).
The learner L08 checks her understanding of this
term in turn 223 by copying the trouble source and
providing her own understanding of the word. The
trouble source is referenced through its repetition
in the repair initiation. Signalling trouble is re-
alised through the comparison token, the candidate
understanding and the question mark.

Example 3.2. Many many people

221 L08 ja ich habe über Oktoberfest gehört, etwas
lustiges und buntes))
yes I have heard about Oktoberfest, something
funny and colourful

222 N04 ja, und teures und überfülltes ;-)
yes, and expensive and overfilled

223 L08 ))überfülltes bedeutet "viele viele Leute"?
overfilled means "many many people"?

224 N04 genau
exactly

The repair initiations produced by the learners in
the dataset always try to resolve problems with the
meaning, none of them was concerned with the
form by itself.

3.2 Repair carry-out

Repair carry-out strategies depend on the type of
the trouble source and the repair initiation for-
mat and include confirmations / disconfirmations,
definition work and paraphrasing of the trouble
source. Direct definition work can be replaced or
extended by a hyperlink to an example or a demon-
stration of an instance of the trouble source.

If the trouble source is an abbreviation, the def-
inition work contained a full spelling of the abbre-
viated words and their explanation. For chat ab-
breviations, a full reading of the abbreviation was
normally provided and enough for explanation, as
Example 3.1 demonstrates. Problematic abbrevia-
tion were always repeated in the dataset, followed
by the full spelling or reading.

If the trouble source is one semantic unit (one
word or an idiomatic expression), a dictionary-like
definition (synonyms + examples) is often selected
to provide a repair. For longer messages or longer
parts of longer messages, a strategy of splitting the
message into smaller semantic units and a separate
explanation of each unit can be chosen. Paraphras-
ing is also one of the strategies used by the native
speakers to explain longer messages.

Example 3.3 shows how a machine translation

service can be used for definition work. Turn 376
contains an expression that the learner does not
(fully) understand: "in sachen essen". This expres-
sion is being formally made to a trouble source in
the repair initiation in turns 377 and 378. Turn 377
locates the trouble source and marks the expres-
sion as unclear. Turn 378 contains an instruction
of what kind of explanation is desired.

Example 3.3. In Sachen Essen: repair is carried
out with the help of machine translation.

376 N03 gibt es irgendwas moskau typisches in sachen
essen?
is there something of food which is typical for
moscow?

377 L07 in sachen essen???
in things food???

378 L07 übersetze bitte)))
translate please [smile]

379 N03 какая пища является типичным Москве?
which food is typical for Moscow?

4 Empirical findings

Regarding repair initiations, it was found that:
(1) Questioning is the practice to initiate repair

in chat, confirming the results in the academic
literature for oral interaction (Dingemanse et al.,
2014). Other practices are declarations of lack
of understanding such as unklar and ich verstehe
nicht.

(2) Devices for signalling are question marks,
dashes, explicit statements of non-understanding
and presenting candidate understandings.

(3) References to trouble sources may be re-
alised through the adjacent position, demonstra-
tive expressions and full or partial repeats.

(4) Though all repair initiations were second-
position initiations, they were not all immediate.
Delayed repair initiation require more specific ref-
erencing to trouble source, open-class repair initi-
ations cannot be used in a delayed second position.

(5) Repetition-based repair initiations may con-
tain repetitions of one specific unit from the previ-
ous turn and contain a copy of the preceding turn
regardless the unit boundaries. The latter may be
placed between open class and restricted class re-
pair initiations. Such types of repetitions have not
been previously described in the academic litera-
ture and may be typical for non-native speakers.

(6) The communication medium influences re-
pair initiation types and formats. In particular, re-
pair initiations eliciting a repetition of the trouble
source are uncommon in chat. Misreadings are
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possible, but they are made visible through mis-
productions in repetition-based repair initiations.

(7) The non-native speakers’ identity influences
the format of candidate understandings which dif-
fer from those in native speaker talk.

(8) Repair initiation is one option to deal with
trouble in comprehension. Other options include
dictionary look-up and the "let-it-pass" strategy.

Regarding repair carry-outs, it was found that:
(1) Explanations of the meaning through syn-

onyms or paraphrases, translations and demonstra-
tions are common forms of repair carry-outs.

(2) Repair design is linked to expectation of
what is known to the repair recipient. Conse-
quently, repairs are designed for the language
learners targeting difficulties in linguistic matters.

(3) Repair carry-outs may be immediate and de-
layed. Consequently, references to trouble source
may be realised by the same resources as for re-
pair initiations. However, there are dependencies
between types of trouble source and participants’
selection of resources for referencing the trouble
source. For instance, abbreviations are usually re-
peated.

(4) Split-repeat is a type of a reference to the
trouble source which did not appear in repair
other-initiations but was found in the correspond-
ing self-repair carry-outs. This way of referencing
corresponds to self-repairs where native speakers
only explained a few words from a longer turn or
longer part of a turn marked as a trouble source.
The trouble source was split in tokens, and only to-
kens that were supposed to cause the trouble were
explained.

Repair carry-out is the preferred and the most
frequent response to a repair initiation but other
forms of responses are also possible, for instance
a new repair initiation to deal with difficulties in
identification of the trouble and responses which
do not address the trouble. Finally, repair initia-
tion and carry-out formats need to be "translated"
into patterns and then into computational models
of repair to make the findings applicable for com-
putational purposes.

5 Computational model of OISRL

In order to "serve computational interests" (Sche-
gloff, 1996), the following needs to be taken into
account for the purpose of modelling. Because re-
pair initiations may occur everywhere, each user’s
utterance may be a repair initiation. Therefore, a

repair initiation recognition routine needs to be ac-
tivated after every user’s turn. Two essential prob-
lems must be solved by a computer program in or-
der to react to a repair initiation properly:
(1) Recognition of a repair initiation,
(2) Extraction of the trouble source.

A repair proper needs to be generated after that.

5.1 Recognition of repair initiations

Each class of repair initiations implies a specific
form of referencing the trouble source. We con-
sider the following types of referencing for mod-
elling of the OISRL-sequences:

1. Repeat-based initiations: reuse (a 1:1-copy of
the trouble source), recycle the trouble source
(rewriting it in a slightly different way),

2. Demonstratives-based initiations: using
demonstrative determiners and pronouns.

3. Open-class initiations: referencing by a state-
ment of non-understanding in the immediate
position. The adjacent position of the repair
initiation references the whole preceding turn
as a trouble turn. Therefore we refer to this
type of referencing as reference by position.

Each class of repair initiations references trouble
of a particular size: either it is the whole preceding
message (open-class and demonstratives-based re-
pair initiations) or it is only a part of it (repeat-
based and recycle-based initiations). Therefore,
we consider three cases of trouble sources: sin-
gle word (part of a longer message or a one-word
message), part of a message (PoM) of two or more
words and a whole message consisting of two or
more words.

Signalling trouble involves symbolic and/or lex-
icalised means and a specific format designed ei-
ther to mark something as unclear or to compare
the trouble source with the own version of under-
standing. We call this signalling format.

The architecture of the repair initiation (RI) for
OISRL can be formalised as follows. Depending
on the time, different formats for the repair initia-
tion may be used:

RI = TIME ×RIFormat

Time may be immediate or delayed: TIME =
{immediate, delayed}. A repair initiation for-
mat is a combination of a reference to the trouble
source and a selected signalling format:

RIFormat = REF × SignalFormat
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The referencing types are repeat-based
repeat(x), based on demonstratives Dem and
reference by position AP . Signalling format may
mark something in the trouble-turn as unclear
unclear(x) or present a candidate understanding
equals(x, y). The trouble source x and the
candidate understanding y may be a single word,
an idiomatic expression, part of a message or a
complete turn (utterance).

REF = {repeat(x), AP, Dem}
SignalFormat = {unclear(x), equals(x, y)}
x, y ∈ {word, idiom, PoM, utterance}

This repair recognition procedure is also ex-
pected to differentiate between ordinary questions
related to the subject of the ongoing talk and repair
initiations. It works because ordinary questions
are not formatted as unclear(x) or equals(x, y).

If a complete turn is recognised as a trouble
source and this turn is a longer message, further
filters may be applied to identify more precisely,
which of the parts of the longer message may
cause a problem with comprehension. This may
be influenced by the learner model, but also by the
system’s capabilities to generate a repair proper.
Section 5.3 will address this problem and provide
examples of possible filters.

5.2 Generation of a repair carry-out

Repair carry-outs can contain a lexical reference
to the trouble source, such as repeat-based and
demonstratives-based references, or point to it just
by the adjacent position to the repair initiation.

A confirmation or a disconfirmation is an appro-
priate type of self-repair carry-out after a repair
other-initiation presenting candidate understand-
ings equals(x, y). All other self-repair carry-outs
are expected to provide an explanation of the unit
that is marked as problematic explain(x). Be-
cause different options are available for referenc-
ing trouble source in immediate and delayed repair
carry-outs, time needs to be taken into account in
the abstract description:

RCO = TIME ×RCOFormat

TIME = {immediate, delayed}.
A self-repair carry-out is a product of a ref-
erence to the trouble source and the function
RCOF , which it is expected to perform: confirm-
ing/disconfirming answer or an explanation.

RCOFormat = REF ×RCOF

REF = {repeat(x), AP, Det, splitRepeat(x)}
RCOF = {explain(x), conf(equals(x, y))}

Delayed self-repairs need to update the focus of
the talk, and therefore, a repeat-based reference
makes more sense than other types of referencing.

In practice, the function explain(x) needs to
be implemented differently for different types of
trouble source. The quality of the response is
highly dependent on the linguistic resources avail-
able for the generation of the explanations. We
discuss various practical issues in the next section.

5.3 Model validation
The purpose of this section is to validate the prac-
tical applicability of the abstract model described
in the preceding section. Because language under-
standing and generation capabilities of each dia-
logue system determines the possibilities for im-
plementation of the OISRL model, we took the
simplest form of such a system, namely an AIML-
based chatbot (Bush, 2006). AIML (Artificial In-
telligence Markup Language) covers the language
understanding and generation task (Droßmann,
2005) in form of pattern-template pairs shown be-
low. If the chatbot finds an input that matches to
WIE GEHTS, the utterance stored in the template
tag will be delivered to the user as a response.
<category>

<pattern>WIE GEHTS</pattern>
<template>Gut, und selbst?
Alles paletti?</template>

</category>

Example 5.1 illustrates how a chatbot can benefit
from patterns extracted from the dataset to come
closer to the behaviour of a language expert.
Example 5.1. A sub-dialogue with the chatbot:
other-initiated self-repair where the chatbot is the
trouble-speaker.

1 User wie gehts?
how are you?

2 Bot Gut, und selbst? Alles paletti?
I’m fine, and you? Everything okay?

3 User paletti?
4 Bot umgangssprachlich alles gut, alles in Ordnung,

alles okay.
colloquial everything good, everything fine, ev-
erything okay.

The bot uses a colloquial expression in turn 2
which is not clear for the user. The user initiates
the repair in turn 3. The bot recognises turn 3 as
a repair initiation and extracts the trouble source:
the repeated word paletti and the corresponding
idiomatic expression alles paletti. Bot’s response
in turn 4 is a repair carry-out generated from a lin-
guistic database.

The work of the repair manager is organised in
two steps determined by the model. Every user’s
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input that requires an explanation of a single en-
tity (word, idiom) is redirected to the category that
implements this function. The implementation
of ProgramD includes so called processors
to process specific AIML tags. A new AIML
tag has been introduced for the purpose of this
work: <explanation>. An additional pro-
cessor named explanation processor has
been implemented to generate a response.

The model for the recognition of repair initia-
tions described in Section 5.1 is used for the im-
plementation in form of the rules describing re-
pair initiation formats. For instance, to recognise
the repair initiation from Example 5.1, the chatbot
matches the rule:

RI = immediate, repeat(x), unclear(x)
because the user repeats a part of bot’s utterance
placing a question mark after the repeated token
and it happens immediately after the bot’s turn.

In Example 5.1, the repair initiation contains
only a part of an idiomatic expression and only
the entire expression can be found in the linguis-
tic database. Because all chatbot’s utterances are
known beforehand in AIML-based chatbots, it is
possible to list all idioms to make their recognition
easier. For this test implementation, a short list of
idiomatic expressions and their parts was created.
The explanation processor would first check, if the
trouble source may be an idiom (comparing with
the list and own preceding turns). If so, the entire
expression will be set as the trouble source.

AIML provides a possibility to forward inputs
with the same or similar meanings to a particular
category handling responses to this meaning. Int
this way, all recognised repair initiations with the
meaning unclear(x) are redirected to the category
with the pattern:

<pattern>ICH VERSTEHE * NICHT</pattern>

where * is the matching token for the trouble
source x.

The following template is responsible for the
generation of repair carry-outs for all such trou-
ble sources. The <think> tag allows process-
ing of an input without without immediate output.
The explanation processor searches for the trou-
ble source in the linguistic database which con-
tains only meanings, examples and notes about
usage for German nouns, verbs, adjectives and
adverbs. The database was automatically gener-
ated from Wiktionary. If the trouble source can-
not be found in the linguistic database, the ex-

planation processor returns <NOENTITY> and the
pre-stored Response-1 is sent to the user. If the
trouble source is found but its meaning is not
stored in the database, the explanation processor
returns <ENTITY NOMEANING>. A predefined
Response-2 is then sent to the user. Finally, if the
explanation processor finds the trouble source in
the database and at least one meaning of it is de-
scribed, an explanation will be rendered. Five ad-
ditional categories not shown here are responsible
for rendering of the explanation and process mean-
ings, examples and notes.
<template>
<think>
<set name="explanation-tmp">
<explanation><star/></explanation>

</set>
</think>
<condition name="explanation-tmp">
<li value="NOENTITY">Response-1</li>
<li value="ENTITY NOMEANING">

Response-2</li>
<li><srai>GETFIRSTMEANING
<get name="explanation-tmp"/></srai>

</li>
</condition>
</template>

Every user’s input that corresponds to an in-
quiry "does x mean y?" is redirected to the AIML
category implementing meaning checks. An ad-
ditional tag <meaningcheck> has been added
to carry out the repair of this type. The han-
dling of the meaning checks works in a similar
way as the explanations described above. The pro-
gram has been extended by a meaning check
processor to process this tag in the following
way. To generate a response to a candidate under-
standing, the chatbot needs to answer the question
if x means the same as y? This is an instance of the
textual entailment problem. If x is a single word,
an idiom, a collocation or a proverb, the system
can check the list of the synonyms of the corre-
sponding entry in the linguistic database. If x and
y are listed as synonyms, a confirming answer will
be generated. Otherwise, the system will explain
the meaning of x.

Only simple versions for each of paraphrasing
and word-by-word explanation (split-reuse) were
implemented. A word-by-word explanation only
makes sense for words that could be difficult for
the learner. We use a list of 100 and 1000 most fre-
quently used German words1 to filter those words
that are supposed to be well known to everybody.
The remaining words are explained separately.

1http://wortschatz.uni-leipzig.de/html/wliste.html
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6 Results

The new model of other-initiated self-repair when
the machine is the trouble-speaker allows recog-
nising learner repair initiations and extracting the
trouble source based on a description of language-
specific and medium-specific resources for repair
initiation. The model is created on a necessary
level of abstraction to be applicable for text chat
interaction in languages other than German. This
assumption builds on (Dingemanse et al., 2014)’s
finding that similar repair initiation formats exist
across languages. Therefore, when provided a set
of language-specific devices for repair initiation, it
can be implemented for other languages. The ex-
traction of the trouble source is based on abstract
features like repetition of parts of the trouble-turn
and adjacent position. These features are language
independent.

The problem of the trouble source extraction
is related to referring expression recognition or
reference resolution described in NLP textbooks
(Martin and Jurafsky, 2009, Ch. 21), which is
addressed in a large number of scientific publica-
tions (Dahan et al., 2002; Iida et al., 2010). Usu-
ally only noun phrases or their pronominalised
alternatives are considered for reference resolu-
tion in NLP. These are usually definite and indefi-
nite noun phrases, pronouns, demonstratives and
names. The analysis of repair initiations shows
that verbs or parts of utterances may be used to
refer to the trouble source. The presented model
implicitly includes a local discourse model which
"contains representations of entities which have
been referred to in the discourse" (Martin and Ju-
rafsky, 2009, p. 730). The local discourse model
in repair sequences only conserns possible repre-
sentations of the trouble source.

Compared to the model of clarification requests
proposed in (Purver, 2004), the model introduced
in this work has the following advantages. First,
the inconsistencies form CA perspective found in
(Purver, 2004)’s classification do not exist in the
model presented in this work because of a close
cross-disciplinary connection with CA. The model
for repair initiations presented here strictly differ-
entiates next-turn repair other-initiations from all
other types of repair and describes only these re-
pair initiations. Second, (Purver, 2004) introduced
the model for clarification requests in a strong con-
nection to the HPSG formalism. In contrast, the
model presented in this work is already imple-

mentable with a simple language understanding
technology. The separation between resources for
signalling trouble and resources for referencing
trouble source allows creating a rule-based gram-
mar which can be implemented in dialogue sys-
tems with different levels of complexity.

With regard to the analysis of causes of trou-
bles in understanding introduced in (Schlangen,
2004), mainly problems on the level of meaning
and understanding were subject of learner’s repair
initiations. Consequently, the modelling was ap-
proached in this work with the assumption that
the required kind of clarification is mainly deter-
mined by the user model targeting language learn-
ers. Similarly to the (Schlangen, 2004)’s approach
to map the variance in form to a small number of
readings, repair initiations in this work are mapped
either to a content question What does X mean? or
to a polar question Does X mean Y? where X is the
trouble source and Y is the candidate understand-
ing. In this way, the two approaches to modelling
repair initiations are similar.

Models of repair covering repair initiations pro-
posed in (Purver, 2004) and (Schlangen, 2004)
and extended in follow-up work (Purver, 2006;
Ginzburg et al., 2007; Ginzburg, 2012) were moti-
vated by Conversation Analysis research. How-
ever, other approaches for modelling were pre-
ferred because of the insufficient operationalisa-
tion of CA findings for computational modelling.
As an implication, the factors influencing the in-
teraction that have been identified as important
in CA studies and building a system did not be-
come part of the baseline models in (Purver, 2004)
and (Schlangen, 2004). Such factors include re-
pair, turn taking, membership categorisation, ad-
jacency pairs and preference organisation. In con-
trast to the previous models of repair (Purver,
2004; Schlangen, 2004) this work analyses repair
initiations in a system of interconnected factors
in conversation. More specifically, the proposed
model of repair initiations takes turn taking and se-
quential organisation of interaction explicitly into
account by distinguishing between immediate and
delayed repair initiations and respective options
for trouble source extraction. In addition, the new
model takes virtual adjacency in chat into account.
It explicitly differentiates repair initiated by the
user from repair initiated by the system taking the
sequential organisation into account. Finally, the
preference organisation and recipient design were
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taken into account by the user model. Based on the
empirical findings, the user model assumes that
language learners will request a special kind of
clarification.

While recognition of repair initiations and trou-
ble source extraction can be implemented us-
ing the simplest type of language understand-
ing, namely, pattern-based language understand-
ing, most repair carry-outs require more sophisti-
cated linguistic capabilities.

Definitions provide an explanation of the trou-
ble source. Existing online dictionaries such as
Wiktionary or Wikipedia may be used to create
linguistic knowledge bases. Because one term
may have multiple meanings, a linking to the cor-
rect meaning may be required. This problem is re-
lated to lexical ambiguity resolution also known as
meaning resolution (Small et al., 1987) and is part
of a larger area of computational lexical semantics
(Martin and Jurafsky, 2009, Ch. 20).

Paraphrases provide a reformulation of the
trouble source. A lot of efforts have been put in
automatic paraphrase generation and recognition.
Several recent publications are (Metzler et al.,
2011; Regneri and Wang, 2012; Marton, 2013).

Synonyms provide usually a short reformulation
of the trouble source. Existing language resources
such as WordNet (Fellbaum, 2010) and GermaNet
(Hamp et al., 1997) can be used for finding syn-
onyms. Multiple meanings of a word may need to
be resolved.

Translations may be generated by using exist-
ing machine translation systems (Avramidis et al.,
2015; Burchardt et al., 2014). Open source
statistical machine translation systems such as
Moses2 make experimental implementations fea-
sible. Commercial machine translation API can be
integrated into the dialogue manager, for instance
Google Translate API3.

Demonstrations include hyperlinks to websites
containing relevant information examples of an
object referenced by the trouble source. For
semi-automatically created databases of linguistic
knowledge, such information may be included into
examples. Wikipedia articles sometimes also con-
tain links to example websites and pictures, which
may be used as examples of concepts described in
the article.

Explicit handling of repairs targeted for lan-

2http://www.statmt.org/moses/
3https://cloud.google.com/translate/docs

guage learners allows an implementation in a
CommICALL system that helps to practice con-
versation. In this way, this research advances
state-of-the-art in ICALL and strengthens mul-
tidisciplinary connections to related disciplines,
such as Conversation Analysis and NLP. Other
types of tutorial dialogues where a clarification of
the terminology may be necessary would also ben-
efit from the presented model.

7 Conclusions

This article describes typical interactional re-
sources employed for repair in native/non-native
speaker chat with the purpose of computation
modelling of repair for a conversational agent in
a CommICALL application. The study shows
that CA methods provide a valuable set of tools
for computational modelling of rare phenomena
in talk from a small number of examples. To be
successful, such approaches require datasets repli-
cating the speech exchange systems that are envi-
sioned in the communication with the agent. In
particular, this research showed that native/non-
native speaker chat data can be used for computa-
tional models of dialogues in a CommICALL ap-
plication.
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