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1 Introduction

The Semantic Web (SW) can provide Natural Lan-
guage Generation (NLG) with technologies capa-
ble to facilitate access to structured Web data. This
type of data can be useful to this research area,
which aims to automatically produce human ut-
terances, in its different subtasks, such as in the
content selection or its structure.

NLG has been widely applied to several fields,
for instance to the generation of recommenda-
tions (Lim-Cheng et al., 2014). However, gener-
ation systems are currently designed for very spe-
cific domains (Ramos-Soto et al., 2015) and pre-
defined purposes (Ge et al., 2015). The use of
SW’s technologies can facilitate the development
of more flexible and domain independent systems,
that could be adapted to the target audience or pur-
poses, which would considerably advance the state
of the art in NLG. The main objective of this pa-
per is to propose a multidomain and multilingual
statistical approach focused on the surface reali-
sation stage using factored language models. Our
proposed approach will be tested in the context of
two different domains (fairy tales and movie re-
views) and for the English and Spanish languages,
in order to show its appropriateness to different
non-related scenarios. The main novelty studied in
this approach is the generation of related sentences
(sentences with related topics) for different do-
mains, with the aim to achieve cohesion between
sentences and move forward towards the genera-
tion of coherent and cohesive texts. The approach
can be flexible enough thanks to the use of an input
seed feature that guides all the generation process.
Within our scope, the seed feature can be seen as
an abstract object that will determine how the sen-
tence will be in terms of content. For example,
this seed feature could be a phoneme, a property
or a RDF triple from where the proposed approach

could generate a sentence.

2 Factored Language Models and NLG

Factored language models (FLM) are an exten-
sion of language models proposed in (Bilmes
and Kirchhoff, 2003). In this model, a word is
viewed as a vector of k factors such that wt ≡
{f1t , f2t , . . . , fKt }. These factors can be anything,
including the Part-Of-Speech (POS) tag, lemma,
stem or any other lexical, syntactic or semantic
feature. Once a set of factors is selected, the main
objective of a FLM is to create a statistical model
P (f |f1, . . . , fN ) where the prediction of a feature
f is based on N parents {f1, . . . , fN}. For exam-
ple, if w represents a word token and t represents
a POS tag, the expression P (wi|wi−2, wi−1, ti−1)
provides a model to determine the current word to-
ken, based on a traditional n-gram model together
with the POS tag of the previous word. Therefore,
in the development of such models there are two
main issues to consider: 1) choose an appropriate
set of factors, and 2) find the best statistical model
over these factors.

In recent years, FLM have been used in sev-
eral areas of Computational Linguistics, mostly in
machine translation (Crego, 2010; Axelrod, 2006)
and speech recognition (Tachbelie et al., 2011;
Vergyri et al., 2004). To a lesser extent, they
have been also employed for generating language,
mainly in English. This is the case of the BAGEL
system (Mairesse and Young, 2014), where FLM
(with semantic concepts as factors) are used to pre-
dict the semantic structure of the sentence that is
going to be generated; or OpenCCG (White and
Rajkumar, 2009), a surface realisation tool, where
FLM (with POS tag and supertags as factors) are
used to score partial and complete realisations to
be later selected. More recently, FLM (with POS
tag, word and lemma as factors) were used to
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rank generated sentences in Portuguese (Novais
and Paraboni, 2012).

The fact of generating connected and related
sentences is a challenge in itself, and, to the best
of our knowledge there is not any research with
the restriction of containing words with a specific
seed feature, thus leading to a more flexible NLG
approach that could be easily adapted to different
purposes, domains and languages.

3 Generating Related Sentences Using
FLM

We propose an almost-fully language independent
statistical approach focused on the surface realisa-
tion stage and based on over-generation and rank-
ing techniques, which can generate related sen-
tences for different domains. This is achieved
through the use of input seed features, which are
abstract objects (e.g., a phoneme, a semantic class,
a domain, a topic, or a RDF triple) that will guide
the generation process in relation to the most suit-
able vocabulary for a given purpose or domain.

Starting from a training corpus, a test corpus
and a seed feature as the input of our approach, a
FLM will be learnt over the training corpus and a
bag of words with words related with the seed fea-
ture will be obtained from the test corpus. Then,
based on the FLM and bag of words previously
obtained, the process will generate several sen-
tences for a given seed feature, which will be sub-
sequently ranked. This process will prioritise the
selection of words from the bag of words to guar-
antee that the generated sentences will contain the
maximum number of words related with the input
seed feature. Once several sentences are gener-
ated, only one of them will be selected based on
the sentence probability, that will be computed us-
ing a linear combination of FLMs.

When a sentence is generated, we will perform
post-tagging, syntactic parsing and/or semantic
parsing to identify several linguistic components
of the sentence (such as the subject, named en-
tities, etc.) that will also provide clues about its
structural shape. This will allow us to generate
the next sentence taking into account the shape of
the previous generated one, and the structure we
want to obtain (e.g., generating sentences about
the same subject with complementary informa-
tion).

4 Experimental scenarios and resources

For our experimentation, we want to consider two
different scenarios, NLG for assistive technolo-
gies and sentiment-based NLG. Within the first
scenario, the experimentation will be focused on
the domain of fairy tales. The purpose in this
scenario is the generation of stories that can be
useful for therapies in dyslalia speech therapies
(Rvachew et al., 1999). Dyslalia is a disorder in
phoneme articulation, so the repetition of words
with problematic phonemes can improve their pro-
nunciation. Therefore, in this scenario, the se-
lected seed feature will be a phoneme, where the
generated sentences will contain a large number
of words with a concrete phoneme. As corpora, a
collection of Hans Christian Andersen tales will be
used due to the fact that its vocabulary is suitable
for young audience, since dyslalia affects more to
the child population, having a 5-10% incidence
among them (Conde-Guzón et al., 2014).

Regarding the second scenario, the experimen-
tation will be focused on generating opinionated
sentences (i.e., sentences with a positive or neg-
ative polarity) in the domain of movie reviews.
Taking into account that there are many Websites
where users express their opinions by means of
non-linguistic rates in the form of numeric values
or symbols1, the generation of this kind of sen-
tences can be used to generate sentences from vi-
sual numeric rates. Given this proposed scenario,
we will employ the Spanish Movie Reviews cor-
pus2 and the Sentiment Polarity Dataset (Pang and
Lee, 2004) as our corpora for Spanish and English,
respectively.

In order to learn the FLM that will be used dur-
ing the generation, we will use SRILM (Stolcke,
2002), a software which allows to build and apply
statistical language models, which also includes
an implementation of FLM.

In addition, Freeling language analyser (Padró
and Stanilovsky, 2012) will be also employed to
tag the corpus with lexical information as well as
to perform the syntactic analysis and the name en-
tity recognition of the generated sentences. Fur-
thermore, in order to obtain and evaluate the po-
larity for our second proposed domain, we will
employ the sentiment analysis classifier described
and developed in (Fernández et al., 2013).

1An example of such a Website can be found at:
http://www.reviewsdepeliculas.com/

2http://www.lsi.us.es/ fermin/corpusCine.zip
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5 Preliminary Experimentation

As an initial experimentation, we design a simple
grammar (based on the basic clause structure that
divides a sentence into subject and predicate) to
generate sets of sentences which will have related
topics (nouns) with each other, since these topics
will appear within the set.

In this case, we generate the sentences with the
structure shown in Figure 1, where we use the di-
rect object of the previous generated sentences as
the subject for the following sentence to be pro-
duced, so that we can obtain a preliminary set of
related sentences.

The words contained in these preliminary re-
lated sentences are in a lemma form since this con-
figuration proved to works better than others, be-
ing able to be further inflected in order to obtain
several inflections of the sentences from where the
final generated one will be chosen.

S → NP VP
NP → D N
VP → V NP

Figure 1: Basic clause structure grammar.

With this structure we generated a set of 3 re-
lated sentences for each phoneme in both lan-
guages, Spanish and English, and another set of
3 related sentences for positive and negative po-
larities in the languages mentioned before.

These sentences have the structure seen above
and were ranked according to the approach out-
lined in section 3 being the linear combination of
FLM as follows: P (wi) = λ1P (fi|fi−2, fi−1) +
λ2P (fi|pi−2, pi−1)+λ3P (pi|fi−2, fi−1), where f
can be can be either a lemma and a word, p refers
to a POS tag, and λi are set λ1 = 0.25, λ2 = 0.25
and λ3 = 0.5. These values were empirically de-
termined.

Some examples of the generated sentences for
the first scenario, concerning the generation of
sentences for assistive technologies, is shown in
Figure 2. In some of the sets of generated sen-
tences, the same noun appears as a direct object
in both, the first and the third generated sentences
for that set. On the other hand, examples of sets of
sentences generated in both, English and Spanish,
for the second experimentation scenario (movie
reviews domain) are shown in the Figure 3.

Generally, the generated sentences for our two
experimentation scenarios, conform to the speci-
fied in section 4, although in some cases the verbs

Spanish
Phoneme: /n/
Cuánto cosa tener nuestro pensamiento.
(How much thing have our thinking.)
Cuánto pensamiento tener nuestro corazón.
(How much thought have our heart.)
Cuánto corazón tener nuestro pensamiento.
(How much heart have our thinking.)

English
Phoneme: /s/
These child say the princess.
Each princess say the shadow.
Each shadow pass this story.

Figure 2: Example generated sentences for the as-
sistive technologies scenario.

in these sentences need the inclusion of preposi-
tion in order to bring more correctness to the gen-
erated sentences.

Spanish
Polarity: Negative
Este defecto ser el asesino.
(This defect being the murderer.)
Su asesino ser el policı́a.
(His murderer be the police.)
El policı́a interpretar este papel.
(The police play this role.)

English
Polarity: Negative
Many critic reject the plot.
This plot confuse the problem.
The problem lie this mess.

Figure 3: Example generated sentences for movie
reviews domain in our second scenario.

At this stage, these preliminary set of generated
related sentences are a promising step towards our
final goal, since the number of words with the
seed feature among the sentences are more than
the number of words of the sentences, meeting the
overall objective for which they were generated.
Although the grammar used in the generation of
these sentences only captures the basic structure
for the two languages studied, the use of more
complex grammars could give us insights to im-
prove some aspects of the generation of these pre-
liminary sentences in the future.

6 Ongoing research steps

In order to enrich this approach and meet the final
goal, we want to deeply research into some of the
representation languages used by the SW, such as
OWL, as well as its technologies, that fit our pro-
posed approach. Obtaining information related to
a certain topic is tough without using any kind of
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external technology, so the employing of SW lan-
guages, such as RDF, can facilitate us accessing
this type of information.

In the future, we would like to analyse how the
generated sentences could be connected using dis-
course markers. We also would like to test the gen-
eration of sentences using other structural shapes,
such as sharing the same subject or sentences shar-
ing the same predicative objects with different
subjects. The generation of related sentences is
not a trivial task, being the cohesion and coher-
ence between sentences very hard to be checked
automatically. So, in that case, we plan to conduct
an exhaustive user evaluation of the generated sen-
tences using crowdsourcing platforms.
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