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Abstract

This paper focuses on identity-of-sense
anaphoric relations, in which the sense is
shared but not the referent. We are not
restricted to the pronoun one, the focus of
the small body of previous NLP work on
this phenomenon, but look at a wider range
of pronouns (that, some, another, etc.). We
develop annotation guidelines, enrich a third
of English OntoNotes with sense anaphora
annotations, and shed light onto this phe-
nomenon from a corpus-based perspective.
We release the annotated data as part of the
SAnaNotes corpus. We also use this corpus to
develop a learning-based classifier to identify
sense anaphoric uses, showing both the power
and limitations of local features.

1 Introduction

Anaphora and coreference are two linguistic phe-
nomena that often occur together and as a result are
sometimes regarded to be the same, but one can hap-
pen without the other. Compare (1) and (2)1: in the
former them is anaphoric since its interpretation de-
pends upon another expression in the context (mul-
tiple loans) with which it also corefers; in the latter
example, in contrast, ones anaphorically depends on
loans but they do not corefer since the demanded
and existing loans are different discourse entities.

(1) If you have multiple loans, you can consolidate them into
a single loan.

(2) Consumers and companies demand fewer loans and strug-
gle to pay back existing ones.

1Anaphors are shown in bold, and antecedents in italics.

In this paper we focus on (2)-like anaphoric re-
lations, which have been called identity-of-sense
anaphora (Grinder and Postal, 1971; Hirst, 1981)—
we use the term sense anaphora for short. Sense
anaphoric pronouns inherit the sense from their an-
tecedent but do not denote the same referent. The
meaning of these anaphoric forms remains empty if
they are not identified and resolved, thus the impor-
tance for most natural language understanding tasks.

While a good deal of previous work in linguis-
tics (Grinder and Postal, 1971; Bresnan, 1971) has
discussed the underlying syntactic representation of
this phenomenon (syntactic deletion, interpretive
rules, etc.) and closely related ones like noun ellip-
sis (Sag, 1976; Dalrymple et al., 1991), there have
been few computational studies on sense anaphora
and these have focused on the pronoun one (Gar-
diner, 2003; Ng et al., 2005).

We target a wider set of sense anaphoric pro-
nouns, not only one but also that, many, some and
others. We annotate a third of English OntoNotes
(Weischedel et al., 2011) with sense anaphoric pro-
nouns together with their antecedent, going beyond
the existing coreference annotations. To our knowl-
edge, this is the first annotation effort of this phe-
nomenon on a large corpus, and it uncovers distribu-
tional statistics and real-world usage patterns.

Our second contribution is using the annotated
data to train a learning-based system that identi-
fies anaphoric uses (2) from non-anaphoric uses of
the target pronouns such as generics (3), when their
meaning is equivalent to ‘some people’.

(3) While some think that the estimate may be inflated, the
consensus is that drier seasons are on the horizon.
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By using only local lexical and syntactic fea-
tures, the system reaches 79.01% F1 on one, and
67.34% F1 on an extended list of sense anaphors.

2 Sense Anaphora

The majority of studies on identity-of-sense
anaphora (Grinder and Postal, 1971; Bresnan, 1971)
focus on verb rather than noun phrases. We focus on
the latter, considering not only one, but also other
expressions that can similarly borrow their sense
from a contextual expression (4), (6), (8). We target
single-token anaphors in the following categories:

• ONE (one, ones)
• Quantifiers

– INDEFINITES (all, any, few, many, more,
most, much, some)

– NUMERALS (two, three, ..., hundred, etc.)
– MEASURE NOUNS (bit(s), bunch, couple,

dozen(s), lot(s), pair, plenty, ton(s))
• DEMONSTRATIVES (that, those)
• POSSESSIVES (mine, yours, his, hers, ours,

theirs)
• OTHER (other(s), another)

Previous studies (Dahl, 1985; Luperfoy, 1991; Gar-
diner, 2003; Payne et al., 2013) have classified one
in terms of its uses—determiner, count noun, pro-
noun, etc.—and antecedent types—a kind, a set, an
individual. Drawing on these previous classifica-
tions, we extend them to all types of sense anaphora
and consider that every (sense) anaphor–antecedent
pairing falls into one of two broad classes:

Partitive Denotes a subset relationship between
the anaphor and antecedent (the set), where the
anaphor not only shares the sense with the an-
tecedent but also the specified characteristics. For
this reason, the whole noun phrase is consid-
ered the antecedent (4). Non-anaphoric partitives,
those followed by of plus the set (5), are ex-
cluded, following Gardiner (2003).2

(4) The blast kills two cameramen, one from Spanish TV,
another from Reuters.

(5) That’s one of the problems that they are facing so far.

2Note that Gardiner (2003) uses the term partitive exclu-
sively for non-anaphoric partitive uses of one, i.e., one of.

The partitive class is similar to bridging anaphors
of the set-membership or subset types (Clark,
1975; Poesio et al., 1999; Markert et al., 2012),
but we focus on the pronoun-like sense anaphors
listed above (which can be seen as headless noun
phrases), whereas bridging anaphors usually tar-
get full noun phrases, e.g., a group of students
. . . three boys.

Instantiator The anaphor is a new instance created
from the same sense as the antecedent (6), (7).

(6) In both quantity and quality, the English teaching ma-
terials of today leave those of before in the dust.

(7) High-tech industries need to be constantly innovative,
while traditional ones have to undergo transformation.

The newly created instance may inherit only the
core sense or include some of the specifics of
the antecedent, so antecedent spans only include
the inherited modifiers: all of them in the case
of (6), or none in the case of (7), where inher-
iting the modifier high-tech would contradict the
anaphor’s modifier, traditional. The category of
other-anaphora or comparative anaphora (Mark-
ert and Nissim, 2005) falls into the instantiator
class, but similarly to set-membership bridging,
the study of other-anaphora has focused on full
noun phrases rather than headless ones.

The line between the partitive and instantiator
classes can be blurry, especially when the antecedent
is a kind rather than a set (8), but we find the distinc-
tion helpful to conceptualize sense anaphora.

(8) He has done research on traditional Chinese poetry, and
has included some in his Portuguese-language writings.

3 SAnaNotes

3.1 Annotation
Annotators identified sense anaphors and their an-
tecedent phrases using a custom GUI. Strings from
the target anaphor categories were automatically
highlighted in the text; annotators first determined
if the highlighted tokens were anaphors and, if so,
they identified their corresponding antecedent. Con-
sidering whether the pairing belonged to the parti-
tive or instantiator class helped them determine what
the boundaries of the antecedent were, but the parti-
tive/instantiator distinction was not annotated.
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When the antecedent is part of a coreference
chain, annotators chose the phrase that directly pre-
ceded the anaphor, unless it was a relative pronoun.
In (9), it is chosen as the antecedent instead of de-
bate because it is the closest mention in the an-
tecedent’s coreference chain. The tool allowed for
two anaphors to share the same antecedent (10).

(9) That debate, it’s a hard one when Hardball returns.

(10) Added to this is the perennial problem of class sizes be-
ing too large, and not enough English classes scheduled
– only one or two a week.

There was also a ‘no explicit antecedent’ option for
cases in which an anaphor borrows its sense from an
antecedent that is not available in the text. In (11),
both anaphors ones inherit a sort-of-issue sense, but
this antecedent is not explicit but built up in the con-
text of the passage.

(11) It must be advanced with a plan, the easy ones first and
the tough ones last.

Four human annotators participated in the anno-
tation. After an initial pilot training period, they
completed single-annotation on 1 138 documents.
In a final stage of annotation, the annotators com-
pleted four-way annotation on a set of 25 docu-
ments to measure inter-annotator agreement. We
used Fleiss’ (1971) kappa to measure agreement on
anaphor identification: κ = .67, which indicates
substantial agreement according to Landis and Koch
(1977). For the commonly identified anaphors, pair-
wise agreement on their antecedent spans was 63%.
The most common annotation errors are anaphor
omissions: given the small percentage of anaphoric
uses for some of the categories (see Table 1), sense
anaphors are easy to be missed.

3.2 Data

The source data for annotation was a third of the
English documents from OntoNotes (Weischedel et
al., 2011), a 1.6-million-word corpus covering a
variety of domains (newswire, broadcast conver-
sation, weblogs, magazine, New Testament, etc.),
sampled so as to keep the proportion of OntoNotes
domains. We annotated 1 163 documents in to-
tal. We release this annotated corpus as SAnaN-
otes, available from https://github.com/
dmorr-google/sense-anaphora.

Token
TRAIN TEST

Freq. Ana. % Freq. Ana. %

one 1 099 148 13.5 268 33 12.3
ones 49 29 59.2 8 3 37.5
all 720 13 1.8 185 0 0.0
another 41 28 68.3 13 8 61.5
few 142 11 7.7 45 3 6.7
many 448 18 4.0 121 3 2.5
more 846 13 1.5 231 0 0.0
most 336 6 1.8 103 1 1.0
much 369 1 0.3 90 1 1.1
other 597 21 3.5 141 5 3.5
others 139 43 30.9 32 11 34.4
some 214 26 12.1 49 5 10.2
that 940 25 2.7 248 13 5.2
those 296 27 9.1 65 13 20.0
NUM 6 046 120 2.0 1 880 16 0.9

TOTAL 12 282 529 4.3 3 479 115 3.3

Table 1: Distribution of sense anaphors in SAnaNotes (Ana.

stands for ‘anaphoric’). TRAIN subsumes the development data.

The Freq. column excludes determiner uses.

The average number of sense anaphors per docu-
ment is 0.6. Of the target categories, the OntoNotes
data contain a small number of POSSESSIVES (hers,
yours, etc.) and MEASURE NOUNS (bunch, ton,
etc.), of which anaphoric examples represent an even
smaller number. Table 1 shows the distribution of
anaphors belonging to categories for which there
are at least 10 anaphoric examples, that is, keeping
ONE, INDEFINITES, NUMERALS, DEMONSTRA-
TIVES, and OTHER; and excluding POSSESSIVES

and MEASURE NOUNS. While the ONE and OTHER

classes show a large proportion of anaphoric uses,
and DEMONSTRATIVES to a smaller extent, only a
small number of INDEFINITES and NUMERALS are
anaphoric.

4 Anaphoric Classification

Using the SAnaNotes corpus, we built a classi-
fier to distinguish sense anaphors (example 2) from
other uses like determiners, numerals, generics (ex-
ample 3), deictics, etc. Given the composition of
SAnaNotes, we target all anaphors listed in Table 1.

4.1 Previous Work

To our knowledge the only computational ap-
proaches to resolving sense anaphoric pronouns
have focused on one anaphora, namely the stud-
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ies by Gardiner (2003) and Ng et al. (2005). Both
split the problem into two steps: identification of
anaphoric uses and resolution to an antecedent. We
overview the first step since it is our current focus.

Gardiner (2003) developed a rule-based system
based on five heuristics to distinguish non-anaphoric
uses—numeric (one is a quantifier or numeric ad-
jective), partitive (one’s immediate post-modifier is
of introducing a plural noun phrase), generic (one
is a subject of a modal or animate verb)—from
anaphoric ones (the rest). She extracted from the
British National Corpus a test set of 773 sentences
containing one, but highly biased towards anaphoric
examples (71.5%) and far from reality (compare
with 12.3% in Table 1). On this test set her system
obtained 85.4% precision and 86.9% recall.

Ng et al. (2005) developed a learning-based sys-
tem by turning Gardiner’s (2003) heuristics into
seven learning features. They trained a C4.5 deci-
sion tree classifier using 10-fold cross validation on
a set of 1 577 one expressions, also from the British
National Corpus, but this time randomly selected,
thus mirroring the natural distribution of anaphoric
one (15.2% in their data set). They obtained 68.3%
precision and 80.0% recall, and noted that discrim-
inating between the anaphoric and generic classes
offered the most complexity out of all six classes.

4.2 System
In contrast to previous work, our goal is to address
a wider variety of sense anaphors and to use sim-
ple lexical and syntactic features that could identify
the constructions characteristic of sense anaphoric
uses, e.g., anaphoric that is usually followed by an
of -phrase, generic one is often the subject of specific
animate verbs, etc.

We generate a training instance for every token
matching one of those in Table 1 and every token
with NUM category, and exclude determiners (tokens
with ‘det’ label). Filtering ‘num’ or ‘amod’ labels
gave poorer results on the development set and so we
kept them, leaving it to the classifier to learn when to
filter them out. Given the multiple senses of that, we
exclude its uses as a relative pronoun (tag: ‘WDT’)
or conjunction (tag: ‘IN’).

We train an SVM classifier–LIBLINEAR imple-
mentation (Fan et al., 2008)–to distinguish between
the anaphoric class and the rest using 31 lexical and

syntactic feature types:

• Lowercased word, POS tag, dependency label
and word cluster from Brown et al. (1992) for:

– Anaphor candidate
– Two previous tokens
– Two following tokens
– Candidate’s syntactic head (e.g., says is

the head of another in another says . . . )
– Candidate’s syntactic leftmost child (e.g.,

the is the leftmost dependent of one in the
second one he has missed)

• Conjoined features with these pairs:
– Lowercased candidate and POS tag of the

previous token (and vice versa)
– Lowercased candidate and POS tag of the

following token (and vice versa)
– Lowercased candidate and leftmost child

We also try adding the finer-grained features used by
Ng et al. (2005), but they do not help, presumably
because they are already covered.

4.3 Evaluation

We split the SAnaNotes corpus into train, develop-
ment, and test partitions. Once development was
over, we merged that partition with the train set. The
anaphoric class usually represents a small percent-
age of all occurrences of every candidate token (Ta-
ble 1). For the feature generation, we annotated the
data with a dependency parser similar to MaltParser
(Nivre et al., 2007).

We use precision (P) and recall (R) to measure
the number of correct anaphoric predictions made
by our system, and the proportion of gold anaphors
identified by our system.

For comparison, we reimplemented the two previ-
ous systems that focused on one: (1) the rule-based
system by Gardiner (2003), and (2) an unpruned J48
decision tree classifier trained with Ng et al.’s (2005)
features in Weka 3.6.12 (Hall et al., 2009), using the
same train/test SAnaNotes split.3

4.4 Results and Discussion

Table 2 compares the results of our system on one
and ones with those obtained by the two previous

3The scores for a pruned decision tree were all 0.

4



System P R F1

Gardiner (2003) 40.00 94.44 56.20
Ng et al. (2005) 62.50 55.60 58.80
Our system 74.42 88.89 79.01

Table 2: Comparison of our one-anaphor classifier (including

one and ones) with previous work on the test set of SAnaNotes.

Anaphor class P R F1

ONE 71.11 88.89 79.01
INDEFINITES 38.46 38.46 38.46
NUMERALS 27.78 31.25 29.41
DEMONSTRATIVES 87.50 53.85 66.67
OTHER 61.54 66.67 64.00

ALL 61.02 62.61 61.80
ALL excl. NUMERALS 67.00 67.68 67.34

Table 3: Evaluation of our anaphor classifier on the test set of

SAnaNotes.

systems on the same test set from SAnaNotes. Gar-
diner’s precision is especially low, which did not
show in her original test set highly biased towards
anaphoric instances. Our features, though less tar-
geted to the ones used by Ng et al. (2005), turn out
to perform better. In addition, they generalize to the
additional sense anaphors not tackled before. Ng et
al.’s features are very specific and fail to learn to dis-
criminate between some anaphoric patterns that our
more general system learns (12).

(12) The hottest gift this Christmas could be Sony’s new
PlayStation 2, but good luck finding one.

Table 3 breaks down the performance of our anaphor
classification results by anaphor category. Classifi-
cation of anaphors other than one and ones is consid-
erably harder, especially for numerals, followed by
indefinites. The small number of positive training
instances (Table 1) probably accounts for the poor
performance. Given the limited number of sense
anaphors per document, a larger corpus is likely to
make a significant difference. Our feature set gener-
alizes better than Ng et al.’s (2005), which only ob-
tains 38.60% F1 on all anaphors excluding numerals
(vs. 67.34% F1 by our system) and 31.30% F1 when
including numerals (vs. 61.80% F1 by our system).

The classification errors illustrate the complexity
of the task: (13) is a precision error given that few
refers to the number itself, but it is arguably a bor-

derline case; (14) is a recall error that shows the
limitation of surface features in a small context win-
dow because some would be interpreted generically
if there was no previous context.

(13) They were able to whittle it down the number of missing
aircraft uh to a few.

(14) Today’s Tanshui residents are living their own stories
[...] Some are active in the morning, some late at night.

5 Conclusion

We tackled a tail phenomenon in natural language
understanding, that of sense anaphora, going beyond
the pronoun one and generalizing to other similar
identity-of-sense expressions. While not very com-
mon in the OntoNotes domains, we suspect they are
more common in conversational language, for ex-
ample voice queries, thus being especially important
for the next generation of voice assistants.

Apart from annotating and releasing SAnaN-
otes, we experimented with the anaphoric classi-
fication task, achieving 61.80% F1 with a set of
local features. As future work, we would like
to approach the antecedent resolution task jointly
with anaphor identification, as the hardest cases of
the anaphoric/generic distinction require knowing
whether an antecedent is available in the context.
This would also make it possible to explore features
that look at a wider context, for example to capture
parallel structures between antecedent and anaphor
(e.g., high-tech industries and traditional ones) as
well as features that take discourse structure into ac-
count, e.g., discourse relations such as comparison
and conjunction between the discourse units con-
taining the antecedent and anaphor.
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