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Abstract

This paper identifies computational challenges
in restructuring encyclopedic resources (like
Wikipedia or thesauri) to reorder concepts
with the goal of helping learners navigate
through a concept network without getting
trapped in circular dependencies between con-
cepts. We present approaches that can help
content authors identify regions in the concept
network, that after editing, would have maxi-
mal impact in terms of enhancing the utility of
the resource to learners.

1 Introduction

The digital age opens up the possibility of using a
mix of online resources for self-study. Not all of
these resources have rich pedagogical content, tai-
lored to suit the user’s learning goals. Therefore,
while greedily looking out for pages of interest, a
learner often finds a stop gap solution using a re-
source like Wikipedia, but may need to put in sub-
stantial effort to stitch together a set of content pages
to address her learning needs. In this paper, we dis-
tinguish between two kinds of resources: encyclo-
pedic and pedagogic. Encyclopedic resources like
Wikipedia or thesauri have good reference value and
broad coverage, but are not necessarily structured
with the goal of assisting learning of concepts. An
online textbook, in contrast, is a pedagogic resource
in that it has its content organized to realize specific
tutoring goals. However, textbooks in their current
form have definite limitations. Firstly, the content
is often not dynamic, and does not adapt to learner
requirements. Second, unlike Wikipedia, textbooks

are often not collaboratively authored, some are ex-
pensive, and many subjects have no structured learn-
ing resources at all. This paper is motivated by the
central question - ”How can we effectively create
a pedagogic view of content from encyclopedic re-
sources?”

At the current state of the art, it would be am-
bitious to conceive of fully automated solutions to
this question. The more pragmatic goal would be
to examine the extent to which tools can be devised
that can effectively aid humans in (a) constructing
such views (b) facilitating the learner in navigating
through such views. For the purpose of analysis, we
present an abstraction of an encyclopedic resource
in the form of a concept network, and show how
graph theoretic approaches can be used to restruc-
ture such a network with the goal of making it ped-
agogically useful. While the formal development of
this idea is detailed in Section 2, the central idea is
as follows. Consider a concept network constructed
using Wikipedia articles as concept nodes and hy-
perlinks as directed edges. Since Wikipedia articles
are authored independently, it is not unusual that the
author of an article A assumes that a concept B is
known when the reader is on the Wikipedia page of
A, while the author of concept B assumes exactly
the opposite. This results in a circular definition
of concepts, thus making the learner flip back and
forth between these articles. A pedagogical resource
overcomes this bottleneck by ensuring that the cor-
responding concept network is a directed acyclic
graph. A textbook, for example, structures concepts
in a way that ensures that no concept is used before
being defined (Agrawal et al., 2012) (an exception
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is the set of concepts that the textbook assumes the
learner is already familiar with). Thus, a well writ-
ten textbook, together with a set of such prerequi-
sites, ensures that the concept network is cycle-free.
If experts were to analyse Wikipedia content to cre-
ate pedagogic views on specific subjects, they would
benefit from tools that can potentially make best use
of their time and effort, by identifying regions in the
network that need expert attention.

In the context of this paper, we use a dictionary of
words as an example of an encyclopedic resource,
where a word is treated as a concept, and an edge
exists from a concept to the concept whose defi-
nition mentions it. Using a dictionary as opposed
to Wikipedia simplifies the discussion and allows
us to read into our empirical findings more readily.
Though not much is sacrificed in terms of generality,
we identify issues in scaling the idea to Wikipedia.
We also note that the emphasis of the current paper is
largely on the problem of creating views, and not on
presenting the views to the end user (learner). Thus
we envisage that the current paper is a first in a line
of research aimed at creating tools that complement
both content creators and learners in creating and us-
ing pedagogical resources crafted from diverse start-
ing points.

2 Our Approach

The central assumption in our work is that circular
definitions in the concept network are detrimental
for learning since the learner is led to flip back and
forth between concepts involved in a cycle. The goal
is to identify and help content editors eliminate such
cycles, so that we can eventually create a pedagogi-
cally sound partial order of concepts.

2.1 Mathematical model

We model the concept network as a directed graph
G = (V, E). The nodes (V) represent concepts, and
the edges (E) signify the dependency between these
concepts. More specifically, for any two nodes u
and v in the graph, a directed edge u → v exists if
and only if u is useful or necessary in understand-
ing v. So, while modeling a dictionary, the edges
are from the words (which we assume to have been
sense-disambiguated) in the definition of v ∈ V to
v.

At each concept node v, we can assume a compo-
sition operator Π that composes its in-neighbors by
ordering them and augmenting them appropriately
with stop words like the, of, on, etc to construc-
tively create a definition for v. The operation Π is
assumed to be grounded, in the sense that the terms
used for augmentation do not need definitions them-
selves. We distinguish between two specific compo-
sitions, AND and OR. In the former, all in-neighbors
of a concept node are needed to understand it, and in
the latter any one suffices. Later in this section, we
note that in practice, a combination of (soft)AND
and (soft)OR accounts for most concept definitions.

In the general case, for a given node v, all its in-
neighbors are not required to understand v, as there
can be alternate definitions for a word. More pre-
cisely, if the two definitions of a word according to
the dictionary involve concept sets {a1, a2, . . . an}
and {b1, b2, . . . , bm}, then the user has to know ei-
ther all ais or all bjs to understand the word, which
shows the presence of AND-OR composition. In
practice, the learner does not need to know all ais as
one can guess the word meaning using ais that are
known. Thus by imposing relaxation on AND, we
have a soft AND-OR composition in the network.

Figure 1: An example of a sub-graph of a concept graph
based on a dictionary is shown on the left side and the
corresponding reordering of the concepts needed to un-
derstand the word inference given on the right side.

The left part of Figure 1 depicts an example of a
sub-graph of the concept graph constructed using a
dictionary. Here, we note that the word truth is used
in the definition of verify and vice versa. There are
two other cycles present in this example which re-
sult in circular definitions. However, if the learner
knows the meaning of verify, the circularity involv-
ing truth and verify will not exist any more. We can
capture this idea by defining a learning blanket for
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each learner, which encompasses the set of concepts
in the concept graph that he/she is familiar with. In
Figure 1, all words in bold are assumed to be be-
low the learning blanket with respect to a learner.
We observe that the circularities situated below the
learning blanket do not challenge the learner. Thus,
content editors don’t need to spend effort in resolv-
ing such cycles. For example, hat-trick is defined
as ”three goals scored by one player in one game”.
For a learner who knows the meaning of goal, and
is interested in the definition of hat-trick, we do not
resolve cycles that involve concepts that are used to
define goal. So our focus is to find the regions of in-
terest which are situated above the learning blanket
and then help experts resolve those circularities.

2.2 Methods to resolve circular dependencies
We identify three methods which can be used by
content editors to resolve circular dependencies.
The algorithms discussed later on feed into these.

1. Perceptual grounding: Miller et al. (1990)
distinguish between constructive and discriminatory
definitions. While the former applies to words that
can be easily defined using other words, the latter
is appropriate for words like red, which can be bet-
ter defined by contrasting against other colors. At-
tempts to constructively define such words is a com-
mon cause of circularities (red defined using color,
and vice versa). This grounding involves use of im-
ages, videos, etc. to avoid such circularities.

2. Collapsing : This method provides single defi-
nition simultaneously to a set of concepts. For exam-
ple, we can define the concepts polite and courteous
using a single definition showing good manners.

3. Linguistic grounding : Linguistic grounding
involves redefining a concept. For example, in Fig-
ure 1 the circular definition of opinion can be broken
by redefining it as a personal view instead of the cur-
rent definition a judgment of a person.

Algorithms to discover concepts to be grounded
and concepts to be collapsed are described in Sec-
tions 2.3 and 2.4 respectively

2.3 Greedy discovery of concepts for grounding
In order to discover concepts that need expert atten-
tion, we present a greedy algorithm that ranks the
concepts in the graph based on the extent to which
they adversely affect learning by contributing to cy-

cles. We exploit the idea of Relative Coverage pro-
posed by Smyth and McKenna (1999) and PageRank
proposed by Page et al. (1998) to score concepts.

Relative coverage is used to order concepts ac-
cording to their individual contributions for learn-
ing. In our context we define the terminologies for
finding this measure as follows,

Def 2.1. A concept a helps in understanding another
concept b, abbreviated helpsUnderstand(a, b), if
and only if a occurs in the definition of b.

Def 2.2. The Coverage Set of a concept a is,
Coverage(a) = {b | helpsUnderstand(a, b)}
Def 2.3. The Reachability Set of a concept b is,
Reachability(b) = {a | helpsUnderstand(a, b)}
Def 2.4. The Relative Coverage of a concept a is,
RelativeCoverage(a) =

∑
b∈Coverage(a)

1
|Reachability(b)|

The intuition behind Def 2.4 is as follows: a con-
cept has high relative coverage if it helps in under-
standing concepts that cannot be alternatively ex-
plained using other concepts.

We make two observations regarding the notion
of Relative Coverage. Firstly, it ignores transitive
dependencies. Thus, if a concept A helps in under-
standing B, and B in turns helps in understanding C,
the role of A in understanding C is ignored while
estimating the Relative Coverage of A. The second
observation is that Relative Coverage implicitly as-
sumes an OR composition, or else the presence of
a directed edge from a concept A to a concept B
would suggest that A is imperative for understand-
ing B, irrespective of all other concepts that help
understand B. To overcome the first limitation, we
need a recursive formulation, and we use PageRank
to this end. On the network of web pages, PageRank
estimates the importance of a web page by making
a circular hypothesis that a page is important if it
is pointed to by several important pages. We can
extend the PageRank algorithm to recursively esti-
mate importance of concepts in the concept network.
However, one observation is that the score of a con-
cept increases (decreases) with increase (decrease)
in the score of any of its in-neighbors. While this
monotonicity is desirable, it ignores the fact that a
learner unfamiliar with a concept needed to under-
stand the target concept T can often make up for the
lapse if he knows other in-neighbors of T. We noted
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Algorithm 1: Discover concepts for grounding
Input: Graph G = (V,E), Output: GroundConcepts
Initialize C← Set of cycles in G
ConceptsToGround = φ
while C 6= φ do

N← {n | n ∈ c, c ∈ C} # nodes involved in cycles
Compute Importance(n), ∀n ∈ N
v ← argmaxn∈N Importance(n)
C← C− {c ∈ C|v ∈ c}
V← V− {v}
E← E− {(n1, n2) ∈ E|n1 = v or n2 = v}
ConceptsToGround← ConceptsToGround ∪ v

end

that Relative Coverage captures this aspect, except
that it does not support recursion in its definition.
This leads us to conceptualize a weighted version of
the PageRank that exploits the Relative Coverage of
the concept nodes.

The importance scores can be used to identify
concepts that do not take part in any cycle, and rank
the remaining concepts in a partial order that they
need to be presented to the content editor. Algorithm
1 greedily identifies and ranks concepts till there are
no more cycles in the graph.

2.4 Identifying regions for collapsing

We use the term collapsing to refer to the process
of simultaneously defining multiple concepts. This
method is inspired by the way in which a dictionary
groups together different forms of a word (such as
noun, verb, etc). For example, words like humility,
humble can be grouped together. This idea can be
extended to words which do not share a root as well.

In order to perform collapsing, we first identify
the strongly connected components (SCCs) of the
graph. Only the nodes which are present inside the
same SCC are related well enough to be defined si-
multaneously. Also, the lesser the number of nodes
in an SCC, the stronger the dependency between its
nodes. So, we propose that all the SCCs whose num-
ber of nodes is less than some threshold ε can be
collapsed, where ε is very small (We set it to 5).
However, this may be infeasible if the content in the
resource under consideration is too large. In such
cases, we may need to rank these SCCs based on
the effect in which their collapsing has on the entire
learning graph. We do this by topologically sorting
these SCCs (Haeupler et al., 2012). This process is

Algorithm 2: Identify the regions for collapsing
Input: Graph G, Output: CollapsedSet
CollapsedSet← φ
SCC← StronglyConnectedComponents(G)
SortedSCC← TopologicalOrder(SCC)
for each component c in SortedSCC do

if No of nodes in c < ε then
CollapsedSet← CollapsedSet ∪ c

end
end

depicted in Algorithm 2. It may be noted that the
constraint that nodes belong to a small SCC is gen-
erally a weak compared to the one that requires them
to participate in a cycle.

3 Experiments

In our experiments, we have used standard cor-
pora Brown and Gutenberg as learning resources and
Wordnet (Miller et al., 1990) to obtain the definition
of words. The words present in Indian English text-
books published by NCERT1 are used to come up
with an approximation to the set of words an aver-
age user is expected to know (acts as the average
learning blanket). We tested our experiment across
the different levels of average learning blanket. First
level includes all the words present in English text-
books upto first grade and likewise for higher levels.

We lemmatized the words in the corpus and then
removed the stop words from the standard list in the
Python NLTK package. The remaining words con-
stitute the nodes in our concept graph G. In the next
step, we obtain the dependencies that exist amongst
this set of words by using the definition of the first
sense of these words from WordNet. At the end of
this step, we have the complete concept graph G.

The concept graph contains 18,361 nodes for
Gutenberg corpus and 23,238 nodes for Brown cor-
pus. Then, we labeled each node as blanket or non-
blanket nodes using the data obtained for the average
learning blanket. Then, we implemented Algorithms
1 and 2 after removing blanket nodes from the con-
cept graph. As a crude baseline, we picked concepts
randomly until there are no more cycles in the graph.
This baseline method was then compared against
Algorithm 1 using different estimates for concept

1http://www.ncert.nic.in/ncerts/textbook/textbook.htm

193



Avg. level Relative Pagerank Pagerank Random
of learning Coverage (Rel. Cov.)

blanket Brown Gut. Brown Gut. Brown Gut. Brown Gut.
1 13.9 14.7 14.7 14.8 13.6 13.9 28.5 29.5
2 13.0 12.9 12.7 12.5 11.4 11.3 24.1 25.9
3 12.5 12.3 12.5 10.9 10.6 10.7 25.7 23.8
4 11.2 9.9 10.4 9.2 9.0 8.8 19.3 20.3
5 13.4 10.8 9.3 12.2 8.5 12.9 18.1 20.2

Table 1: Comparison of methods in terms of percentage of
concepts flagged to experts (%)

sleeve enfold pasture
armhole enclose herbage

displeasure magnificent tumult
displease grandeur commotion

deceit, deceive stubborn existence
defraud obstinate extant

dishonest tenaciously exist

Table 2: Sample sets of concepts sug-
gested for collapsing

scoring, such as Relative Coverage, PageRank and
weighted PageRank with Relative Coverage. Table
1 shows the comparison of percentage of discovered
concepts for grounding across various levels of aver-
age learning blanket, in Brown and Gutenberg cor-
pora. It is desirable that only a small fraction of the
total concepts are flagged to experts for editing. The
figures in bold correspond to the best reductions. Ta-
ble 1 shows that PageRank with Relative Coverage
outperforms other approaches in most settings, and
all the three scoring methods presented in this paper
beat the baseline approach comprehensively.

The experiment for finding regions for collapsing
is conducted with ε=5. A few sets of concepts iden-
tified for collapsing are shown in Table 2. Each set
looks meaningful as it has closely related words.

4 Discussion and Related Work

This paper is concerned with automating the discov-
ery of concepts that need expert attention. This helps
humans invest their creative resources in the right
direction. Bottom up knowledge of how the con-
cepts are actually used and accessed by learners, and
closing the loop by receiving learner feedback are
also useful components in the big picture, that are
not addressed in the current work. While we have
demonstrated the effectiveness of computational ap-
proaches in creating pedagogic views, there are spe-
cific issues that we have not adequately addressed.
It is not unusual that an attempt to eliminate one cy-
cle by redefining a concept can lead to creation of
fresh cycles. Thus, the user interface used by con-
tent editors should not only flag concepts (or cycles)
identified by the approaches we presented in this pa-
per, but also advise them on choosing a grounding
strategy that minimizes side effects. We also have
to account for a situation where multiple content au-
thors simultaneously edit the concept network.

It would be interesting to extend this work to pro-
pose approaches that help the learner explore the
pedagogic space of concepts effectively. As ob-
served earlier, each learner has a different learning
blanket, and we need to devise interfaces that es-
tablish conversation with the learner to discover her
learning blanket in order to specifically address her
learning needs. In the context of Wikipedia, we can
treat each article name as a concept, which also de-
fines a learning goal. After progressively working
backwards from this goal through the concept net-
work, we generate sub-goals eventually hitting the
learning blanket. We can also aggregate information
from trails followed by learners and such usage pat-
terns can guide content editing by revealing regions
where most learners face difficulties.

While the problem of restructuring the concept
graph to eliminate circularities in concept definitions
is novel, the following papers are related in parts. In
(Agrawal et al., 2013), the goals and underlying hy-
potheses are substantially different, but the authors
formulate a reader model as a random walk over a
concept graph. Levary et al. (2012) analyse loops
and self-reference in dictionaries, though not from
a pedagogic standpoint. Roy (2005) shows the con-
nections between language and perceptual ground-
ing in infant vocabulary acquisition.

5 Conclusion

The paper presented approaches to help experts
construct pedagogical views from encyclopedic re-
sources. The work is based on the assumption that
circularities in concept definitions are an impedi-
ment to learning. Empirical studies are promising
in that the algorithms proposed significantly reduce
the number of concepts that need to be examined by
content editors.
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