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Abstract

We present a log-linear ranking model for in-
terpreting questions in a virtual patient dia-
logue system and demonstrate that it substan-
tially outperforms a more typical multiclass
classifier model using the same information.
The full model makes use of weighted and
concept-based matching features that together
yield a 15% error reduction over a strong lex-
ical overlap baseline. The accuracy of the
ranking model approaches that of an exten-
sively handcrafted pattern matching system,
promising to reduce the authoring burden and
make it possible to use confidence estimation
in choosing dialogue acts; at the same time,
the effectiveness of the concept-based features
indicates that manual development resources
can be productively employed with the ap-
proach in developing concept hierarchies.

1 Introduction

In this paper, we present a log-linear ranking model
for interpreting questions in a virtual patient dia-
logue system, along with initial experiments to de-
termine effective sets of features with this model.

Learning to take a medical history is fundamental
to becoming a successful physician. Most methods
for assessing history taking skills involve interaction
with Standardized Patients (SP) who are actors por-
traying real patients. SP interviews are effective,
but they require significant faculty effort and insti-
tutional support. As an alternative, virtual standard-
ized patients (VSPs) can be valuable tools that offer
a practical and accessible means of simulating stan-
dardized patient encounters. VSP simulations have

the potential to allow students to practice their com-
munication and history taking skills before working
with Standardized Patients. Students can rehearse
interviewing skills in a risk-free environment, pro-
viding additional opportunities for practice prior to
standardized or real-world patient encounters.

Our VSP system closely models the interaction
between doctors and patients. Our virtual patients
are avatars representing standardized patients that
students can interview and communicate with us-
ing natural language. Students take a medical his-
tory and develop a differential diagnosis of the vir-
tual standardized patient, much as they would a stan-
dardized or actual patient. As shown in Figure 1, the
dialogue system is embedded in an immersive learn-
ing environment designed to provide student doctors
with a sense of presence, allowing them to “suspend
disbelief” and behave as if the virtual patient is a real
patient. The virtual world platform can be run in a
variety of environments; here we focus on text-based
interaction for laptops and mobile devices.

The current task is a question matching paradigm
where user input is mapped to a set of predefined
questions, which have scripted answers created by
content authors, as in much previous work on ques-
tion answering systems (Leuski and Traum, 2011).
This approach allows for easier authoring than, for
example, systems that use deep natural language
understanding (Dzikovska et al., 2012; Dzikovska
et al., 2013) or semantic parsing (Artzi and Zettle-
moyer, 2013; Berant and Liang, 2014), and yet still
achieves the desired learning objectives of the vir-
tual patient system.

To date, the VSP system has been based on the
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ChatScript1 pattern matching engine, which offers a
low cost and straightforward approach for initial di-
alogue system development. In an evaluation where
a group of third-year medical students were asked
to complete a focused history of present illness of a
patient with back pain and develop a differential di-
agnosis, the VSP system answered 83% of the ques-
tions correctly. This level of accuracy sufficed for all
students to correctly identify the appropriate differ-
ential diagnosis, confirming that the virtual patient
can effectively communicate and answer complaint-
specific questions in a simulated encounter between
a doctor and a patient (Danforth et al., 2009; Dan-
forth et al., 2013).

A limitation of rule-based pattern matching ap-
proaches, however, is the need to create all patterns
manually and extensively test and refine the system
to allow it to answer questions correctly, with no
ability to use confidence estimation in making di-
alogue act decisions. With our log-linear ranking
model, we aim to substantially reduce the burden of
designing new virtual patients, as well as to make it
possible to use confidence estimation to decide when
the system should ask the user to clarify or restate
his or her question.

To create a corpus for developing our statistical
interpretation model, the ChatScript patterns were
refined to correct errors found during the evaluation
and then run on a set of 32 representative dialogues,
with the interpretation of all questions hand-verified
for correctness.2

The rest of the paper is organized as follows. In
Section 2, we discuss related work. In Section 3,
we present the log-linear ranking model formally,
comparing it to more typical multiclass classifica-

1http://chatscript.sourceforge.net/
2While the method by which we derived our corpus unfor-

tunately precludes a direct comparison with the ChatScript pat-
terns, since accuracy on the exact set of 32 dialogues in the
corpus was not calculated before the patterns were corrected,
we note that it is difficult in any case to fairly compare a pattern
matching system with a statistical one, as the performance of the
former is highly dependent on the time and effort spent refining
the patterns. We consider the qualitative differences between
the approaches to be of much greater importance, in particular
that the machine-learned system can output a useful confidence
measure and can be automatically improved with more train-
ing data, as discussed below and in Section 5. We are currently
gathering a larger corpus of hand-corrected dialogues that will
enable a direct comparison of accuracy in future work.

Figure 1: Example exam room and virtual patient avatar.
The avatars are programmed to display emotions and
movements that are appropriate for the nature of the ques-
tion, interaction, or condition of the patient.

tion models. In Section 4, we describe the features
we investigate in detail, with experimental results
and analysis appearing in Section 5. Finally, in Sec-
tion 6 we conclude with a summary and discussion
of avenues for future investigation.

2 Background and Related Work

In a dialogue system where user utterances are ex-
pected to have one of a fixed set of expected interpre-
tations, a straightforward way to implement the nat-
ural language understanding component is to map
utterances to their interpretations using a multiclass
classifier. DeVault et al. (2011) have pursued this ap-
proach with an interactive training system designed
to enable users to practice multi-party negotiation
skills by engaging with virtual humans. They em-
ploy a maximum entropy classification model with
unigrams, bigrams, skip bigrams and length as fea-
tures, reporting 87% accuracy in interpretation on
transcribed user input (they then go on to show
how acceptable accuracy can also be achieved in-
crementally with noisy ASR output). However, in
our domain we find that a similar baseline model—
using essentially the same information as the lexical
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What kind of medicine is that
u: (what kind of medicine is that) #must match exactly
u: ([kind type] * ˜medicines) #‘kind’ or ‘type’, then any word(s), then a ˜medicines concept
u: (what * ˜medicines * that) #‘what’, then any word(s), then a ˜medicines concept, then

any word(s), then ‘that’

Table 1: Example ChatScript patterns to match the canonical question, What kind of medicine is that? Brackets
indicate disjunctions of terms, asterisks match zero or more words, and ˜prefixes mark concepts, which are themselves
disjunctions of terms or other concepts. u indicates that the pattern will match a question or statement. See Figure 4
for an example of a ChatScript concept.

overlap baseline discussed below—only achieves a
mediocre 67% accuracy; presumably, this discrep-
ancy results from many of the questions the virtual
patient is expected to answer being more superfi-
cially similar to each other than is the case with De-
Vault et al.’s training system, thereby making the in-
terpretation task more challenging.

Another way to approach the interpretation task is
to view it as one of paraphrase identification, com-
paring user questions for the virtual patient to a set
of expected questions. Since the introduction of
the Microsoft Research Paraphrase Corpus (Dolan
et al., 2004), or MSRP, there has grown a consid-
erable body of research on paraphrase identifica-
tion reporting results on this corpus. We draw on
this research here, in particular for our baseline fea-
ture sets. In adapting these paraphrase identification
methods to our setting, however, the question arises
as to how to generalize beyond pairwise classifica-
tion: with the MSRP corpus, the task is to take a
pair of superficially similar sentences and classify it
as a paraphrase or not a paraphrase, while here the
goal is to identify which member of the set of ex-
pected questions provides the best match with the
user’s question. One way to find the best match
would be to continue to make use of a binary clas-
sifier, selecting the best matching question as the
one with the highest probability for the true para-
phrase class. Alternatively, one can train a model
to rank the competing alternatives, directly select-
ing the top-ranked option. In the context of ques-
tion answering, Ravichandran et al. (2003) com-
pared these two methods on the task of answer pin-
pointing and found that the ranking approach signifi-
cantly improved upon the pairwise classification ap-
proach even using the same features, suggesting that
with ranking models the alternatives compete more

effectively in training than with binary classifiers,
where the pairs are treated in piecemeal fashion.
Subsequently, Denis & Baldridge (2007; 2008) also
demonstrated a substantial performance improve-
ment using a ranking model for coreference, in com-
parison to a pairwise classification model. Conse-
quently, in this paper we have adopted the ranking
approach.3

A perhaps surprising lesson from the paraphrase
identification research based on the MSRP corpus
is the strong performance of lexical overlap base-
lines. In particular, Das and Smith (2009) de-
velop a lexical overlap baseline using 1- to 3-
gram precision/recall/F-score features over words
and stems, reporting 75.4% accuracy on the MSRP
corpus. This lexical overlap baseline substantially
exceeds many (and perhaps even most) published
results on the task, as well as the performance of
their own soft alignment model based on quasi-
synchronous grammar; moreover, using this much
fancier alignment model together with the lexical
overlap baseline, they are only able to achieve a
0.7% improvement to 76.1%. Das & Smith’s strong
results with a lexical overlap baseline echo Wan et
al.’s (2006) earlier results using features inspired by
the BLEU MT evaluation metric (Papineni et al.,
2002). More recently, Madnani et al. (2012) have
shown that BLEU can be combined with a variety
of newer MT evaluation metrics in classifier obtain-
ing 77.4% accuracy, until recently the best result
on the MSRP corpus. In particular, they showed

3Note that in general, ranking models allow for a variable
number of alternatives, as may be familiar from log-linear pars-
ing models; while allowing for a variable set of prediction op-
tions is not necessary in our setting, and thus our ranking model
is technically also a multiclass classification model, its feature
set is more like those found in typical ranking models than typ-
ical classification models, as explained further in Section 3.
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that just using BLEU (and two other base metrics
using only words, not stems, namely NIST and
TER) together with Meteor (Denkowski and Lavie,
2011)—which goes beyond BLEU in employing
stems, WordNet synonyms and a database of para-
phrases acquired using the pivot method (Bannard
and Callison-Burch, 2005)—yields 76.6% accuracy,
already one of the best results on this corpus.

Given the strong performance of Das & Smith’s
lexical overlap baseline, we use these features as
a starting point for our log-linear ranking model,
and we also combine them with Meteor to yield
two competitive baselines. On our corpus, the base-
lines deliver 75–76% accuracy, much higher than
the 67% accuracy of the DeVault et al. multiclass
classifier approach. We then add weighted variants
of the Das & Smith baseline features, using infor-
mation content estimated from the Gigaword corpus
and a task-specific measure of inverse document fre-
quency, yielding a nearly 3% absolute improvement.

The remaining features we investigate are in-
spired by our success to date in using handcrafted
ChatScript patterns for interpreting user questions.
Note that unlike with the MSRP corpus, where the
task is to identify unrelated, open domain para-
phrases, in our setting the task is to interpret re-
lated questions in a constrained domain. As such,
it is not overly onerous to arrange relevant words
and phrases into a domain-specific concept hierar-
chy to enhance ChatScript pattern matching. Using
the concept hierarchy already developed for use with
ChatScript, we are able to achieve a greater than 3%
absolute improvement in accuracy over the lexical
overlap baseline, indicating that developing such hi-
erarchies may be the most productive way to em-
ploy manual development resources. ChatScript ad-
ditionally makes use of a notion of topic to organize
the dialogue, which we incorporate into our model
using topic transition features. Finally, to fine tune
patterns, ChatScript allows words that should not be
matched to be easily specified; as such, we investi-
gate a general method of discovering useful lexically
specific features. Unfortunately, however, the topic
and lexical features do not yield appreciable gains.

Other approaches to paraphrase identification
with the MSRP corpus have been investigated. In
particular, vector space models of word meaning
have been employed to assess text similarity, rep-

resenting a rather different angle on the problem in
comparison to the methods investigated here, which
we plan to explore in future work in combination
with our current methods. For example, Rus et al.
(2011) make use of Latent Semantic Analysis, a
technique they have found effective in their work
on interpreting user input in intelligent tutoring sys-
tems; however, their results on MSRP corpus lag
several percentage points behind the Das & Smith
lexical overlap baseline. Socher et al. (2011) present
another vector space method making use of recur-
sive autoencoders, enabling vectors for phrases in
syntactic trees to be learned. Their method yielded
the best published result at the time, though perhaps
surprisingly their accuracy is nearly identical to us-
ing Meteor together with baseline MT metrics, trail-
ing Madnani et al.’s (2012) best MT metrics com-
bination by half a percentage point. More recently,
Ji and Eisenstein (2013) have obtained the best pub-
lished result on the MSRP corpus by refining ear-
lier distributional methods using supervised infor-
mation, in particular by discriminatively reweight-
ing individual distributional features and learning
the relative importance of the latent dimensions. Xu
et al. (2014) have also shown that an approach based
on latent alignments can improve upon Ji and Eisen-
stein’s methon on a corpus of Twitter paraphrases.

Finally, Leuski and Traum (2011) present a
method inspired by research on cross-language in-
formation retrieval that ranks the most appropriate
system responses by measuring the similarity be-
tween the user’s question and the system’s potential
answers. We have chosen to keep the formulation of
the virtual patient’s responses separate from ques-
tion interpretation, though that remains a potential
avenue for exploration in future research.

3 Log-Linear Ranking Model

In designing a virtual patient, the content author
devises a set of expected questions that the virtual
patient can answer. Each expected question has a
canonical form, and may additionally have variant
forms that have been collected during initial interac-
tions with the virtual patient4. Thus, considering the

4Variants are identified automatically from training data any
time two asked questions are annotated with the same canonical
question.
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canonical form of the question to be one of its vari-
ants, the task of the interpretation model is to predict
the correct canonical question for an input question
based on one or more known variants of each canon-
ical question.

Formally, we define the likelihood of a canon-
ical question c given an input question x using a
log-linear model that marginalizes over the observed
variants v of c:

P (c|x) =
1

Z(x)

∑
v∈c

exp
(∑

j

wjfj(x, v)
)

(1)

Here, the features fj(x, v) are intended to indicate
how well the input question x matches a variant v,
and Z(x) normalizes across the variants:

Z(x) =
∑
v

exp
(∑

j

wjfj(x, v)
)

(2)

In training, the objective is to choose weights that
maximize the regularized log likelihood of the cor-
rect canonical questions ci for each input xi:∑

i

logP (ci|xi)− λ
∑
j

w2
j (3)

The model is implemented with MegaM,5 using a
default value of λ = 1 for the Gaussian prior reg-
ularization parameter.6 We also experimented with
a linear ranking SVM (Joachims, 2002; Joachims,
2006), but did not observe a performance improve-
ment.

At test time, we approximate7 the most likely
canonical question c∗ for input question x as the
canonical question c(v∗) for the best matching ques-
tion variant v∗, i.e. the one with the highest score:

c∗ = c(v∗),where
v∗ = argmaxv

∑
j wjfj(x, v)

(4)

5http://www.umiacs.umd.edu/˜hal/megam/
6We used MegaM’s -explicit format option to imple-

ment the ranking model, where each question variant is consid-
ered a class, along with the -multilabel option to give a
cost of zero to all variants of the correct canonical question and
a cost of one to all other variants.

7A testing objective that more closely following the training
objective was also attempted. This testing method summed over
likelihoods of variants for a given canonical question, and then
took the argmax over canonical questions. This method did not
perform as well as the approximation.

In our ranking model, features can be defined that
are shared across all question variants. For example,
in the next section we make use of an unweighted
unigram recall feature, whose value is the percent-
age of words in v that also appear in x:

f1(x, v) = unigram recall(x, v)

In training, a single weight is learned for this fea-
ture (rather than one per class), indicating the rel-
ative contribution of unigram recall for predicting
the correct interpretation. We expect that the trained
weights for general features such as this one will
carry over reasonably well to new virtual patients,
aiding in the process of bootstrapping the collection
of training data specific to the new virtual patient.

It is also possible to define lexical- and class-
specific features. For example, the following feature
indicates a recall miss for a specific word (ever) and
canonical question (c27):

f2(x, v) =

{ 1, if ever in v but not x and
c(v) = c27

0, otherwise

Sparse features such as this one are intended to fine-
tune the predictions that can be made with the more
general, dense features like the one above. Note,
however, that class-specific features cannot gener-
ally be expected to carry over to predictions for new
virtual patients (except where the patients are de-
signed to answer some of the same questions).

While our ranking model allows us to make use
of features that are defined in terms of the words
in both the input question x and a variant question
v, it is worth pointing out that most implementa-
tions of log-linear classification models require fea-
tures to be defined only in terms of the input x,
with the class implicitly conjoined, and thus with
no features shared across classes. For example, De-
vault et al.’s (2011) maximum entropy classification
model—as well as our multiclass baseline model
below—makes use of class-specific features indicat-
ing n-grams found in the input, such as

f3(x, c) =

{ 1, if have you in x and
c = c27

0, otherwise

Here, the weight learned in training is indicative of
the relative importance of the bigram have you for
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predicting a specific class, i.e. the one for canonical
question c27. As noted above, such class-specific
features cannot generally be expected to carry over
to predictions for new virtual patients, and thus a
model consisting of only such features will be of lit-
tle value for new virtual patients.

4 Features

The features described below are used to create fea-
ture subsets evaluated as models. Precision and re-
call features are defined as being relative to either
the asked question or the compared question, respec-
tively. Precision n-gram features, for example, are
the ratio of matched n-grams to total n-grams in the
asked question. Matching can happen at the exact,
stem, concept, or Meteor alignment level.

AlignScore the overall Meteor alignment score

LexOverlap 1- to 3-gram exact/stem unweighted
precision/recall/F-score features inspired by
Das and Smith

Weighting 1- and 2-gram exact and stem lexical
overlap features weighted by IDF and InfoCon-
tent

Meteor 1- and 2-gram IDF/InfoContent weighted
precision/recall, matched on Meteor align-
ments

Concept paraphrase-type features based on stem n-
gram overlap, but using the concept hierar-
chy to add further equivalences. Includes 1-
and 2-gram precision/recall, weighted and un-
weighted.

Lex lexical exact match features, as well as
precision/recall miss and canonical question-
specific precision/recall misses

Topic topic start and transition features

Inverse document frequency weighting is imple-
mented by taking the canonical question and its vari-
ants as a document. A gram is weighted based on its
frequency in documents, where a gram that only oc-
curs in one or a few documents is more informative
than a word that occurs in many documents.

IDF(w) = log((N + 1)/(count(w) + 1))

concept: ˜medicines [˜drugs legal analgesia antibi-
otics antidote claritin drug drugs hormone hormonal
loratidine medication medications medicine meds
narcotic ‘pain killer’ ‘pain killers’ painkiller pill pre-
scription ‘prescription medication’ ‘prescription med-
ications’ remedy steroid tablet tums]

Figure 2: An example ChatScript concept. The
˜medicines concept is defined in the figure, where antibi-
otics is an instance of medicines, and ˜drugs legal is a
subconcept of ˜medicines. Each concept is defined as a
disjunction of terms, and can include subconcepts.

  

Asked: what kind of medicine is that
Compared: what type of tablet would that be

Asked: what ~anon of ~medicines is that
Compared: what ~anon of ~medicines would that be

Figure 3: Example sentence pair and derived concept
n-gram sequence. The words kind and type match in
an anonymous concept (indicated here as ˜anon) derived
from a ChatScript pattern, while the words medicine and
tablet match under the ˜medicines concept.

N is the total number of documents and count(w)
is the number of documents the gram w appears in.

InfoContent weighting uses negative log probabil-
ities of the Gigaword corpus. For bigrams, weight-
ing is calculated as the product of probabilities of a
unigram with the conditional probability of the sub-
sequent gram, using Katz backoff.

Concept features are lexical overlap features that
use domain-specific knowledge to allow for match-
ing on more words than the exact or stem level.
Concept matches occur when a stem matches an-
other stem in a ChatScript concept hierarchy, de-
fined by content authors as labeled classes of equiv-
alent words or phrases.

See Figure 4 for an example. Concepts are used in
Chatscript to increase generalizability of the match
patterns and reduce authoring burden. To calculate
concept features, stems are replaced with the con-
cept name if the stem in the question is listed under
a concept in the hierarchy.

Figure 3 shows an example sentence pair and its
resulting concept n-gram sequence, given concepts
that include kind and type in an anonymous con-
cept (i.e., an unlabeled disjunction) in one of the
ChatScript patterns, along with the words medicine
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Lex:::what
Lex:::of
Lex:::that
LexMissPrec:::kind
LexMissPrec:::medicine
LexMissRec:::type
LexMissRec:::tablet
LexMissRec:::would
LexMissRec:::be
LexMissRecClass:::what_kind_of_tablet_would_that_be:::tablet
LexMissRecClass:::what_kind_of_tablet_would_that_be:::would
LexMissRecClass:::what_kind_of_tablet_would_that_be:::be

Figure 4: Example lexical features. These binary features
fire in the presence (or absence, in the case of a Miss) of
a specific word. Prec and Rec miss features fire when
a word appears in one question, but not the other, and
is defined in both directions. Here, LexMissPrec:::kind
fires because kind appears in the asked question, but not
the compared question. Class miss features define lexical
misses that are specific to a canonical question, and are
similarly defined with Prec and Rec to refer to the asked
and compared question, respectively.

and tablet being included under the medicines topic.
Lexical overlap features are then computed on this
concept-level n-gram sequence.

Lexical features are binary features that include
an exact match or miss. A canonical question-
specific miss feature is implemented for precision
and recall. See Figure 4 for example lexical fea-
tures and descriptions, using the running example
sentence pair from the concept features.

Topic features keep track of the topic at each point
in the dialogue. They include binary transition fea-
tures that track the current and previous topic, or else
the current start topic in the case of the first line of a
dialogue. For example, Figure 5 shows the features
generated from three example training data. The
previous topics are taken from the gold annotation
during training and testing. If automatically classi-
fied values were used instead of this oracle setting,
performance would likely not suffer greatly, given
that these features were not found to be very infor-
mative and low weights were learned during train-
ing.

5 Experiments

The corpus consists of 32 dialogues, which include
918 user turns, with a mean dialogue length of 29
turns. For each turn, the asked question, canonical
question, current topic and a question response are

  

    Asked                                 Correct                             Topic
1. hello, mr. covington            hello                                  ~openingdialogue  
2. What brings you in today    what brings you in today  ~chiefcomplaint
3. Any health problems           what brings you in today  ~chiefcomplaint

1. TOPICSTART:::~openingdialogue
2. TOPICTRANS:::~openingdialogue:::~chiefcomplaint
3. SAMETOPIC

Figure 5: Example topic features

annotated. 193 total canonical questions were cre-
ated by content authors as the fixed set of classes.
Correct canonical questions were obtained by run-
ning ChatScript, then hand-correcting the output.
Any asked questions annotated with the same canon-
ical question are considered variants of that canon-
ical question. There are 787 variants, with a mean
of 4.1 variants (standard deviation 4.7) per canoni-
cal question. The median number of variants is 2.0,
and the maximum number is 34.0.

System accuracy is measured by outputting the
correct canonical question, given an input question.
Cross-fold validation is run on a per-dialogue ba-
sis.Total system accuracy is measured as the mean
over all individual cross-fold accuracies.

Results of system accuracy by model are shown
in Table 2. The weighted, concept-based, topic-
based, and lexical features model (Full-no-meteor)
shows a significant improvement over the LexOver-
lap baseline model, using a McNemar paired chi-
square test (chi-square=16.5, p=4.86e-05). At an
overall accuracy of 78.6%, this represents an er-
ror reduction of 15% over the baseline and ap-
proaches the performance of the handcrafted pat-
terns. Of interest, the LexOverlap+concept shows
a significant improvement over LexOverlap alone
(chi-square=18.3, p=1.95e-05). Meteor features do
not show a significant difference when comparing
the Full vs. Full-no-meteor model (chi-square=3.2,
p=.073), indicating that the concept-based features
largely suffice to supply the information provided
by WordNet synsets and pivot-method paraphrases
in Meteor.

Training with variants as acceptable matches is a
useful strategy for this domain, reducing error by
47%, as compared to training without variants. This
allows for comparison at test time to not only the
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Model Name Features Included % Accuracy
Align Meteor AlignScore feature alone 75.3
LexOverlap Das and Smith-style lexical overlap baseline 74.9
LexOverlap+lex adds lexical features 74.1
LexOverlap+topic adds topic features 75.1
LexOverlap+align adds Meteor AlignScore 75.8
LexOverlap+weighting adds weighting features 77.8
LexOverlap+concept adds concept features 78.1
LexOverlap+concept+weighting adds weighting and concept features 78.5
Full all features 77.0
Full-no-meteor full minus AlignScore and Meteor features 78.6

Table 2: Model results, with a description of their included features
Sheet1

Page 1

Full-no-meteor LexOverlap
92.5 98.5
95.5 98.5
95.5 94
86.6 85.1
82.1 82.1
74.6 59.7
59.7 47.8
53.7 50.7
43.3 38.8
41.1 24.7
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Figure 6: Percent accuracy shown by deciles of decreas-
ing confidence. The most confident deciles have the high-
est accuracy.

canonical version of a question, but also each cor-
rect variant of the canonical version. Matching the
correct canonical question or any of its variants re-
sults in a correct system response.

In addition, accuracy is higher in cases where
the model is most confident, suggesting that confi-
dence can be successfully employed to trigger use-
ful clarification requests, and that training with ques-
tion variants acquired in previous dialogues yields a
large reduction in error. Lastly, an error analysis re-
veals that many question interpretation errors yield
matches that are close enough for the purposes of
the dialogue, though some errors remain that reflect
misleading lexical overlap, lack of world knowledge
or the lack of a dedicated anaphora resolution com-
ponent.

A measure of system confidence can be obtained
from test items’ probabilities, and can be compared
to accuracy to show that higher confidence system
responses are more accurate. Confidence is defined

as follows:

P (v|x) =
exp

∑
j wjfj(x, v)∑

v exp
∑

j wjfj(x, v)
(5)

In Figure 6, test items’ answer probability is binned
by decile. Mean response accuracy is then calcu-
lated for each bin of test items. Future work will
use confidence to make discourse management de-
cisions, such as when to answer a question, ask
for clarification between close candidates, or give a
generic response. Additionally, higher system accu-
racy is possible if the system is limited to answering
higher confidence quantiles.

As an alternative to the log-linear ranking model
employed here, a baseline multiclass classifier8

trained on 1- to 3-gram word and stem indicator fea-
tures obtains an accuracy of 67%. The ranking sys-
tem performs better when trained on essentially the
same information (LexOverlap), with 75% accuracy.

A ranking model using SVMRank (Joachims,
2002; Joachims, 2006) was also tried, but perfor-
mance (not shown) was similar to the log-linear
model. Future work might explore other machine
learning models such as neural networks.

System errors largely fall into a few categories.
First, some responses are actually acceptable, but
reported as incorrect due to a topic mismatch. For
example, the same question have you ever had this
type of pain before could be labeled as have you ever
had this pain before or have you ever had back pain
before, depending on the topic. If the topic was cur-
rentbackpain or currentpain, the gold label could
differ. Topics, therefore, exist at varying levels of

8http://scikit-learn.org/
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specificity. Including nearly identical questions in
multiple topics promotes question reuse across vir-
tual patients but can be a source of error if the topic
is not tracked well.

A second class of errors comes from superficially
similar questions, where the most meaningful word
or words in the question are not matched. For exam-
ple does the pain ever go away vs. does rest make
the pain go away would have high lexical overlap,
but this does not reflect the fact that the most infor-
mative words do not match. Interestingly, we ex-
pect that questions that match primarily on common
n-grams and not on rarer n-grams have relatively
low confidence scores, since the common n-grams
would match multiple other questions. Using confi-
dence scoring could help mitigate this error class.

For the previous example, the correct question is
actually, is the pain constant, which highlights a
third kind of error, where some inference or world-
knowledge is necessary. Understanding that things
that go away are not constant is an entailment in-
volving negation and is more complicated to capture
than using a paraphrase resource.

While room exists for absolute improvement in
accuracy, the results are encouraging, given the rel-
atively small dataset and fact that the full model ap-
proaches ChatScript pattern-matching system per-
formance (83%). Larger datasets will likely improve
accuracy, but given the expense and limited avail-
ability of large corpora, we focus on exploring fea-
tures that maximize limited training data. Annota-
tion is in progress for a larger corpus of 100 dia-
logues with approximately 5500 user turns.

Qualitatively, the ranking system is less labor-
intensive than ChatScript and can use confidence
values to drive dialogue act decisions, such as ask-
ing the user to rephrase, or to choose between multi-
ple candidate question interpretations. Additionally,
the ranking system could potentially be combined
with ChatScript to provide ranking when multiple
ChatScript patterns match, or to provide a question
when no existing ChatScript pattern matches the in-
put.

Better anaphor resolution could help address er-
rors from uninformative pronouns that might not
match the canonical question form. Zero-anaphors
are missed by the current features and could occur
in a dialogue setting such as: What medications are

you taking, followed by ok, how often.

6 Conclusion

In this paper, we have presented a log-linear rank-
ing model for interpreting questions in a virtual pa-
tient dialogue system that substantially outperforms
a vanilla multiclass classifier model using the same
information. In the full model, the most effective
features turned out to be the concept-based match-
ing features, which make use of an existing con-
cept hierarchy developed for an extensively hand-
crafted pattern matching system, and play a similar
(but less error-prone) role as WordNet synsets and
pivot-based paraphrases in tools such as Meteor. To-
gether with weighted matching features, these fea-
tures led to a 15% error reduction over a strong lexi-
cal overlap baseline, approaching the accuracy of the
handcrafted pattern matching system, while promis-
ing to reduce the authoring burden and make it pos-
sible to use confidence estimation in choosing dia-
logue acts. At the same time, the effectiveness of
the concept-based features indicates that manual de-
velopment resources can be productively employed
in the ranking model by developing domain-specific
concept hierarchies.

The student-VSP interaction creates a compre-
hensive record of questions and the order in which
they are asked, which allows for student assessment
as well as the opportunity for focused practice and
improvement. Indeed, the primary goal of our cur-
rent research is to leverage the advantages of the
VSP system to provide for deliberate practice with
immediate feedback.

To better support student practice and assessment,
we plan to investigate in future work the impact of
more advanced methods for anaphora resolution, as
our error analysis suggests that questions contain-
ing anaphors are a frequent source of errors. In a
dialogue system that uses speech input, we expect
automatic speech recognition errors to hurt perfor-
mance. The exact impact is left as an empirical
question for future work. Finally, we also plan to in-
vestigate incorporating syntactically-informed vec-
tor space models of word meaning into our system,
which may help to boost accuracy, especially when
acquiring patient-specific training data during the
early phase of developing a new virtual patient.
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