
COLING 2014

The 1st Workshop on Applying NLP Tools to
Similar Languages, Varieties and Dialects

Proceedings of the Workshop

August 23, 2014
Dublin, Ireland



c©2014: Papers marked with a Creative Commons or other specific license statement are
copyright of their respective authors (or their employers).

ISBN 978-1-873769-39-3
Proceedings of VarDial: Applying NLP Tools to Similar Languages, Varieties and Dialects
Marcos Zampieri, Liling Tan, Nikola Ljubešić and Jörg Tiedemann (eds.)
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Introduction

The interest in language resources and computational models for the study of similar languages, varieties
and dialects has been growing substantially in the last few years. The first edition of the Workshop on
Applying NLP tools to similar languages, varieties and dialects (VarDial) confirms the interest in the
topic.

Within the NLP community, the impact of language variation in the development of language resources
and NLP applications has been explored in recent years with experiments in different directions. For
example, automatic classification or identification of closely related languages such as in Huang and
Lee (2008) and Tiedemann and Ljubešić (2012); corpus-driven studies focusing on lexical variation
between varieties such as the one by Piersman et al. (2010) or Ljubešić and Fišer (2013); and finally, the
adaptation of language models in the context of machine translation such as in Nakov and Tiedemann
(2012).

Together with the VarDial workshop we organized the Discriminating between Similar Languages (DSL)
shared task. Discriminating between similar languages and language varieties is one of the bottlenecks
of state-of-the-art language identification and it has been topic of a number of papers published in the
last years. The DSL shared task provided a dataset to evaluate system’s performance on discriminating
13 different languages in 6 groups of languages.

The 18 papers that appear in this volume deal with different NLP tasks and applications such as parsing,
morphological analysis, part-of-speech tagging, language identification and speech recognition. The
VarDial workshop received 18 submissions and 12 of them are published in this volume. The DSL
shared task received 22 inscriptions and 8 final submissions. Five system description papers plus the
DSL shared task report appear in this volume.

We take this opportunity to thank the VarDial program committee who thoroughly reviewed all papers;
the DSL shared task participants for valuable feedback and discussions; and the COLING organizers for
their support, specially Jennifer Foster who replied promptly to all our inquiries.

Marcos, Liling, Nikola and Jörg
VarDial Organizers
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Abstract 

When PRC was founded on mainland China and the KMT retreated to Taiwan in 1949, the 

relation between mainland China and Taiwan became a classical Cold War instance. Neither 

travel, visit, nor correspondences were allowed between the people until 1987, when 

government on both sides started to allow small number of Taiwan people with relatives in 

China to return to visit through a third location. Although the thawing eventually lead to 

frequent exchanges, direct travel links, and close commercial ties between Taiwan and 

mainland China today, 38 years of total isolation from each other did allow the language use to 

develop into different varieties, which have become a popular topic for mainly lexical studies 
(e.g., Xu, 1995; Zeng, 1995; Wang & Li, 1996). Grammatical difference of these two variants, 

however, was not well studied beyond anecdotal observation, partly because the near identity 

of their grammatical systems. This paper focuses on light verb variations in Mainland and 

Taiwan variants and finds that the light verbs of these two variants indeed show distributional 

tendencies. Light verbs are chosen for two reasons: first, they are semantically bleached hence 

more susceptible to changes and variations. Second, the classification of light verbs is a 

challenging topic in NLP. We hope our study will contribute to the study of light verbs in 

Chinese in general. The data adopted for this study was a comparable corpus extracted from 

Chinese Gigaword Corpus and manually annotated with contextual features that may 

contribute to light verb variations. A multivariate analysis was conducted to show that for each 

light verb there is at least one context where the two variants show differences in tendencies 

(usually the presence/absence of a tendency rather than contrasting tendencies) and can be 

differentiated. In addition, we carried out a K-Means clustering analysis for the variations and 

the results are consistent with the multivariate analysis, i.e. the light verbs in Mainland and 

Taiwan indeed have variations and the variations can be successfully differentiated. 

1 Introduction: Language Variations in the Chinese Context 

Commonly dichotomy of language and dialect is not easily maintained in the context of Chinese 

language(s). Cantonese, Min, Hakka, and Wu are traditionally referred to as dialects of Chinese but 

are mutually unintelligible. However, they do share a common writing system and literary and textual 

tradition, which allows speakers to have a shared linguistic identity. To overcome the mutual 

unintelligibility problem, a variant of Northern Mandarin Chinese, is designated as the common 

language about a hundred years ago (called 普通話 Putonghua ‘common language’ in Mainland 

China, and 國語  Guoyu ‘national language’ in Taiwan). Referred to as Mandarin or Mandarin 

Chinese, or simply Chinese nowadays, this is the one of the most commonly learned first or second 

languages in the world now. However, not unlike English, with the fast globalization of the Chinese 

language, both the term ‘World Chineses’ and the recognition that there are different variants of 

Chinese emerged. In this paper, we studied two of the most important variants of Chinese, Mainland 

Mandarin and Taiwan Mandarin. 

This work is licenced under a Creative Commons Attribution 4.0 International License. Page numbers and proceedings footer 

are added by the organizers. License details: http://creativecommons.org/licenses/by/4.0/ 
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1.1 Variations between Mainland and Taiwan Mandarin: Previous studies 

The lexical differences between Mainland and Taiwan Mandarin have been the focus of research in 

Chinese Linguistics in the recent years. A number of studies were carried out on lexical variations 

between these two variants of Mandarin Chinese, including variations in the meanings of the same 

word or using different words to express the same meaning (e.g., Xu, 1995; Zeng, 1995; Wang,1996). 

Some dictionaries also list the lexical differences between Mainland Mandarin and Taiwan Mandarin 

(e.g., Qiu, 1990; Wei & Sheng, 2000).  

By contrast, only a few of such studies were corpus driven (e.g. Hong and Huang 2008, 2013; 

Huang and Lin, 2013), and even few studies have been done on the grammatical variations of 

Mainland and Taiwan Chinese. Huang et al. (2013), the only such study based on comparable corpora 

so far, suggested that the subtlety of the underlining grammatical variations of these two dialectal 

variants at early stage of divergence may have contributed to the challenge as well as scarcity of 

previous studies.  

1.2 Light Verbs in Light Verb Variations 

The study of English light verb constructions (LVCs) (e.g., take a look, make an offer) has been an 

important topic in linguistics (Jespersen, 1965; Butt and Geuder, 2003; among others) as well as in 

Computational Linguistics (Tu and Dan, 2011; Nagy et al., 2013; Hwang et al., 2010; among others). 

Identification of LVCs is a fundamental crucial task for Natural Language Processing (NLP) 

applications, such as information retrieval and machine translation. For example, Tu and Dan (2011) 

proposed a supervised learning system to automatically identify English LVCs by training with groups 

of contextual or statistical features. Nagy et al. (2013) introduced a system that enables the full 

coverage identification of English LVCs in running context by using a machine leaning approach.  

However, little work has been done to identify Chinese LVCs, especially between different 

variants of Chinese (cf. Hwang et al., 2010). Chinese LVCs are similar to English LVCs in the sense 

that the light verb itself is semantically bleached and does not contain any eventive or contentive 

information, so the predicative information of the construction mainly comes from the complement 

taken by the light verb (e.g., Zhu, 1985; Zhou, 1987; Cai, 1982). For instance, 進行 jinxing originally 

meant ‘move forward/proceed’, but in an LVC such as 進行討論 jinxing taolun proceed discuss ‘to 

discuss’, 進行 jinxing only contributes aspectual information whereas the core meaning of the LVC 

comes from the complement 討論 taolun ‘discuss’. Chinese also differs from English in that many of 

the Chinese light verbs have similar usages and thus are often interchangeable, e.g., all the five light 

verbs 從事 congshi, 搞 gao, 加以 jiayi, 進行 jinxing, and 做 zuo can take 研究 yanjiu ‘do research’ 

as their complement and form a LVC. But Huang et al. (2013) also observed that differences in 

collocation constraints can sometimes be found between different variants of Mandarin Chinese. For 

instance, constructions like 進行投票 jinxing tou-piao proceed cast-ticket ‘to cast votes’, where the 

complement is in the V(erb)-O(bject) form, usually can only be found in Taiwan Mandarin. Hence, 

Chinese LVCs are challenging for both linguistic studies and computational applications in two 

aspects: (a) to identify collocation constraints of the different light verbs in order to automatically 

classify and predict their uses in context, and (b) to identify the collocation constraints of the same 

light verb in order to differentiate and predict the two Chinese variants based on the use of such light 

verbs. The first issue has been explored in Lin et al. (2014): by analyzing Mainland and Taiwan 

Mandarin data extracted from comparable corpora with statistical and machine learning approaches, 

the authors find the five light verbs 從事 congshi, 搞 gao, 加以 jiayi, 進行 jinxing, and 做 zuo can 

be reliably differentiated from each other in each variety. But to the best of our knowledge, there has 

been no previous computational study on modeling the light verb variations, or other syntactic 

variations of Chinese dialects or variants of the same dialect. Therefore, this paper builds on the study 

of Lin et al. (2014) and will adopt a comparable corpus driven approach to model light verb variations 

in Mainland and Taiwan Mandarin. 

2 Data and annotation 

Our study focuses on five light verbs, 加以 jiayi, 進行 jinxing, 從事 congshi, 搞 gao and 做 zuo 

(these words literally meant ‘proceed’, ‘inflict’, ‘engage’, ‘do’, and ‘do’ respectively). These five are 
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chosen for two reasons. First, they are the most frequently used light verbs in Mandarin Chinese (Diao, 

2004); second, although the definition of Chinese light verbs is still debatable, these five are 

considered the most typical light verbs in most previous studies.   

The data for this study was extracted from the Annotated Chinese Gigaword Corpus (Huang, 2009) 

maintained by LDC which contains over 1.1 billion Chinese words, consisting of 700 million 

characters from Taiwan Central News Agency (CNA) and 400 million characters from Mainland 

Xinhua News Agency (XNA). For each of the five light verbs, 400 sentences were randomly selected, 

half from the Mainland XNA corpus and the other half from the Taiwan CNA Corpus, which results in 

2,000 sentences in total.  

Previous studies (Zhu, 1985; Zhou, 1987; Cai, 1982; Huang et al., 2013; among others) have 

proposed several syntactic and semantic features to compare and identify the similarities and 

differences among light verbs. For example, while Taiwan 從事 congshi can take informal or 

semantically negative event complements such as 性交易 xingjiaoyi ‘sexual trade’, Mainland 從事 
congshi is rarely found with such complements (Huang et al. 2013). 

In our study, we selected 11 features covering both syntactic and semantic features which may help 

to identify light verb variations, as in Table 1. All 2,000 sentences with light verbs were manually 

annotated with the 11 features. The annotator is a trained expert on Chinese linguistics. All ambiguous 

cases were discussed with another two experts in order to reach an agreement (the features and 

annotation were the same with Lin et al. (2014)). 

 

3 Modelling and Predicting Two Variants 

We carried out both a multivariate analysis and machine learning algorithm to explore the possible 

differences existing between Mainland and Taiwan Mandarin light verbs. Our analysis shows that for 

each light verb, there is at least one context where the two variants of Mandarin show differences in 

usage tendencies and thus can be differentiated, although the differences more often lie in the 

presence/absence of a tendency rather than complementary distribution.   

3.1 Multivariate Analysis of Light Verb Variations 

As introduced in Section 1, the five or some of the five light verbs sometimes can be interchangeably 

used in both Mainland and Taiwan Mandarin. This indicates that the interchangeable light verbs share 

some features. In other words, it is unlikely that a particular feature is preferred by only one light verb 

and thus differentiates the verb from the others. This is also proved in Lin et al. (2014). For instance, 

their study finds both Mainland and Taiwan 從事 congshi and 搞 gao significantly prefer nominal 

complements (POS.N). Therefore, to better explore the light verb differences in the two variants, we 

adopt a multivariate analysis for this study.  

The multivariate analysis we used is polytomous logistic regression (Arppe 2008, cf. Han et al. 

2013, Bresnan et al. 2007), and the tool we used is the Polytomous() function in the Polytoumous 

package in R (Arppe 2008). The polytomous logistic regression is an extension of standard logistic 

regression; it calculates the odds of the occurrence of a particular light verb when a particular feature 

is present, with all other features being equal (Arppe, 2008). In addition, it also allows for 

simultaneous estimation of the occurrence probability of all the five light verbs. 

Before we discuss the light verb variations based on multivariate analysis, we will show that the 

polytomous multivariate model adopted is reliable for our study. Table 2 presents the probability 

estimates of Mainland and Taiwan light verbs calculated by the model. The results indicate that the 

overall performance of the model is good: the most frequently predicted light verb (in each column) 

corresponds to the light verb that actually occurs in the data (in each row) (see the numbers in bold).  

In addition, the recall, precision, and F-measure of the estimates given in Table 3 show that each 

light verb in each variant can be successfully identified with a F-score better than chance (0.2), while 

the performance varies from light verb to light verb, which is thus consistent with the results in Lin et 

al. (2014). The only exception is 搞 gao in Mainland Mandarin, but the low F-score of 搞 gao (0.14) is 

consistent with the linguistic observation that this verb is rarely used as a light verb in Mainland 

Mandarin. More detailed information of the factors that can distinguish the five light verbs in each 
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variant can also be found in Table 4. In the following of this section, we focus on the variations of 

each light verb in Mainland and Taiwan Mandarin.  

 

 

 
Feature ID Explanation Values (example) 

1. OTHERLV Whether a light verb co-

occurs with another light 

verbs 

Yes (開始進行討論 kaishi jinxing taolun Start proceed 

discuss ‘start to discuss’) 

No (進行討論 jinxing taolun proceed discuss ‘to 

discuss’) 

2. ASP 

 

Whether a light verb is 

affixed with an aspectual 

marker (e.g., perfective 了 

le, durative 著 zhe, 

experential 過 guo) 

ASP.le (進行了戰鬥 jinxing-le zhandou ‘fighted’) 

ASP.zhe ( 進 行 著 戰 鬥  jinxing-zhe zhandou ‘is 

fighting’) 

ASP.guo (進行過戰鬥 jinxing-guo zhandou ‘fighted’) 

ASP.none (進行戰鬥 jinxing zhandou ‘fight’) 

3. EVECOMP Event complement of a light 

verb is in subject position 
Yes (比賽在學校進行 bisai zai xuexiao jinxing game at 

school proceed ‘The game was held at the school’) 

No (在學校進行比賽 zai xuexiao jinxing bisai at 

school proceed game ‘the game was held at the school’)  

4. POS 

 

The part-of-speech of the 

complement taken by a light 

verb  

Noun (進行戰爭 jinxing zhanzheng proceed fight ‘to 

fight’) 

Verb (進行戰鬥 jinxing zhandou proceed fight ‘to 

fight’) 

5. ARGSTR 

 

The argument structure of 

the complement of a light 

verb, i.e. the number of 

arguments (subject and/or 

objects) that can be taken by 

the complement  

One (進行戰鬥 jinxing zhandou proceed fight ‘to fight’) 

Two (進行批評 jinxing piping proceed criticize ‘to 

criticize’)  

Zero (進行戰爭 jinxing zhanzheng proceed fight ‘to 

fight’) 

6. VOCOMP Whether the complement of 

a light verb is in the V(erb)-

O(bject) form  

Yes (進行投票 jinxing tou-piao proceed cast-ticket ‘to 

vote’) 

No (進行戰鬥 jinxing zhan-dou proceed fight-fight ‘to 

fight’) 

7. DUREVT Whether the event denoted 

by the complement of a light 

verb is durative 

Yes (進行戰鬥 jinxing zhandou proceed fight-fight ‘to 

fight’) 

No (加以拒絕 jiayi jujue inflict reject ‘to reject’)  

8. FOREVT Whether the event denoted 

by the complement of a light 

verb is formal or official 

Yes (進行國事訪問 jinxing guoshi fangwen proceed 

state visit ‘to pay a state visit’) 

No (做小買賣 zuo xiao maimai do small business ‘run a 

small business’)  

9. PSYEVT Whether the event denoted 

by the complement of a light 

verb is mental or 

psychological activity 

Yes (加以反省 jiayi fanxing inflict retrospect ‘to 

retrospect’) 

No (加以調查 jiayi diaocha inflict investigate ‘to 

investigate’)  

10. INTEREVT Whether the event denoted 

by the complement of a light 

verb involves interaction 

among participants 

Yes (進行討論 jinxing taolun proceed discuss ‘to 

discuss’)  

No (加以批評 jiayi piping inflict criticize ‘to criticize’) 

11. ACCOMPEVT Whether the event denoted 

by the complement of a light 

verb is an accomplishment 

Yes (進行解決 jinxing jiejue proceed solve ‘to solve’) 

No (進行戰鬥 jinxing zhandou proceed fight-fight ‘to 

fight’) 

Table 1: Features used to differentiate five Chinese light verbs. 
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Predicted 

 

Observed   

congshi gao jiayi jinxing zuo 

ML TW ML TW ML TW ML TW ML TW 

congshi 131 64 1 87 62 39 1 10 5 0 

gao 69 8 16 139 86 36 16 16 13 1 

jiayi 1 0 1 0 192 190 6 6 0 4 

jinxing 31 18 9 34 47 80 62 67 51 1 

zuo 50 24 5 16 44 114 4 14 97 32 

Table 2: Probability estimates of Mainland (ML) and Taiwan (TW) light verbs.  

 
 Recall Precision  F-measure 

ML TW ML TW ML TW 

congshi 0.66 0.32 0.46 0.56 0.54 0.41 

gao 0.08 0.70 0.5 0.5 0.14 0.58 

jiayi 0.96 0.95 0.45 0.41 0.61 0.58 

jinxing 0.31 0.34 0.70 0.59 0.43 0.43 

zuo 0.49 0.16 0.58 0.84 0.53 0.27 

Table 3: Recall, precision, and F-measure of the polytomous multivariate estimates. 

 

 

congshi gao jiayi jinxing zuo 

ML TW ML TW ML TW ML TW ML TW 

(Intercept) (1/Inf) (1/Inf) 0.02271 (1/Inf) (1/Inf) (1/Inf) (1/Inf) (1/Inf) (1/Inf) (1/Inf) 

ACCOMPEVTyes (1/Inf) (0.3419) 0.09863 (1/Inf) 56.25 11.33 0.1849 (0.1607) (1/Inf) 0.2272 

ARGSTRtwo 0.2652 0.1283 2.895 (0.7613) 76.47 (Inf) (1.481) (0.7062) 0.2177 (1.217) 

ARGSTRzero (1.097) (0.6219) 3.584 7.228 (1/Inf) (4.396) (1.179) 0.5393 0.245 0.2068 

ASPle (0.7487) (1/Inf) (0.1767) (1/Inf) (0.8257) (0.3027) (0.9196) (Inf) (1.853) 32.98 

ASPno (Inf) (0.9273) (1.499) (0.6967) (Inf) (Inf) (0.2307) (Inf) (0.2389) (0.2385) 

ASPzhe (1.603) 
 

(1/Inf) 
 

(0.4571) 
 

(Inf) 
 

(1/Inf) 
 

DUREVTyes (Inf) (Inf) (2.958) (Inf) (1/Inf) (1/Inf) (Inf) (0.9575) (Inf) (Inf) 

EVECOMPyes (1/Inf) (1/Inf) (1.726) (0.8491) (1/Inf) (1/Inf) 3.975 8.113 (1.772) (0.5019) 

FOREVTyes (2.744) 0.0867 (1.227) (Inf) (Inf) (Inf) (0.7457) (1.437) 0.2679 (1.467) 

INTEREVTyes 0.03255 0.1896 (0.5281) (1/Inf) (0.5432) (0.951) 18.67 10.47 0.08902 (0.398) 

PSYEVTyes (1/Inf) (1/Inf) (1/Inf) (1/Inf) 19.87 (1.395) (1/Inf) (1/Inf) (0.9619) (3.323) 

VOCOMPyes (0.1346) 0.18 (3.043) (2.35) 23.54 (Inf) (1.086) 3.161 (0.5344) (0.5956) 

Table 4: Multivariate analysis of light verb variations in Mainland and Taiwan Mandarin. 

Table 4 summarizes the results estimated by the Polytomous multivaraite analysis. The numbers in 

the table are the odds for the features in favor of or against the occurrence of each light verb: odds 

larger than 1 indicate that the chance of the occurrence of a light verb is significantly increased by the 

feature, e.g., the chance of Mainland 加以 jiayi occurring is significantly increased by ARGSTRtwo 

(76.47: 1), followed by ACCOMPEVTyes (56.25: 1), VOCOMPyes (23.54: 1), PSYEVTyes (19.87: 

1); odds smaller than 1 indicate that the chance of the occurrence of a light verb is significantly 

descreased by the feature, e.g., the chance of Mainland 進行  jinxing occurring is significantly 

decreased by ACCOMPEVTyse (0.1849: 1); in addition, “inf” and “1/inf” refer to odds larger than 

10,000 and smaller than 1/10,000 respectively, and non-significant odds (p-value < 0.05) are given in 

parentheses, regardless of the odds value.  

Table 4 finds that Mainland and Taiwan Mandarin indeed show some variations in each light verb. 

Furthermore, the variations of each light verb mainly lie in non-complementary distributional patterns. 

That is, as highlighted in dark grey colour in Table 4, the odds differences are more often between 

non-significance (odds in parentheses) and significance (odds larger or smaller than 1), rather than 

between significant preference (odds larger than 1) and significant dis-preference (odds smaller than 

1). In other words, the difference of a light verb in the two variants is more comparative, rather than 
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contrastive.  This explains why the variations are not easily found by traditional linguistic studies. 

The following summarizes the key variations of each light verb.  

 

從事 congshi 

從事 congshi in both Mainland and Taiwan Mandarin has no feature significantly in its favor and it 

is significantly disfavored by ARGSTRtwo (taking two-argument complements, e.g., 研究 yanjiu ‘to 

research’) and INTEREVTyes (taking complements denoting interactive activities, e.g., 商量 

shangliang ‘to discuss’). However, Taiwan 從事  congshi is differentiated from Mainland 從事 

congshi in that the former is also disfavored by FOREVTyes (taking complements denoting formal 

events, e.g., 研究 yanjiu ‘to research’) and VOCOMPyes (taking complements in the form of V(erb)-

O(bject), e.g., 投票 toupiao ‘cast a vote’), whereas the latter is not. The finding that Taiwan 從事 

congshi is less likely to take formal event as its complement is consistent with that in Huang et al. 

(2013).  

 

搞 gao 

Both Mainland and Taiwan 搞 gao are significantly favored by ARGSTRzero (taking zero-argument 

complements, i.e. noun complement in this study). However, compared with Taiwan Mandarin, 

Mainland 搞 gao is more likely to take two-argument complements (ARGSTRtwo), but less likely to 

take complements denoting accomplishment events (ACCOMPEVTyes, e.g., 解決 jiejue ‘to solve’), 

and it is also disfavored by the aggregate of default variable values (i.e. the intercept, 0.02: 1).  

 

加以  jiayi  

Both Mainland and Taiwan 加 以  jiayi are favored by the feature ACCOMPEVTyes 

(accomplishment complement such as 解決  jiejue ‘to solve’), but the chance of occurrence of 

Mainland 加以  jiayi increases with the presence of two-argument complements (ARGSTRtwo), 

complements in VO form (VOCOMPyes), and complements denoting mental or phychological 

activities (PSYEVTyes, e.g., 反省 fanxing ‘to introspect’).  

 

進行 jinxing 

Both Mainland and Taiwan 進行 jinxing have INTEREVTyes (taking complements denoting 

interactive activities) and EVECOMPyes (allowing event complements in subject position, e.g., 會議

進行順利 huiyi jinxing shunli meeting procced smoothly ‘The meeting proceeded smoothly’) in their 

favor. However, 進行  jinxing in Mainland Mandarin is less likely to take accomplishment 

complements (ACCOMPEVTyes); whereas 進行 jinxing in Taiwan Mandarin is more disfavored by 

ARGSTRzero, but more likely to take complements in VO form, which is also consistent with the 

findings in Huang et al. (2013).  

 

做 zuo  

The occurrence of 做 zuo in Mainland Mandarin is decreased by factors such as ARGSTRtwo, 

FOREVTyes, and INTEREVTyes, whereas the occurrence of 做 zuo in Taiwan Mandarin is decreased 

by ACCOMPTEVTyes, but significantly increased by ASPle. It is obvious to linguists that 做 zuo in 

both Mainland and Taiwan Mandarin are frequently found with the perfective marker 了 le, but our 

analysis reveals that the affixation 了 le to Taiwan 做 zuo is much more frequent than that in Mainland.  

3.2 Clustering Analysis of Light Verb Variations 

We adopted a vector space model (VSM) to represent the use of light verbs. The features in Table 1 

could be expanded to 17 binary features. For example, ASP could be expanded into four binary 

features: ASP.le, ASP.zhe, ASP.guo, ASP.none. Each instance of a light verb in the corpus was 

represented by a vector with 17 dimensions. Each dimension stores the value of one of the 17 binary 

features determined by the context where the light verb is used. 

6



 
Cluster ID 0 1 2 3 4 5 6 7 8 9 

congshi TW 39 43 1 84 2 21 4 4 1 1 

ML 62 48 0 83 1 4 1 1 0 0 

gao TW 38 141 0 0 9 10 2 0 4 0 

ML 88 64 3 8 11 5 10 4 6 4 

jiayi TW 152 0 6 28 11 2 0 4 0 0 

ML 117 3 6 62 18 2 5 14 1 1 

jinxing TW 26 79 7 2 38 30 0 3 15 1 

ML 23 80 16 0 55 22 5 2 1 0 

zuo TW 20 3 0 2 23 130 20 2 1 6 

ML 23 44 3 16 38 45 20 11 8 3 

Table 5: The distribution of data origin by the clustering result. 

Then we adopt a clustering algorithm K-Means to identify the variations of light verbs in Taiwan 

and Mainland Mandarin. The assumption is that the instances of a light verb will form different 

clusters in the hyperspace according to the distances among them. Each cluster reflects a special use of 

a light verb. For example, there could be one cluster, where all the instances take non-accomplishment 

event argument, e.g., 加以分析/研究/評論  jiayi fenxi/ yanjiu/ pinglun inflict analyze/ research/ 

comment ‘to analyze/ research/ comment’, etc.  

In this sense, if there are light verb variations between Mainland and Taiwan Mandarin, the light 

verbs will be distributed to two clusters, one with data mainly from Mainland Mandarin, whereas the 

other mainly from Taiwan Mandarin. Meanwhile, if a cluster contains much more data from one 

variant than the other, it indicates the usage of a light verb is mainly restricted to the variant with more 

data; or if a cluster contains data of similar amount from both Mainland and Taiwan Mandarin, it 

indicates that the two variants share common usages regarding the light verbs. Therefore, for each 

light verb, all 400 examples from both Mainland and Taiwan Mandarin are mixed together for the 

analysis.  

As the K-Means algorithm requires an input of the number N of the clusters, the selection of N is 

then an issue we need to consider. Remembering that the clusters reflect the use of a light verb rather 

than data origin, the selection of N should be based on the consideration of how many different uses a 

light verb may have. As there are 17 expanded binary features, the whole space of the values of the 

vectors is 2
17

 = 128K. However, the number of different uses for a light verb should not be too large. 

There is no problem if N is set slightly larger than the real number of different uses of a light verb. For 

example, if there are 5 different uses for a light verb and we set N=6, then we can imagine that there 

may be two clusters that reflect the same use of the light verb. On the contrary, if N is set too small, all 

different uses will be mixed together. Then, the clustering result may not be able to show any 

interesting result we expected. In our experiments, we set N=10 for all the five light verbs. Especially, 

we use the WEKA (Hall et al., 2009) implementation of the simple K-Means for our experiments. The 

result is shown in Table 5. The key variations of each light verb are summarized as follows.  
 

從事 congshi 

Cluster 5 shows that Mainland 從事 congshi prefers to take complements denoting formal or 

official events in Mainland Mandarin. However, Taiwan 從事 congshi does not show such preference 

as it can take both formal and informal events. Clusters 6 and 9 show that Taiwan 從事 congshi can 

also take complements in VO form, e.g., 進行開票 jinxing kaipiao proceed ballot counting ‘to proceed 

with ballot counting’, but this is not preferred by Mainland 從事 congshi. 

 

搞 gao 

Clusters 6 and 7 together show that the argument of Mainland 搞 gao can occur in the subject 

position in addition to the complement position, but such word order is rarely found in Taiwan data. 

Cluster 3 shows a possibility for Mainland 搞 gao to take arguments denoting events involving 

interactions of participants (e.g., 討論 taolun ‘to discuss’). In addition, Cluster 9 shows the possibility 
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that Mainland 搞 gao can take complements describing informal events, while the complements to 

Taiwan Mainland 搞 gao are more often formal events (especially political activities).  

 

加以 jiayi 

Cluster 7 suggests Mainland 加以 jiayi show a preference over complements denoting mental or 

psychological events. However, although Clusters 1 and 6 show some difference between Mainland 

and Taiwan 加以 jiayi, our closer examination of the original data found that such differences actually 

do not reflect any variant-specific uses.  

 

進行 jinxing 

Cluster 6 suggests that Mainland 進行 jinxing show a preference over the aspectual marker 了 -le, 

but such preference is not seen in Taiwan 進行 jinxing. Cluster 8 shows a preference by Taiwan 進行  

jinxing that it could take VO compound (e.g., 投票 toupiao cast-ticket ‘to vote’) as complements, 

while this rarely happens in Mainland. 

 

做 zuo 

Clusters 1 and 3 show that in Mainland Mandarin, it is common for 做 zuo to take the aspectual 

marker 了 -le, but such use of 做 zuo in Taiwan is not as common as in Mainland. 

 

To sum up, the results from the machine learning method are consistent with that from the 

multivariate statistical analysis in Section 3.1. Bringing together, we find that while the light verbs in 

Mainland and Taiwan Mandarin show similarities (as the speakers of these two regions can 

communicate without difficulty), there are indeed also variations in the two variants.   

4 Concluding Remarks 

Our study is the one of the first comparable corpus driven computational modeling studies on newly 

emergent language variants. The automatic identification of Mainland and Taiwan syntactic variations 

has very significant linguistic and computational implications. Linguistically, we showed that our 

comparable corpus driven statistical approach can identify comparative differences which are 

challenging for human analysis. The fact that newly emergent variants differ from each other 

comparatively rather than contrastively may also have important linguistics implications. In addition, 

by successfully differentiating these two variants based on their uses of light verbs, the result also 

suggests that variations among such newly emergent variants may arise from categories that are 

semantically highly bleached and tend to be/or have been grammaticalized. Computationally, the 

ability of machine learning approaches to differentiate Mainland and Taiwan variants of Mandarin 

Chinese potentially contributes to overcoming the challenge of automatic identification of subtle 

language/dialect variations among other light verbs, other lexical categories, as well as other 

languages/dialects.  
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Abstract

For the study of historical language varieties, the sparsity of training data imposes immense prob-
lems on syntactic annotation and the development of NLP tools that automatize the process. In
this paper, we explore strategies to compensate the lack of training data by including data from
related varieties in a series of annotation projection experiments from English to four old Ger-
manic languages: On dependency syntax projected from English to one or multiple language(s),
we train a fragment-aware parser trained and apply it to the target language. For parser training,
we consider small datasets from the target language as a baseline, and compare it with models
trained on larger datasets from multiple varieties with different degrees of relatedness, thereby
balancing sparsity and diachronic proximity.

Our experiments show

(a) that including related language data to training data in the target language can improve
parsing performance,

(b) that a parser trained on data from two related languages (and none from the target language)
can reach a performance that is statistically not significantly worse than that of a parser
trained on the projections to the target language, and

(c) that both conclusions holds only among the three most closely related languages under
consideration, but not necessarily the fourth.

The experiments motivate the compilation of a larger parallel corpus of historical Germanic va-
rieties as a basis for subsequent studies.

1 Background and motivation

We describe an experiment on annotation projection (Yarowski and Ngai, 2001) between different Ger-
manic languages, resp., their historical varieties, with the goal to assess to what extent sparsity of parallel
data can be compensated by material from varieties related to the target variety, and studying the impact
of diachronic proximity onto such applications.

Statistical NLP of historical language data involves general issues typical for low-resource languages
(the lack of annotated corpora, data sparsity, etc.), but also very specific challenges such as lack of stan-
dardized orthography, unsystematized punctuation, and a considerable degree of morphological varia-
tion. At the same time, historical languages can be viewed as variants of their modern descendants rather
than entirely independent languages, a situation comparable to low-resource languages for which a di-
achronically related major language exists. Technologies for the cross-lingual adaptation of NLP tools or
training of NLP tools on multiple dialects or language stages are thus of practical relevance to not only
historical linguistics, but also to modern low-resource languages.

The final paper will be published under a Creative Commons Attribution 4.0 International Licence (CC-BY), http:
//creativecommons.org/licenses/by/4.0/.

11



in this context, historical language allows to study the impact of the parameter of diachronic related-
ness, as it can be adjusted relatively freely, e.g., by choosing dialects which common ancestor existed
just a few generations before rather than languages separated for centuries. A focused study of the im-
pact of diachronic relatedness on projected annotations requires sufficient amounts of parallel texts for
major language stages, and comparable annotations as a gold standard for evaluation. In this regard, the
Germanic languages provide us with a especially promising sandbox to develop such algorithms due to
the abundance of annotated corpora and NLP tools of the modern Germanic languages, most noteably
Modern English.

We employ annotation projection from EN to Middle English (ME), Old English (OE) and the less
closely related Early Modern High German (DE) and Middle Icelandic (IS) for which we possess com-
parable annotations, and test the following hypotheses:

(H1) Adding data from related varieties compensates the sparsity of target language training data.

(H2) Data from related languages compensates the lack of target language training data.

(H3) The greater the diachronic proximity, the better the performance of (H1) and (H2).

We test these hypotheses in the following setup: (1) Hyperlemmatization: Different historical variants
are normalized to a consistent standard, e.g., represented by a modern language (Bollmann et al., 2011).
We emulate hyperlemmatization by English glosses automatically obtained through SMT. (2) Projection:
We create training data for a fragment-aware dependency parser (Spreyer et al., 2010) using annotation
projection from modern English. (3) Combination and evaluation: Parser modules are trained on differ-
ent training data sets, and evaluated against existing gold annotations.

In our setting, we enforce data sparsity by using deliberately small training data sets. This is because
we emulate the situation of less-documented languages that will be in the focus of subsequent experi-
ments, namely, Old High German and Old Saxon, which are relatively poorly documented. We do hope,
however, that scalable NLP solutions can be developed if we add background information from their de-
scendants (Middle/Early Modern High German, Middle/Modern Low German), or closely related, and
better documented varieties (Old English, Middle Dutch).

Hence, the goal of our experiment is not to develop state-of-the-art parsers, but to detect statistically
significant differences in parsing performance. If these can be confirmed, this motivates creating a larger
corpus of parallel texts in Germanic languages as a basis for subsequent studies and more advanced,
projection-based technologies for older and under-resourced Germanic languages.

2 Languages and corpus data

We use parallel biblical texts in Old English (OE), Middle English (ME), Middle Icelandic (IS) and Early
Modern High German (DE). This selection is determined by the availability of syntactically annotated
corpora with closely related annotation schemes. As these schemes are derived from the Penn TreeBank
(PTB) bracketing guidelines (Taylor et al., 2003a), we decided to use Modern English (EN) as a source
for the projections.

The Germanic languages derive from Proto-Germanic as a common ancestor. OE and Old High
German separated in the 5th c. The antecessor of IS separated from this branch about 500 years earlier.
Among Germanic languages, great differences emerged, but most languages developed similarly towards
a loss of morphology and a more rigid syntax, a tendency particularly prevalent in EN.

As compared to this, OE had a relatively free OV word order, with grammatical roles conveyed through
morphological markers. The OE case marking system distinguished four cases, but eventually collapsed
during ME, resulting in a strict strict VO word order in EN (Trips, 2002; van Kemenade and Los, 2009;
Cummings, 2010).

Unlike EN, DE preserved four cases, and a relatively free word order (Ebert, 1976). A characteristic
of German are separable verb prefixes, leading to 1 : n mappings in the statistical alignment with EN.
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Figure 1: Workflow

Unlike EN and DE, IS is a North Germanic language. It is assumed to be conservative, with relatively
free word order with both OV and VO patterns and a rich morphology that leads to many 1 : n alignments
with EN, e.g., for suffixed definite articles; we thus expect special challenges for annotation projection
under conditions with limited training data.

Different from the old languages, EN developed a rigid word order and a largely reduced morphol-
ogy. A direct adaptation of an existing English parser to (hyperlemmatized) OE, IS or DE is thus not
promising. Therefore, we employ an approach based on annotation projection.

The corpus data we used consists of parsed bible fragments from manually annotated corpora, mostly
the gospels of Matthew (Mt), Mark (Mr), John (J) and Luke (L), from which we drew a test set of 147
sentences and a training set of 437 sentences for every language.

ME and OE The Penn-Helsinki Parsed Corpus of Middle English (PPCME2)1 and the York-Toronto-
Helsinki Parsed Corpus of Old English Prose (Taylor et al., 2003b, YCOE) use a variant of the PTB
annotation schema (Taylor et al., 2003a). YCOE contains the full West Saxon Gospel, but PPCME2
contains only a small fragment of a Wycliffite gospel of John, the ME data is thus complemented
with parts of Genesis (G) and Numbers (N).

IS The Icelandic Parsed Historical Corpus (Rögnvaldsson et al., 2012, IcePaHC) is annotated follow-
ing YCOE with slight modifications for specifics of IS. We use the gospel of John from Oddur
Gottskálksson’s New Testament, a direct translation from Luther.

DE The Parsed Corpus of Early New High German2 contains three gospels from Luther’s Septembertes-
tament (1522). As an IcePaHC side-project, it adapts the IS annotation scheme.

EN For EN, we use the ESV Bible.3 Due to a moderate number of archaisms, it is particularly well-
suited for automated annotation.

3 Experimental setup

We study the projection of dependency syntax, as it is considered particularly suitable for free word-order
languages like IS, OE and DE. The existing constituent annotations were thus converted with standard
tools for PTB conversion. Figure 1 summarizes the experimental setup.

For annotating EN, we created dependency versions of WSJ and Brown sections of the PTB with
the LTH Converter (Johansson and Nugues, 2007). We trained Malt 1.7.2 (Nivre, 2003), optimized its
features with MaltOptimizer (Ballesteros and Nivre, 2012), and parsed the EN bible using the resulting
feature model.

1http://www.ling.upenn.edu/hist-corpora/PPCME2-RELEASE-3/index.html
2http://enhgcorpus.wikispaces.com
3http://esv.org
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The ME, OE, DE and IS datasets were word aligned with EN using GIZA++ (Och and Ney, 2003).
1 : n alignments were resolved to the most probable 1 : 1 mapping. During annotation projection,
we assume that the aligned words represent the respective heads for the remaining n − 1 words. These
dependent words are assigned the dependency relation FRAG to the word that got the highest score in
the translation table. This solution solves, among others, the problem of separable verb prefixes in DE,
for example, DE ruffen with prefix an would be aligned to English word call: As P (”call”|”an”) <
P (”call”|”ruffen”), the syntactic information of ”call” will be projected to ”ruffen” and ”an” will be
its dependent labeled with ”FRAG”. The projected dependency trees were checked on well-formedness,
sentences with cycles were dismissed from the data set.

We formed training sets containing 437 sentences for ME, OE, DE, IS. Monolingual data sets were
combined into bi-, tri- or quadrilingual training data sets with a simple concatenation, thereby creating
less sparse, but more heterogeneous training data sets. For every language, test data was taken from J,
174 sentences per language.

We used the projected dependencies to train fMalt (Spreyer et al., 2010), a fragment-aware dependency
parser, in order to maximize the gain of information from incomplete projections.

In our setting, fMalt used two features, POS and hyperlemmas.

POS The tagsets of the historical corpora originate in PTB, but show incompatible adaptations to the
native morphosyntax. Tagset extensions on grammatical case in OE, IS and DE were removed and
language-specific extensions for auxiliaries and modal verbs were leveled, in favor of a common,
but underspecified tagset for all four languages. As these generalized tags preserve information not
found in EN, they were fed into the parser.

(hyper-)lemma Lexicalization is utterly important for the dependency parsing (Kawahara and Uchi-
moto, 2007), but to generalize over specifics of historical language varieties, hyperlemmatization
needs to be performed. Similar to Zeman and Resnik (2008), we use projected English words as
hyperlemmas and feed them into the parser. Hyperlemmatization against a closely related languages
is acceptable as we can expect that the syntactic properties of words are likely to be similar.

The projected annotations were then evaluated against dependency annotations created analoguously to
the EN annotations from manual PTB-style constituency syntax. As LTH works exclusively on PTB
data, the historical corpora were converted with its antecessor Penn2Malt4 using user-defined head-rules
(Yamada and Matsumoto, 2003).

4 Evaluation results

baseline ∆UAS worst model ∆UAS best model ∆UAS
UAS +1 +2 +1 +2 +3

ME .60 +DE +.00n.s. +DE+IS -.01n.s. +OE +.01n.s. +OE+IS +.01n.s. -.00n.s.

OE .31 +IS -.00n.s. +DE+IS -.02n.s. +DE +.02n.s. +ME+DE +.00n.s. +.02n.s.

DE .41 +OE +.02n.s. +OE+IS +.03∗ +ME +.04∗∗∗ +ME+IS +.03∗ +.04∗∗

IS .32 +IS -.02n.s. +DE+OE -.02n.s. +ME +.00n.s. +ME+DE -.01n.s. -.04∗∗

(a) trained on target and related language(s)

baseline ∆UAS worst model ∆UAS best model ∆UAS
UAS 1 2 1 2 3

ME .60 OE -.09∗∗∗ DE-IS -.01n.s IS -.05∗∗∗ IS+OE -.02n.s. -.02n.s.

OE .31 DE -.03∗ ME-DE -.01n.s. ME -.02n.s. ME+IS -.01n.s. -.00n.s.

DE .41 OE -.01n.s. OE-IS +.02n.s. IS +.02n.s. IS+ME +.05∗∗∗ +.04∗∗

IS .32 OE -.07∗∗∗ DE-OE -.02n.s. ME -.06∗∗∗ ME+DE -.02n.s. -.04∗∗

(b) trained on related language(s) alone

Table 1: Performance of best- and worst-performing parsing models (UAS diff. vs. baseline with χ2: ∗ p < .05, ∗∗ p < .01, ∗∗∗ p < .005)

We evaluate the unlabeled attachment score (Collins et al., 1999, UAS), i.e., the proportion of tokens in
a sentence (without punctuation) that are assigned the correct head, on test sets of 174 sentences in each
language.

4http://stp.lingfil.uu.se/ nivre/research/Penn2Malt.html
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As a baseline for the evaluation we take the performance of the parser trained solely on the target
language data. As shown in Tab. 1 (second col.), the UAS scores mirror both the diachronic relatedness
(ME>DE>IS), as well as the relative loss of morphology (ME>DE>IS/OE), indicating that diachronic
relatedness may not be the only factor licensing the applicability of the annotation projection scenario
(H3). It is also important, though, to keep in mind that the OE and IS translations of the Bible had
considerable influence of Latin syntax, whereas DE and ME translations aimed for a language easy to
understand.

Table 1a gives the best and worst results for the unlabeled attachment score for the parser trained on
target and related language(s) (H1). With the exception of DE, we observed no significant differences in
UAS scores relative to the baseline. DE may benefit from ME because of its more flexible syntax (thus
closer to ME [and OE] than to Modern English), and from IS because of Luther’s direct influence on the
IS bible. That ME did not mutually benefit from German may be due to the good quality of ME annota-
tion projections (resulting from its proximity to EN). Parsers trained on trilingual and quadrilingual sets
exhibited no improvement over the bilingual sets. Taken together, we found no positive effect of using
additional training data from language stages diachronically separated for more than 500 years (e.g.,
OE/ME), but also, we did not find a negative effect among the West Germanic languages. If additional
training material is carefully chosen among particularly closely related varieties, however, the DE effect
can be replicated, and then, including related language data to training data in the target language can
improve parsing performance.

While in our setting, training data from related languages may (but does not have to) improve a parser
training if training data for the target language is available, it may very well be employed fruitfully if
no training data for the target language is available (H2): Table 1b shows that, unsurprisingly, parsers
trained only on one related language had the lowest performance in the experiment, so using multiple
train languages seems to compensate language-specific idiosyncrasies. The best-performing parsing
models trained on two or more related languages achieved a performance not significantly worse (if not
better) than models being trained on target language data. This effect extends to all languages except
for IS and indicates that a careful choice of additional training data from related varieties may facilitate
annotation projection. Equally important (and valid across all languages) is that none of the models
trained on one language outperformed any of the model trained on two languages. Using training data
from two related languages doesn’t seem to hurt performance in our setting. Adding a third language
did not yield systematic improvements, the scores for trilingual models are in the range of the bilingual
models.

Again, DE is exceptionally good, benefitting from being a direct source of the IS translation as well as
structurally comparable to ME. In both settings, the worst-performing language is IS, with a significant
drop in annotation projection quality with Western Germanic material added, indicating that diachronic
distance between Northern and Western Germanic languages limits the applicability of (H2), thereby
supporting (H3).

Taken together, our results indicate

1. a significant positive effect for the Western Germanic languages (ME, OE, DE) for (H2), and

2. a significant negative effect for Western and Northern Germanic languages (IS) for (H2)

As a tentative hypothesis, one may speculate that languages separated for 1000 years (OE-IS) or more
are too remote from each other to provide helpful background information, but that languages separated
within the last 750 years (ME-DE) or less are still sufficiently close. This novel assumption may provide
a guideline for future efforts to project annotations among related languages, and is thus of immense
practical relevance for developing future NLP tools for historical and less-resourced language varieties.
Ultimately, one may formulate rules of best practice like the following:

• If no syntactic annotations for a target language are available, annotation projection among closely
related languages may be a solution. Even with limited amounts of parallel data, diachronic dis-
tances of more than 500 years can be successfully bridged (EN/ME, baseline).
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• If no syntactic annotations for a target language are available, a parser trained on hyperlemmatized
corpora in two languages may yield a performance comparable to a parser trained on small amounts
of target data. A parser trained on hyperlemmatized monolingual data may be significantly worse
(H2).

• The sparsity of parallel text to conduct annotation projection and train a (hyperlemmatized) parser
can only be compensated by adding parallel data from one related language if these are closely
diachronically related (with a separation being less than, say, 500 years ago) and at a similar de-
velopmental stage (DE/ME, H1). Adding data from multiple, equally remote languages does not
necessarily improve the results further.

At the current state, such recommendations would be premature, they require deeper investigation, but
with the confirmation of (H2) and (H3), we can now motivate larger-scale efforts to compile a massive
parallel corpus of historical Germanic language varieties as a basis for subsequent studies. Initial steps
towards this goal are described in the following section.

5 Towards a massive parallel corpus of historical Germanic languages

With the long-term goal to systematically assess the impact of the factor of diachronic proximity, we
focus on annotation projection among the Germanic languages as test field. The Germanic languages
represent a particularly well-resourced, well-documented and well-studied language family which devel-
opment during the last 1800 years is not only well-explored, but also documented with great amounts
of (parallel) data, ranging from the 4th century Gothic bible over a wealth of Bible translations since
the middle ages to the modern age of communication with its abundance of textual resources for even
marginal varieties. Motivated from our experiment, we thus began to compile a parallel corpus of his-
torical and dialectal Germanic language varieties. Primary source data for a massive parallel corpus of
historical varieties of any European language is mostly to be drawn from the Bible and related literature.
The Bible is the single most translated book in the world and available in a vast majority of world lan-
guages. It is also often the case that there are several biblical translation existing for a language. Bible
data also represents the majority of parallel data available for historical Germanic languages, and for the
case of OS and OHG, gospel harmonies represent even the majority of data currently known. Beyond
this, the corpus includes Bible excerpts and paraphrases from all Germanic languages and their major
historical stages.

Tab. 2 gives an overview over the current status of the Parallel Bible Corpus. At the moment, 271 texts
with about 38.4M tokens have been processed, converted from their original format and verse-aligned
according to their original markup or with a lexicon-supported geometric sentence aligner (Tóth et al.,
2008). In the table, ‘text’ means any document ranging from a small excerpt such as the Lord’s Prayer
(despite their marginal size valuable to develop algorithms for normalization/[hyper]lemmatization) over
gospel harmonies and paraphrases to the entire bible that has been successfully aligned with Bible verses.
The compiled corpus, excerpts and fragments for all Germanic languages marked up with IDs for verses,
chapters and books. For data representation, we employed an XML version of the CES-scheme de-
veloped by Resnik et al. (1997). Having outgrown the scale of Resnik’s earlier project by far, we are
currently in transition to TEI P5.

As it is compiled from different sources, the corpus cannot be released under a free or an academic
license. It contains material without explicit copyright statement, with proprietary content (e.g., from
existing corpora), or available for personal use only. Instead, we plan to share the extraction and con-
version scripts we used. For the experiments we aim to prepare, we focus on primary data, the texts in
this collection are not annotated. Where annotations are available from other corpora or can be produced
with existing tools, however, these annotated versions will be aligned with the Bibles and included in
subsequent experiments.
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after 1800- 1600- 1400- 1100- before
1900 1900 1800 1600 1400 1100

West Germanic
English 2 2 2 6 3 (+2) 1

Pidgin/Creol 2
Scots (6) (1)
Frisian 2 (+8) (12)
Dutch 4 1 5 (1)

L. Franconian (47) (21)
Afrikaans 3

German 3 1 (19) 1 (+4) 1 (+1) 1
dialects 3 (+2)

Yiddish 1
Low German 3 (+18) (66) (2) 1

Plautdietsch 2
Danish 1 North & East Germanic
Swedish 3 (3) (1)
Bokmål 2
Nynorsk 2
Icelandic 1 1
Faroese 1
Norn (2)
Gothic 1
tokens 21.8M 3.2M 2.7M 9.2M 1.2M 0.2M

Table 2: Verse-aligned texts in the Germanic parallel Bible corpus (parentheses indicate marginal frag-
ments with less than 50,000 tokens)

6 Summary and outlook

This paper describes a motivational experiment on annotation projection, or more precisely, strategies
to compensate data sparsity (the lack of parallel data) with material from related, but heterogeneous
varieties to facilitate cross-language parser adaptation for low-resource historical languages. We used a
fragment-aware dependency parser trained on annotation projections from ESV Bible to four historical
languages.

Our results indicate a lexicalized fragment-aware parser trained on a small amount of annotation pro-
jections can yield good results on closely related languages. In a situation of the absence of training
data for the target language (or, for example, in the situation where there is no parallel corpora for the
target language), a hyperlemmatized parser trained on (projected) annotations from two or more related
languages is likely to outperform a parser trained on a single related language.

We achieved statistically significant differences in parser performance trained on (a) target language
data, and (b) target language and data from related varieties, resp. (c) data from related varieties only.
These indicate that closely related languages (say, with a common ancestor about 750 years ago, such as
DE and ME) have some potential to compensate sparsity of parallel data in the target variety, wheres this
potential does not seem to exist for more remotely related languages (say, with a common ancestor more
than 1000 years ago such as OE and IS).

The experimental results revealed that the parser performance can, indeed, be improved by means of
including a related language to the training data, but we had a significant effect for only one language
under consideration, indicating that the diachronic proximity of the languages considered was possibly
too large, and thereby motivating subsequent experiments, and in particular, the creation of a larger
parallel corpus of historical Germanic language varieties. We described initial steps in the compilation
of this corpus.

Our experiment raises a number of open issues that are to be pursued in subsequent studies:

1. Our setup has a clear bias towards English (in the annotation schemes used and the source annota-
tions), and parser performance was strongly affected by the syntactic difference between the target
language and Modern English from which the syntactic dependencies were projected, indicating the
relevance of diachronic relatedness as well as the developmental state of a related language. Sub-
sequent experiments will hence address the inclusion of richer morphological features, projection
from other languages and evaluation against syntactic annotations according to other schemes not
derived from the Penn Treebank, as currently available, for example, for Old High German, Old
Norse, and Gothic.
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2. The hyperlemmatization in our approach was achieved through alignment/SMT, and a similar
lexically-oriented approach has been suggested by (Zeman and Resnik, 2008). Alternative strate-
gies more suitable for scenarios with limited amounts of training data may include the use of ortho-
graphical normalization techniques (Bollmann et al., 2011) or substring-based machine translation
(Neubig et al., 2012) and are also subject to on-going research. We assume that SMT-based hyper-
lemmatization introduces more noise than these strategies, so that it is harder to achieve statistically
significant results. Our findings are thus likely to remain valid regardless of the hyperlemmatization
strategy. This hypothesis is, however, yet to be confirmed in subsequent studies.

3. Our experiment mostly deals with data translated from (or at least informed by) the Latin Vulgate.
Our data may be biased by translation strategies which evolved over time, from very literal trans-
lations (actually, glossings) of Latin texts in the early middle ages to Reformation-time translations
aiming to grasp the intended meaning rather than to preserve the original formulation. A focus on
classical languages is, however, inherent to the parallel material in our domain. A representative
investigation of annotation projection techniques thus requires the consideration of quasi-parallel
data along with parallel data. This can be found in the great wealth of medieval religious literature,
with Bible paraphrases, gospel harmonies, sermons and homilies as well as poetic and prose adap-
tations of biblical motives. The parallel corpus of Germanic languages thus needs to be extended
accordingly.

4. One may wonder how the annotation projection approach performs in comparison to direct applica-
tions of modern language NLP tools to normalized historical data language (Scheible et al., 2011).
While it is unlikely that such an approach could scale beyond closely related varieties, success-
ful experiments on the annotation of normalized historical language have been reported, although
mostly focused on token-level annotations (POS, lemma, morphology) of language stages which
syntax does not greatly deviate from modern rules (Rayson et al., 2007; Pennacchiotti and Zan-
zotto, 2008; Kestemont et al., 2010; Bollmann, 2013). For the annotation of more remotely related
varieties with more drastic differences in word order rigidity or morphology as considered here,
however, projection techniques are more promising as they have been successfully applied to un-
related languages, as well, but still benefit from diachronic proximity, cf. Meyer (2011) for the
projection-based morphological analysis of Modern and Old Russian.

The goal of our experiment was not to achieve state-of-the-art performance, but to show whether back-
ground material from related languages with different degrees of diachronic distance can help to com-
pensate data sparsity, in this case with an experiment on annotation projection. This hypothesis could be
confirmed and we found effects that – even on the minimal amounts of data considered for this study –
indicated statistically significant improvements.

It is thus to be expected that even greater improvements can be achieved by considering more closely
related pairs of languages, with greater amounts of data. The further exploration of this hypothesis is
the driving force behind our efforts to compile a massive corpus of parallel and quasi-parallel texts for
all major varieties of synchronic and historical Germanic languages. Algorithms successfully tested in
this context can be expected to be applicable to other scenarios in which, e.g., well-researched modern
languages may be employed to facilitate the creation of NLP tools for less-ressourced, related languages.
Our efforts are thus not specific to historical languages.

As the diachronic development and the diversification of the Germanic languages is well-documented
in this body of data, and the linguistic processes involved are well-researched, this data set represents an
extraordinarily valuable resource for philological and comparitve studies as well as Natural Language
Processing. In particular, we are interested in developing algorithms that explore and exploit the variable
degree of diachronic relatedness found between the languages in our sample. At the same time, we
cooperate with researchers from philology, historical and comparative linguistics, which research on
intertextuality, diachronic lexicology, phonology, morphology and syntax we aim to support with NLP
tools developed on the basis of this body of parallel text.
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Abstract

In this study, we tackle the question of pos-tagging written Occitan, a lesser-resourced language
with multiple dialects each containing several varieties. For pos-tagging, we use a supervised
machine learning approach, requiring annotated training and evaluation corpora and optionally a
lexicon, all of which were prepared as part of the study. Although we evaluate two dialects of
Occitan, Lengadocian and Gascon, the training material and lexicon concern only Lengadocian.
We concluded that reasonable results (> 89% accuracy) are possible with a very limited training
corpus (2500 tokens), as long as it is compensated by intensive use of the lexicon. Results are
much lower across dialects, and pointers are provided for improvement. Finally, we compare the
relative contribution of more training material vs. a larger lexicon, and conclude that within our
configuration, spending effort on lexicon construction yields higher returns.

1 Introduction

Pos-tagging is one of the first steps in many Natural Language Processing chains, and generally requires
annotated corpora and lexicons to function properly. Substantial efforts are needed to create such re-
sources, few of which exist in the required format for less-resourced languages like Occitan. Creating
them is more challenging since less-resourced languages present spelling and dialectal variations and are
not necessarily standardized. In this paper, we apply a tool that was initially developed for rich-resourced
languages (French and English), the pos-tagger Talismane, to different varieties and dialects of literary
Occitan. We evaluate whether adapting this tool with only little annotated data is worthwhile.

Various efforts have been made recently to adapt pos-taggers to lesser-resourced languages. Täckström
et al. (2013) use a semi-supervised approach based on aligned bitext between a resource-rich and
resource-poor language, and achieve substantial gains. In our case, without an aligned bitext resource,
we were unable to attempt this approach. Garrette et al. (2013) perform an experiment giving annotators
limited time (4 hours) to annotate either training corpora or lexicons (which they call token and type
annotation) for 2 low-resourced languages. They conclude that lexicons provide higher initial gains.
However, whereas their lexicons are constructed by automatically selecting the most frequent words
from large unannotated corpora, our study can make use of existing wide-coverage lexical resources.
Scherrer and Sagot (2013) use an approach where lexical cognates are identified between a resource-rich
and resource-poor language, and their pos-tags are then used to help tagging the resource-poor language.
Their approach is interesting for languages, unlike Occitan, with no lexical resources available. However,
even cross-language approaches require a small manually-annotated corpus for accurate evaluation. It
seems simpler to begin by using this corpus for both training and evaluation before attempting more com-
plex approaches. A finer evaluation would then be required to determine whether data quality (a small
purpose-built corpus) or quantity (a large cross-language corpus) are more important for the present task.

A pos-tagger for Occitan was also developped as an intermediate step for machine translation in Aper-
tium (Armentano i Oller and Forcada, 2006; Sánchez-Martınez et al., 2007), where the most likely

This work is licensed under a Creative Commons Attribution 4.0 International Licence. Page numbers and proceedings footer
are added by the organisers. Licence details: http://creativecommons.org/licenses/by/4.0/.
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translation is used to select the correct pos-tags. However, since they only evaluate the resulting transla-
tion quality, and since Apertium is not available as a standalone pos-tagger, we were unable to perform
comparisons.

Our article is organized as follows: in Section 2, we give an overview of the Occitan language and
its dialects. In Section 3, we present the software used, Talismane, as well as the feature and rule sets
applied. In Section 4, we discuss the various resources that were constructed for this study, including
corpora and lexica. In Section 5 we give the experimental setup, and discuss the results in Section 6.

2 Occitan language

Occitan is a romance language spoken in southern France and in several valleys of Spain and Italy.
The number of speakers is hard to estimate: according to several studies it might reasonably be situated

around 500,000 speakers. It is even harder to evaluate the number of people with an interest in Occitan.
According to a socio-linguistic survey carried out in the Midi-Pyrénées Region in 2010, 4% of the pop-
ulation are native or fluent speakers, 14% are speakers with an average competence and 32% understand
the language, with different degrees of competence, giving an estimated total of 1.5 million people for
this region alone. The interest in Occitan is supported by a sizable network of non-profit associations.
Among others, the primary and secondary immersive bilingual school system Calandreta, IEO (Institut
d’Estudis Occitans) and CFPO (Centre de Formacion Professionala Occitan) provide opportunities for
learning Occitan at any age. Occitan is also present in the French national education system in bilingual
classes at the primary school level; as optional courses at the secondary school level; and as a major or
optional classes in several universities.

2.1 Occitan dialects

Occitan is not standardized as a whole. It has several varieties organized into dialects. The most widely
accepted classification proposed by Bec (1995) includes Auvernhat, Gascon, Lengadocian, Lemosin,
Provençau and Vivaroaupenc.

In this article we focus on two Occitan dialects: Lengadocian, spoken in a zone delimited by the
Rhône, the Garonne and the Mediterranean Sea; and Gascon, spoken in a zone delimited by the Pyrenees,
the Garonne, and the Atlantic Ocean. Some examples of lexical variation from Lengadocian to Gascon
include the transformation of a Latin f into an h (filh/hilh), dropping the intervocalic n (luna/lua) and
metathesis of the r (cabra/craba) (Bec, 1995).

We assume that probabilities of pos-tag sequences will be fairly similar between Lengadocian and
Gascon in most cases. However, several examples below show non-lexical differences between the two
dialects that result in different pos-tag distributions.

1. Gascon has enunciative particles: “que” for affirmative sentences, “be” for exclamatory sentences,
and “e” for interrogative sentences and subordinate clauses. There is no equivalent in Lengadocian.
- Example: “I’m buying bread and apples”. Gascon: “Que crompi pans e pomas.” Lengadocian:
“Compri de pans e de pomas.”

2. There is no indefinite or partitive article in Gascon.
- Example: “He’s catching birds.” Gascon: “Que gaha ausèths.” Lengadocian: “Trapa d’aucèls.”
- Example: “I want some water.” Gascon: “Que vòli aiga.” Lengadocian: “Vòli d’aiga.”

3. Object and reflective clitics occur more often after the verb in Gascon than in Lengadocian.
- Example: “To come in and get served?” Gascon: “Entrar e hèr-se servir ?” Lengadocian:
“Dintrar e se far servir ?”

4. Double-negatives in Gascon: the preceding “ne/no” is mandatory in Gascon, but not in Lengado-
cian.
- Example: “He can’t hear anything.” Gascon: “N’enten pas arren.” Lengadocian: “Enten pas
ren.”
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2.2 Written Occitan

Written Occitan first appeared in medieval times, with all dialects represented in literature. This results
in a lot of inter- and intra-dialectal variation within the texts. This geolinguistic variation corresponds
to (i) variations in spelling reflecting variations in pronunciation (for instance contes/condes) and (ii)
lexical variations (for instance pomas de terra/mandòrra). Numerous spelling conventions account for
additional variation within Occitan text. The spelling used in medieval times is nowadays called the
“troubadour spelling”. This spelling gradually disappeared with the decline of literary production. Since
the 19th century, two major spelling conventions can be distinguished: the first was influenced by French
spelling, and includes Mistral’s spelling in Provence and the Gaston Febus’ spelling in Bearn; the second,
called “classical spelling” and inspired by the troubador spelling, appeared in the 20th century. It is a
unified spelling convention distributed across all of the Occitan territories (Sibille, 2007). Diachronic
variation corresponds to changes in spelling conventions over time (for instance the evolution in the
spelling of conjugated verbs: avian vs. aviàn). Embracing all dialectal and spelling variations is one of
the main objectives of the BaTelÒc project.

2.3 BaTelÒc Project

The BaTelÒc project (Bras and Thomas, 2011; Bras and Vergez-Couret, 2013) aims at creating a wide-
coverage collection of written texts in Occitan, including literature (prose, drama and poetry) as well as
other genres such as technical texts and newspapers. The texts aim to cover the modern and contempo-
rary periods, as well as all dialectal and spelling varieties. More than one million words have already
been gathered. The text base is also designed to provide online tools for interrogating texts, for example
a concordancer to observe key forms in context. In the future, the aim is to enrich the text base with
linguistic annotations, such as pos-tags. These would allow new querying possibilities, e.g. the disam-
biguation of homographs such as poder as a common noun (“power”) and poder as a verb (“be able to”).
In order to provide such annotations, Part-Of-Speech annotation tools are required. We therefore decided
to use a probabilistic pos-tagger based on supervised machine learning methods: Talismane.

3 The Talismane pos-tagger

The present study trained the open source Talismane pos-tagger (Urieli, 2013) on an Occitan training
corpus. Talismane has already been applied to English and French pos-tagging, attaining an accuracy
≈ 97% (Urieli, 2014). It allows for the incorporation of a lexicon both as training features and as analysis
rules. In terms of features, this comes down to saying, “if the word X is listed in the lexicon as a common
noun, then it is more likely to be a common noun”. This information is incorporated into the statistical
model during training, along with other features listed below. Analysis rules override the statistical
model’s decisions during analysis, either imposing or prohibiting the choice of a certain category. For
example, a rule might say, “the word X cannot be assigned the closed category preposition unless it is
listed as a preposition in the lexicon”.

To select the machine learning configuration of the Occitan pos-tagger, we performed a grid search
of different classifier types and parameters, and settled on a linear SVM classifier with ε = 0.1 and
C = 0.5.

3.1 Features

We used the identical feature set for Occitan as the one used by Talismane for French and English.
These include, for the token currently being analysed: W the word form; P each of the token’s possible
pos-tags according to the lexicon; L each of the token’s possible lemmas according to the lexicon; U
whether the current token is unknown in the lexicon; 1st whether the token is the first in the sentence;
Last whether the token is the last in the sentence; Sfx the last n letters in the token; as well as various
regular expression features testing whether the token starts with a capital letter, contains a dash, a space
or a period, or contains only capital letters.

We also used the following additional features for the tokens before and after the current to-
ken (where the subscript indicates the position of the token with respect to the current token):
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W−1,W1, P−1, P1, L−1, L1, U1, where P−1 looks at the pos-tag assigned to the previous token, and
is thus the standard bigram feature. We also included various two-token and three-token combinations
of all of the above basic features, e.g. P−2P−1 giving the standard trigram feature.

3.2 Rules
The following rules were defined around closed class pos-tags (i.e. non-productive functional categories)
and open class pos-tags (i.e. productive lexical categories).

• Closed classes: for each closed class pos-tag (e.g. prepositions, conjunctions, pronouns, etc.), only
allow the pos-tagger to assign this pos-tag if it exists in the lexicon. This prevents us, for example,
from inventing new prepositions.

• Open classes: do not assign an open class pos-tag (e.g. common noun, adjective, etc.) to a token if
it is only listed with closed classes in the lexicon. This prevents us, for example, from assigning a
tag such as “common noun” to the token “lo” (“the”).

• Rules which automatically assign the pos-tags Card and Pct respectively to numbers and punctu-
ation. These were applied systematically in all experiments.

4 Resources

For Talismane to function properly, various resources are required: a training corpus from which the
statistical model is learned, one or more evaluation corpora to evaluate performance, and optionally a
lexicon for wide-coverage features and rules. These resources all rely on a tagset specifically designed
for Occitan, shown in Table 1.

4.1 Lexicon and tagset
In the present study, we decided to construct a lexicon for one dialect only, the Lengadocian dialect,
corresponding to our training corpus.

The lexicon was built from available digital resources: the Laus dictionary of Lengadocian (Laus,
2005), as well as certain closed-class entries and proper nouns from the Apertium lexicon. The Laus
dictionary in particular covers different varieties of Lengadocian. For example, the entry for “night”
includes three variants: nuèch / nuèit / nuòch. Inflected forms for verbs were gathered from Lo congrès
permanent de la lenga occitana, which provides a complete verb-conjugation module1. A script was
written to automatically generate inflected forms for adjectives, nouns and past participles from the base
form entries. The number of entries for each pos-tag and total count are given in Table 1.

4.2 Training corpus
For training Talismane, a homogeneous corpus in the Lengadocian dialect was extracted from a single
novel: E la barta floriguèt by Enric Molin, an Occitan author from the Rouergue region. Since the present
study concentrates on differences between dialects and varieties, no attempt was made to construct a
balanced training corpus. The corpus contains around 2500 tokens manually annotated with pos-tags,
lemmas, and additional morpho-syntactic information (grammatical gender, number, person, tense and
mood). The first 1000 tokens were annotated separately by three annotators, who then consolidated
their annotations into a single gold standard, with an annotation guide. The remaining 1500 tokens were
annotated by a single annotator, who consulted the others in cases of doubt.

In the present study, the annotated lemmas and additional morpho-syntactic information were not used.

4.3 Evaluation corpora
For evaluation, three different corpora were compiled: the first one, the Rouergue corpus, was extracted
from: Los crocants de Roergue by Ferran Delèris, another author from the Rouergue region; the second
one, the Lot corpus, was extracted from Dels camins bartassièrs by Marceu Esquieu, written in another

1http://www.locongres.org/oc/aplicacions/verboc/conjugar
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Tag Description Lexicon size
A Adjective (general) 29,638
A$ Adjective (possessive) 85
Adv Adverb (general) 751
Adv$ Adverb (negative, quantifier, exclamatory and interrogative) 46
Cc Coordinating conjunction 8
Cs Subordinating conjunction 150
Det Article 127
Card Cardinal number 42
Cli Clitic 72
CliRef Reflexive clitic 17
Inj Interjection 7
Nc Common noun 25,817
Np Proper noun 4,603
Pct Punctuation 15
Pe Enunciative particle (Gascon only) 0
Pp Present participle 4,530
Pr Preposition 521
Prel Relative pronoun 37
Pro Pronoun 81
Ps Past participle 17,963
PrepDet Amalgamated preposition and article 499
Vc Conjugated verb 135,731
Vi Infinitive verb 4,643
Z Consonant for phonetic liaison 3
Total 225,386

Table 1: Tagset

variety of Lengadocian; the third one, the Gascon corpus, was extracted from Hont blanca de Jan Loı́s
Lavit, representing a variety of Gascon. The three corpora aim at representing different varieties of
Occitan: firstly, two different dialects: Lengadocian and Gascon; secondly, two varieties of Lengadocian:
Rouergue and Lot.

Table 2 shows a statistical comparison of the different corpora. As we can see, the percent of tokens
unseen in the training corpus (excluding punctuation) ranges from 46% for the same dialectal variant
(Rouergue) to 56% for a different dialect (Gascon). The difference is even more striking in terms of
the Lengadocian lexicon: 17% unknown forms in the Rouergue corpus vs. 40% unknown forms in the
Gascon corpus. Closed class coverage is particularly good for the two Lengadocian variants, with only
1.5% and 1% unknown forms, as opposed to 20% in the Gascon corpus.

5 Experiments

The resources we built were designed with several questions in mind:

• Which is the best strategy for each evaluation corpus?

• Is it always useful to apply closed-class rules?

• To what extent can a model built from a training corpus for a single dialectal variety be applied to
other varieties and dialects?

• To what extent can a lexicon for one dialect be applied to another dialect?

• What methods can be used to improve analysis for a dialect different from the training/lexicon
dialect?
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Corpus Training Rouergue Lot Gascon
Size 2501 701 467 469
Size (without punct.) 2078 591 388 399
% unknown in training corpus 46.36 48.97 56.39
% unknown in lexicon 0.10 16.58 19.85 40.10
Open class tokens 1111 324 201 203
% unknown in training corpus 76.23 82.59 87.68
% unknown in lexicon 0.18 29.01 37.31 59.11
Closed class tokens 967 267 187 196
% unknown in training corpus 10.11 12.83 23.98
% unknown in lexicon 0.00 1.50 1.07 20.41

Table 2: Training and evaluation corpora

A second range of experiments was designed to answer the following question: Given limited re-
sources, is it better to annotate a larger training corpus, or compile a larger lexicon?

To this end, we divided the training corpus into two halves, train1 and train2. We also created
several sub-lexica: closed classes only (closed), closed classes + half of the open class entries (half1)
closed classes + the other half of the open class entries (half2), the full lexicon (full) and an empty
lexicon (empty). Finally, we tested with and without closed class rules. This gave us a total of 3 training
corpus options × 5 lexicon options × 2 rule options = 30 evaluations per evaluation corpus.

We measured in each evaluation the total accuracy, the precision, recall and f-score for each pos-tag,
and for all open pos-tags and all closed pos-tags combined. These were also measured separately for the
set of tokens known and unknown in the lexicon.

6 Results

6.1 Overall results

Figure 1 shows results for the different lexicons and with/without closed-class rules (+rules on the figure).
Not surprisingly, the best configuration for all evaluation corpora was the full training corpus, the full
lexicon, and closed-class rules applied. This gives an accuracy of 87.02% for the Rouergue corpus,
89.08% for the Lot corpus, and 66.17% for the Gascon corpus. We can see that even a small training
corpus provides reasonable results: almost 90% with only 2500 annotated tokens.

Within a given dialect, variation in style and genre seem more important than variation due to dialectal
varieties: indeed, a training corpus in the Rouergue variety gave better results for an author in the Lot
variety than for another author in the Rouergue variety. Another reason for handling dialects as a whole
is that it would be very difficult and time consuming to construct a separate lexicon for each variety
within a given dialect.

The much lower results for Gascon are expected, given the much lower training corpus coverage and
lexicon coverage shown in Table 2, and the differences in pos-tag distribution presented in Section 2.1.

6.2 Closed class rules

The use of closed-class rules presented in Section 3.2 improved accuracy for all three corpora. The
accuracy rose from 85.88% to 87.02% for the Rouergue corpus, from 88.01% to 89.08% in the Lot
corpus, and 66.10% to 67.16% in the Gascon corpus. The last result is somewhat surprising, given the
fact that 20% of the closed class tokens in the Gascon corpus are unknown in the lexicon.

6.3 Lexicons

The five lexicon setups described above allowed us to compare the contribution of different parts of the
lexicon. Using a lexicon with only closed classes gives a fairly radical increase in all cases: together
with rules, we gain 7.13% for Rouergue, 11.99% for Lot, and 4.9% for Gascon. When we add the full
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Figure 1: Pos-tagging lexicon/rules comparison: accuracy by corpus

lexicon with open and closed classes, we see an additional increase of 6.14% for Rouergue, 7.71% for
Lot, and 3.62% for Gascon with respect to a closed-class lexicon only.

The open class gains are not directly correlated to the percentage of unknown words: the Lot corpus
has far more unknown words than the Rouergue corpus, and yet gains more in terms of accuracy when the
lexicon is added. Furthermore, the gains affect unknown words as well, probably through improvement
in tagging of neighboring words and n-gram features: we see an average gain of 8.54% in accuracy
for unknown words in Rouergue between the half1+rules/half2+rules and full+rules configurations, and
17.96% for unknown words in Lot.

6.4 Improving accuracy for other dialects

Given the relatively low score for Gascon, the question is, what can be done to improve this accuracy?
In view of the training corpus in Lengadocian and the differences described in Section 2.1, it is clear that
certain phenomena will be very difficult to detect, especially when Gascon lexical items are combined
with uniquely Gascon pos-tag sequences. Additionally, one Gascon part-of-speech, the enunciative par-
ticle (annotated Pe), is entirely missing from Lengadocian. However, this pos-tag happens to be the most
common one for the word “que”, and the only possibility for the word “be”.

We thus tested the addition of a new rule for Gascon only, stating that “be” is always annotated Pe, and
“que” is annotated Pe whenever it’s found at the start of a sentence, after a coordinating conjunction,
or after a comma. For a total of 30 ennunciative particles, this rule gives us 17 true positives, 1 false
positive, and 13 false negatives, for an f-score of 70.83%. It increases the total accuracy from 67.16% to
69.72%.

Beyond this rule (and possibly other similar rules), improving the accuracy necessarily requires more
resources. Given the gains provided by small but complete closed-class lexica, a priority should thus
be given to constructing a full-coverage closed-class lexicon for Gascon, and replacing the Lengadocian
closed-class lexicon with this one during analysis. It is an open question whether it is better to use a
higher-recall lexicon covering all dialects, or a higher-precision lexicon covering only Gascon. A similar
question concerns training corpora, which are typically much more costly to construct than lexica, given
that dictionaries in digital form are generally already available. Is it better to use a small training corpus
per dialect, or to mix training corpora for all dialects into a larger training corpus? This of course depends
on the degree of similarity between the dialects, and cannot be answered without empirical testing.
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6.5 Build a training corpus or a lexicon?

To answer the question regarding the relative importance of annotating more training data or compiling
larger lexica, we ran an experiment where the training corpus and open-class lexicon were each divided
into two halves. We then compared the results provided by a single half of the training corpus and
a single half of the lexicon (4 possible combinations) with results provided when including either the
entire training corpus or the entire lexicon, but not both. Since the lexicon covers Lengadocian, we
concentrate on the two Lengadocian corpora only, considering them as a single corpus.

The mean gain for doubling the training corpus from 1,250 tokens to 2,500 tokens is 1.46%, whereas
the mean gain for doubling the open-class lexicon from 110K entries to 220K entries is 4.16%. It is thus
much more productive to double the lexicon size, in our configuration. Note of course that there is no
guarantee that this tendency would continue if we doubled the size of the training corpus and lexicon
again. Also, while it is always possible (albeit costly) to annotate more text, there is a limit to the
available lexical resources that can easily be compiled.

7 Conclusion and perspectives

In the present study, we show that supervised approaches, usually considered too costly for lesser-
resourced languages, can achieve good results (> 89%) with very little annotated material, as long
as wide-coverage lexicon is available. We determined that given a limited amount of time, it is better
to construct a larger lexicon than to annotate more training material. It would be interesting to repeat
this experiment when we have gathered more training material and a wider-coverage lexicon, in order to
view the tendencies in a graphical form.

One of the main objectives of the present study was to test a proof-of-concept for Occitan pos-tagging
and identify guidelines for future efforts in this area. One of the first benefits of our work is that, in
addition to the training and evaluation corpora and lexicon, we now have a functioning pos-tagger which
can help efficiently construct more training and evaluation material, and an annotation guide to help
correct this material.

Many recent studies have used semi-supervised cross-language pos-taggers, resulting in a larger quan-
tity but lower quality of training data. It would be interesting to compare such an approach to our present
supervised approach, as well as seeing whether the two can be combined (e.g. by giving more weight to
the higher quality material during training).

The use of Talismane as a pos-tagger gives us a certain degree of robustness for handling language
variants. Talismane is a hybrid toolkit: on the one hand, it provides robust supervised machine learning
techniques, allowing us to ensure that as more data gets annotated, the results improve. On the other
hand, it allows us to override the statistical models with symbolic rules, thus compensating for the low
representativity of less common phenomena in the limited training material, as well as allowing us to
take into account phenomena specific to the dialect or variety being analysed. The use of rules needs to
be explored more deeply and extended to other phenomena than those explored in the present study.

In terms of the Gascon dialect, although the results are much better than random chance, they still
leave much to be desired. Nevertheless, all of the phenomena observed for Lengadocian applied to
Gascon as well, albeit to a lesser extent: the closed-class lexicon and related rules provided substantial
gains (despite 20% unknown closed-class tokens in the lexicon), and additional gains were provided by
the open-class lexicon. We tested with success a single rule for Gascon around the enunciative particle.
Efforts would now be required to identify additional rules. However, the most promising perspective is
the construction of a lexicon for Gascon, in particular giving full coverage for all closed classes. It is
yet to be determined whether this lexicon should replace the Lengadocian lexicon during analysis, or
complete it. A similar question applies to training corpora: if we annotate a Gascon training corpus,
should it be combined with the Lengadocian corpus or should Gascon be trained separately.

Finally, there is another practical perspective from the present study: to use lists of unknown pos-
tagged words as the initial input for the construction of wider-coverage lexica.
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Assaf Urieli. 2014. Améliorer l’étiquetage de “que” par les descripteurs ciblés et les règles. In Actes
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Abstract

When developing NLP tools for low-resource languages, one is often confronted with the lack of
annotated data. We propose to circumvent this bottleneck by training a supervised HMM tagger
on a closely related language for which annotated data are available, and translating the words in
the tagger parameter files into the low-resource language. The translation dictionaries are created
with unsupervised lexicon induction techniques that rely only on raw textual data. We obtain a
tagging accuracy of up to 89.08% using a Spanish tagger adapted to Catalan, which is 30.66%
above the performance of an unadapted Spanish tagger, and 8.88% below the performance of
a supervised tagger trained on annotated Catalan data. Furthermore, we evaluate our model on
several Romance, Germanic and Slavic languages and obtain tagging accuracies of up to 92%.

1 Introduction

Recently, a lot of research has dealt with the task of creating part-of-speech taggers for languages which
lack manually annotated training corpora. This is usually done through some type of annotation pro-
jection from a language for which a tagger or an annotated corpus exists (henceforth called RL for
resourced language) towards another language that lacks such data (NRL for non-resourced language).
One possibility is to use word-aligned parallel corpora and transfer the tags from the RL to the NRL
along alignment links. Another possibility is to adapt the parameters of the RL tagger using bilingual
dictionaries or manually built transformation rules.

In this paper, we argue that neither parallel corpora nor hand-written resources are required if the RL
and the NRL are closely related. We propose a generic method for tagger adaptation that relies on three
assumptions which generally hold for closely related language varieties. First, we assume that the two
languages share a lot of cognates, i.e., word pairs that are formally similar and that are translations of
each other. Second, we suppose that the word order of both languages is similar. Third, we assume that
the set of POS tags is identical. Under these assumptions, we can avoid the requirements of parallel data
and of manual annotation.

Following Feldman et al. (2006), the reasoning behind our method is that a Hidden Markov Model
(HMM) tagger trained in a supervised way on RL data can be adapted to the NRL by translating the RL
words in its parameter files to the NRL. This requires a bilingual dictionary between RL words and NRL
words. In this paper, we create different HMM taggers using the bilingual dictionaries obtained with the
unsupervised lexicon induction methods presented in our earlier work (Scherrer and Sagot, 2014).

The paper is organized as follows. In Section 2, we present related work on tagger adaptation and
lexicon induction. In Section 3, we review Hidden Markov Models and their relevance for tagging and
for our method of tagger adaptation. Section 4 presents a set of different taggers in some detail and eval-
uates them on Catalan, using Spanish as RL. In Section 5, we demonstrate the validity of the proposed
approach by performing small-scale evaluations on a number of Romance, Germanic and Slavic lan-
guages: we transfer part-of-speech tags from Spanish to Aragonese, from Czech to Slovak and Sorbian,
from Standard German to Dutch and Palatine German. We conclude in Section 6.
This work is licenced under a Creative Commons Attribution 4.0 International License. Page numbers and proceedings footer
are added by the organizers. License details: http://creativecommons.org/licenses/by/4.0/
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2 Related work

The task of creating part-of-speech taggers (and other NLP tools) for new languages without resorting to
manually annotated corpora has inspired a lot of recent research. The most popular line of work, initiated
by Yarowsky et al. (2001), draws on parallel corpora. They tag the source side of a parallel corpus with
an existing tagger, and then project the tags along the word alignment links onto the target side of the
parallel corpus. A new tagger is then trained on the target side, using aggressive smoothing to reduce the
noise caused by alignment errors.

In a similar setting, Das and Petrov (2011) use a more sophisticated graph-based projection algorithm
with label propagation to obtain high-precision tags for the target words. Follow-up work by Li et
al. (2012) uses tag dictionaries extracted from Wiktionary instead of parallel corpora, and Täckström
et al. (2013) attempt to combine these two data sources: the Wiktionary data provides constraints on
word types, whereas the parallel data is used to filter these constraints on the token level, depending on
the context of a given word occurrence. Duong et al. (2013) show that the original approach of Das
and Petrov (2011) can be simplified by focusing on high-confidence alignment links, thus achieving
equivalent performance without resorting to graph-based projection. The research based on parallel
corpora does not assume any particular etymological relationship between the two languages, but Duong
et al. (2013) note that their approach works best when the source and target languages are closely related.

Other approaches explicity model the case of two closely related languages, such as Feldman et al.
(2006). They train a tagger on the source language with standard tools and resources, and then adapt the
parameter files of that tagger to the target language using a hand-written morphological analyzer and a
list of cognate word pairs. Bernhard and Ligozat (2013) use a similar approach to adapt a German tagger
to Alsatian; they show that manually annotating a small list of closed-class words leads to considerable
gains in tagging accuracy. In a slightly different setting, Garrette and Baldridge (2013) show that taggers
for low-resource languages can be built from scratch with only two hours of manual annotation work.

Even though recent work on closely related and low-resource languages presupposes manually an-
notated data to some extent, we believe that it is possible to create a tagger for such languages fully
automatically. We adopt the general model proposed by Feldman et al. (2006), but use automatically
induced bilingual dictionaries to translate the source language words in the tagger parameter files. The
bilingual dictionaries are obtained with our unsupervised lexicon induction pipeline (Scherrer and Sagot,
2013; Scherrer and Sagot, 2014). This pipeline is inspired by early work by Koehn and Knight (2002),
who propose various methods for inferring translation lexicons using monolingual data.

Our lexicon induction pipeline is composed of three main steps. First, a list of formally similar word
pairs (cognate pairs) is extracted from monolingual corpora using the BI-SIM score (Kondrak and Dorr,
2004). Second, regularities occurring in these word pairs are learned by training and applying a character-
level statistical machine translation (CSMT) system (Vilar et al., 2007; Tiedemann, 2009). Third, cross-
lingual contextual similarity measures are used to induce additional word pairs. The main idea is to
extract word n-grams from comparable corpora of both languages and induce word pairs that co-occur
in the context of already known word pairs (Fung, 1998; Rapp, 1999; Fišer and Ljubešić, 2011). In our
pipeline, the already known word pairs are those induced with CSMT.

In this paper, we extend our previous work (Scherrer and Sagot, 2014) in two aspects. First, we use
a more powerful HMM tagging model instead of the simple unigram tagger that insufficiently accounts
for the ambiguity in language. Second, we assess the impact of each lexicon induction step separately
rather than merely evaluating the final result of the pipeline.

3 HMM tagging

Hidden Markov Models (HMMs) are a simple yet powerful formal device frequently used for part-of-
speech tagging. A HMM describes a process that generates a joint sequence of tags and words by
decomposing the problem into so-called transitions and emissions. Transitions represent the probabilities
of a tag given the preceding tag(s), and emissions represent the probabilities of a word given the tag
assigned to it (Jurafsky and Martin, 2009).
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The main advantage of HMM taggers for our work lies in the independence assumption between
transitions and emissions: crucially, the emission probability of a word only depends on its tag; it does
not depend on previous words or on previous tags. Assuming, as stated in the introduction, that the
word order is similar and the tag sets identical between the RL and the NRL, we argue that the transition
probabilities estimated on RL data are also valid for NRL. Only the emission probabilities have to be
adapted since RL words are formally different from NRL words.

Following earlier work (Feldman et al., 2006; Duong et al., 2013), we use the TnT tagger (Brants,
2000), an implementation of a trigram HMM tagger that includes smoothing and handling of unknown
words. In contrast to other implementations that use inaccessible binary files, TnT stores the estimated
parameters in easily modifiable plain text files.

3.1 Adapting emission counts

The goal of this work is to adapt an existing RL HMM tagger for a closely related NRL by replacing the
RL words in the emission parameters by the corresponding NRL words. Let us explain this process with
an example, using Spanish as RL and Catalan as NRL.

The TnT tagger creates an emission parameter file that contains, for each word, the tags and their
frequencies observed in the training corpus. For example, a tagger trained on Spanish data may contain
the following lines (word on the left, tag in the middle, frequency on the right):

(1)

intelectual AQ 11
intelectual NC 3
intelectuales AQ 3
intelectuales NC 7

Furthermore, suppose that we have a dictionary that associates Catalan words (left) with Spanish words
(center), where the weight (right) indicates the ambiguity level of the Catalan word, which is simply
defined as the inverse of the number of its Spanish translations:

(2)
intel·lectual intelectual 0.5
intel·lectual intelectuales 0.5
intel·lectuals intelectuales 1

A new Catalan emission file is then created by taking, for each Catalan word, the union of the tags of
its Spanish translations and by multiplying the tag weights with the dictionary weights. This yields the
following entries:

(3)

intel·lectual AQ (0.5 ·11)+(0.5 ·3) = 7
intel·lectual NC (0.5 ·3)+(0.5 ·7) = 5
intel·lectuals AQ 1 ·3 = 3
intel·lectuals NC 1 ·7 = 7

Or more formally: for each dictionary triple 〈wRL,wNRL, fd〉 and each emission triple 〈wRL, t, fe〉 with
matching wRL, add the new emission triple 〈wNRL, t, fd · fe〉. Merge emission triples with identical wNRL

and t and sum their weights.
Finally, RL words occurring in the emission file that have not been translated to NRL (because no

appropriate word pair existed in the dictionary) are copied without modification to the new emission file.
In particular, this allows us to cover punctuation signs and numbers as well as named entities (which are
mostly spelled identically in both languages).

4 Tagger adaptation for Catalan

In this section, we present seven taggers for Catalan. Three of them (Sections 4.2 to 4.4) are supervised
taggers and serve as baseline taggers and as upper bounds. The four remaining taggers (Sections 4.6 to
4.9) are taggers created by adaptation from a Spanish tagger, using the method presented in Section 3.1;
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they differ in the lexicons used to translate the emission counts. These four taggers represent the main
contribution of this paper. We start by listing the data used in our experiments.

4.1 Data

Most taggers presented below are initially trained on a part-of-speech annotated corpus of Spanish. We
use the Spanish part of the AnCora treebank (Taulé et al., 2008), which contains about 500 000 words.

The AnCora morphosyntactic annotation includes the main category (e.g. noun), the subcategory
(e.g. proper noun), and several morphological categories (e.g., gender, number, person, tense, mode),
yielding about 280 distinct labels. Since we are mainly interested in part-of-speech information, we
simplified these labels by taking into account the two first characters of each label, corresponding to
the main category and the subcategory. This simplified tagset contains 42 distinct labels, which is still
considerably more than the 12 tags of Petrov et al. (2012) commonly used in comparable settings.

All taggers need to be evaluated on a Catalan gold standard that shares the same tagset as Spanish. For
this purpose, we use the Catalan part of AnCora, which also contains about 500 000 words. We simplified
the tags in the same way as above. The Catalan part of AnCora is also used to train the supervised models
presented in Sections 4.3 and 4.4.

Finally, the lexicon induction algorithms require data on their own, which we present here for com-
pleteness. As in Scherrer and Sagot (2013), we use Wikipedia dumps consisting of 140M words for
Catalan and 430M words for Spanish.1

4.2 Baseline: a Spanish tagger

Since Spanish and Catalan are closely related languages, one could presume that a lot of words are
identical, and that a tagger trained on Spanish data would yield acceptable performance on Catalan test
data without modifications. In order to test this hypothesis, we trained a TnT tagger on Spanish AnCora
and tested it on Catalan AnCora. We obtained a tagging accuracy of 58.42% only, which suggests that
this approach is clearly insufficient. (The results of all experiments are summed up in Table 1.) For
comparison, Feldman et al. (2006) obtain 64.5% accuracy on the same languages with a smaller training
corpus (100k instead of 500k words), but also with a smaller tagset (14 instead of 42).

We view this model as a baseline that we expect to beat with the adaptation methods.

4.3 Upper bound 1: a supervised Catalan tagger

The upper bound of the Catalan tagging experiments is represented by a tagger created under ideal data
conditions: a tagger trained in a supervised way on an annotated Catalan corpus. We train a TnT tagger
on Catalan AnCora and test it on the same corpus, using 10-fold cross-validation to avoid having the
same sentences in the training and the test set. This yields an averaged accuracy value of 97.96%.

For comparison, Feldman et al. (2006) obtain 97.5% accuracy on their dataset. More recently, Petrov
et al. (2012) report an accuracy of 98.5% by training on the CESS-ECE corpus, but do not mention the
tagging algorithm used. In any case, our result obtained with TnT can be considered close to state-of-
the-art performance on Catalan.

4.4 Upper bound 2: a tagger with Spanish transition counts and Catalan emission counts

We introduce a second upper bound that shares the assumption of structural similarity underlying the
adaptation-based models. Concretely, we combine the transition probabilities from the baseline Spanish
tagger (Section 4.2) with the emission probabilities of the supervised Catalan tagger (Section 4.3). The
resulting tagger is evaluated again on Catalan AnCora using 10-fold cross-validation. We get an accuracy
value of 97.66%, or just 0.3% absolute below the supervised tagger of Section 4.3.2 This suggests that
the transition probabilities are indeed very similar between the two languages, and that they can safely
be kept constant in the adaptation-based models presented below.

1This is not exactly a realistic setting for the intended use for low-resource languages. However, Section 5 will illustrate the
performance of the proposed models on smaller data sets. Note also that the lexicon induction methods do not require the two
corpora to be of similar size.

2This difference is significant: χ2(1;N = 1064002) = 109.9747799; p < 0.01.

33



Cognate pair extraction
using BI-SIM score

Cognate pair extraction
using CSMT model

Word pair extraction
using contextual similarity

Tagger 1 (4.6)

Tagger 2 (4.7)

Tagger 3 (4.8) /
S&S unigram tagger

Figure 1: Flowchart of the lexicon induction pipeline and of the resulting taggers.

4.5 Lexicon induction methods for adaptation-based taggers

The adaptation-based taggers presented in Sections 4.6 to 4.8 differ in the bilingual dictionaries used to
adapt the emission counts. These dictionaries have been created using the pipeline of Scherrer and Sagot
(2014), which we summarize in this section (see Figure 1).

The pipeline starts with a cognate pair extraction step that uses the BI-SIM score to identify likely
cognate pairs. The result of this step is used as training data for the second step, in which a CSMT model
is trained to identify likely cognate pairs even more reliably. The result of the second step is in turn used
as seed data for the third step, in which additional word pairs are extracted on the basis of contextual
similarity. Scherrer and Sagot (2014) create a single unigram tagger (abreviated S&S in Figure 1) with
the union of the word pairs obtained in the second and third steps (plus additional clues like word identity
and suffix analysis, which are not required here).

The three steps are evaluated separately: Tagger 1 relies on the lexicon induced in the first step; Tagger
2 relies on the lexicon induced in the second step; Tagger 3 relies on the union of the lexicons induced
in the second and third steps.

4.6 Tagger 1: cognate pairs induced with BI-SIM score

As first step of the lexicon induction pipeline, word lists are extracted from both Wikipedia corpora,
and short words (words with less than 5 characters) as well as rare words (words accounting for the
lowest 10% of the frequency distribution) are removed. Then, the BI-SIM score is computed between
each Catalan word wca and each Spanish word wes. For each wca, we keep the 〈wca,wes〉 pair(s) that
maximize(s) the BI-SIM value, provided it is above the empirically chosen threshold of 0.8. When a wca
is associated with several wes, we keep all of them. This creates a list of cognate pairs, albeit a rather
noisy one since it does not take into account regular correspondences between languages, but merely
counts letter bigram differences.

Tagger 1, the first adaptation-based tagger, is created by replacing the Spanish emission counts with
their Catalan equivalents using the list of cognate pairs. Tagger 1 yields an accuracy of 68.32%, which is
a full 10% higher than the baseline. This improvement is surprisingly high, as the cognate list is not only
noisy, but also incomplete: only 17.91% of the words in the emission file could be translated with it.

4.7 Tagger 2: cognate pairs induced with CSMT

In this model, the Spanish emission counts are replaced using the list of cognate pairs obtained in the
second step of the lexicon induction pipeline.

We train a CSMT system on the list of potential cognate pairs of the first step. We then apply this
system to translate each Catalan word again into Spanish. We assume that the CSMT system learns
useful generalizations about the relationship between Catalan and Spanish words, which the generic BI-
SIM measure was not able to make. Moreover, the CSMT system is able to translate Catalan words even
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Baseline Tagger 1 Tagger 2 Tagger 3 Tagger 4
Upper Upper

bound 2 bound 1

Tagging accuracy 58.42% 68.32% 72.32% 88.72% 89.08% 97.66% 97.96%

Translated words 17.91% 64.03% 65.62%

Table 1: Results of the Catalan tagging experiments. The first line reports tagging accuracies of the
different taggers. The second line shows – where applicable – how many words of the emission files
could be translated.

if their Spanish translations have not been seen, on the basis of the character correspondences observed
in other words.

This new dictionary allowed us to translate 64.03% of the words in the emission file. In consequence,
the resulting tagger shows improved performance compared with Tagger 1: its accuracy lies at 72.32%,
suggesting that the CSMT system yields a dictionary that is at the same time more precise and more
complete than the one obtained with BI-SIM in the previous step.

4.8 Tagger 3: word pairs induced with CSMT and context similarity

In previous work (Scherrer and Sagot, 2014), we have argued that lexicon induction methods based on
formal similarity alone are not sufficient, for the following reasons: (1) even in closely related languages,
not all word pairs are cognates; (2) high-frequency words are often related through irregular phonetic
correspondences; (3) pairs of short words may just be too hard to predict on the basis of formal criteria
alone; (4) formal similarity methods are prone to inducing false friends, i.e., words that are formally
similar but are not translations of each other. For these types of words, we have proposed a different
approach that relies on contextual similarity.

We extract 3-gram and 4-gram contexts from both languages and form context pairs whenever the first
and the last word pairs figure in the dictionary obtained with CSMT, allowing the word pair(s) in the
center to be newly inferred. Several filters are added in order to remove noise.

In order to create Tagger 3, we merge the dictionary induced with CSMT and the dictionary induced
with context similarity, giving preference to the latter. Again, the emission parameters of the baseline
Spanish tagger are adapted using this dictionary. 65.62% of the words in the emission file could be
translated, i.e. only 1.59% more than for Tagger 2. Nevertheless, the accuracy of Tagger 3 (88.72%) lies
about 18% absolute above Tagger 2. This large gain in accuracy is due to the fact that context similarity
mostly adds high-frequency words, which are few but crucial to obtain satisfactory tagging performance.

One goal of these experiments was to show whether the improved handling of ambiguity provided by
HMMs in comparison with the unigram model used by Scherrer and Sagot (2013) is reflected in better
overall tagging performance. This goal has been reached: the unigram model of Scherrer and Sagot
(2013) shows a tagging accuracy of 85.1%, which is 3% absolute below Tagger 3, the most directly
comparable HMM-based tagger.3

4.9 Tagger 4: re-estimate transition probabilities

In this last model, we challenge the initial assumption that the Spanish transition probabilities are “good
enough” for tagging Catalan. Concretely, we use Tagger 3 to tag the entire Catalan Wikipedia corpus
(the one also used for the lexicon induction tasks) and then train Tagger 4 in a supervised way on this
data. The idea behind this additional step is that the transition (and emission) counts estimated on the
large Catalan corpus are more reliable than those obtained by direct tagger adaptation.

Tagger 4 yields an accuracy value of 89.08%, outperforming Tagger 3 by only 0.36%.4 This difference
is consistent with the one observed between Upper Bound 1 and Upper Bound 2, suggesting once more

3The Catalan results reported in Scherrer and Sagot (2014) are based on a different test set, which is why we rather refer to
the directly comparable Scherrer and Sagot (2013) results in this section.

4This difference is significant: χ2(1;N = 1064002) = 35.84835013; p < 0.01.
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that transition counts only marginally influence the tagging performance if the former are estimated on a
language that is structurally similar.

5 Multilingual experiments

In addition to the Spanish–Catalan experiment, we have induced taggers for several closely related lan-
guages from Romance, Germanic and Slavic language families and tested them on the multilingual data
set used by Scherrer and Sagot (2014). Although the results of these additional experiments are less
reliable than the Spanish–Catalan data due to the small test corpus sizes, they allow us to generalize our
findings to other languages and language families. The experiments are set up as follows:

• The Aragonese taggers were adapted from a Spanish tagger trained on AnCora. They are tested
on a Wikipedia excerpt of 100 sentences that was manually annotated with the simplified AnCora
labels of Section 4.1. The Wikipedia corpora used for lexicon induction contained 5.4M words for
Aragonese, and 431M words for Spanish.

• The Dutch and Palatine German taggers were adapted from a Standard German tagger trained
on the TIGER treebank (900 000 tokens; 55 tags; Brants et al. (2002)). The gold standard cor-
pora are Wikipedia excerpts of 100 sentences each, manually annotated with TIGER labels. The
Wikipedia corpora used for lexicon induction contained 0.5M words for Dutch, 0.3M words for
Palatine German, and 612M words for Standard German.

• The Upper Sorbian, Slovak and Polish taggers were adapted from a Czech Tagger trained on the
Prague Dependency Treebank 2.5 (2M tokens; 57 simplified tags).5 The gold standard corpora
are Wikipedia excerpts of 30 sentences each, manually annotated with simplified PDT labels. The
Wikipedia corpora used for lexicon induction contained 0.9M words for Upper Sorbian, 30M words
for Slovak, 206M words for Polish, and 85M words for Czech.

The tagging accuracies are reported in the left part of Table 2. The accuracy values vary widely across
languages, with baseline performances ranging from 24% to 81%. This variation essentially reflects the
linguistic distance between the RL and the NRL: German and Dutch seem to be particularly distant,
while Czech and Slovak are particularly closely related. In contrast, the overall tendency of the tagging
models is the same for all languages: there are consistent gradual improvements from the baseline tagger
to Tagger 3. These findings are in line with the Catalan experiments. The differences between Tagger 3
and Tagger 4 are not significant for any language, whereas the Catalan experiment showed a slight but
significant improvement. Finally, Taggers 3 and 4 slightly outperform the unigram tagger of Scherrer
and Sagot (2014) (S&S in Table 2) on most languages, although the difference is less marked than for
Catalan.

The right half of Table 2 shows what percentage of the emission files could be translated at each step,
analogously to the figures reported for Catalan in Table 1. The variation observed here mainly depends
on the language proximity and on the size of the corpora used for lexicon induction.

Globally, the Germanic languages obtain the lowest accuracy scores. This is due to a combination
of factors. First, as stated above, the baseline performance is already lower than in the other language
families, which essentially results from a lower number of identical NRL–RL word pairs than in other
language families. Second, the lexicon induction corpora are much smaller than for the other language
families.6 Third, Germanic languages tend to have longer words due to compounding, so that the BI-
SIM threshold is more difficult to satisfy. The combination of the second and third factors lead to poor
performance of the first lexicon induction step: less than 4% of the German words could be translated

5Similarly to AnCora, the morphosyntactic labels of the PDT consist of 15 positions that encode the main morphosyntactic
category, the subcategory as well as various morphological categories. We simplify the tagset analogously to AnCora, keeping
only the main category and the subcategory, which leads to 57 distinct labels.

The PDT is available at http://ufal.mff.cuni.cz/pdt2.5/.
6As in our earlier work, we used all of the Palatine German Wikipedia, whereas we reduced the Dutch Wikipedia corpus on

purpose to better simulate the low-resource scenario.
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Language Tagging accuracy Translated words
Baseline T1 T2 T3 T4 S&S T1 T2 T3

Aragonese 72% 74% 74% 87% 87% 85% 16.11% 42.65% 43.23%

Dutch 24% 30% 39% 60% 62% 59% 3.69% 6.73% 6.79%
Palatine German 50% 54% 57% 70% 70% 65% 3.86% 5.52% 5.58%

Upper Sorbian 70% 72% 77% 84% 84% 84% 5.70% 11.60% 11.69%
Slovak 81% 85% 88% 93% 93% 92% 29.39% 52.40% 54.41%
Polish 66% 69% 72% 78% 79% 78% 8.50% 42.27% 42.73%

Table 2: Results of the multilingual tagging experiments. The left half of the table reports tagging
accuracies and compares them with the results reported by Scherrer and Sagot (2014) (S&S column).
The right half of the table shows how many words of the emission files could be translated.

when building Tagger 1. This obviously reduces the potential for accuracy gains in Tagger 1, but it also
hampers the training of the CSMT system at the origin of Tagger 2. However, one should note that good
tagging results can be achieved even with relatively low translation coverage, as shown by the Upper
Sorbian experiment.

6 Conclusion

One goal of the experiments presented here was to validate the pipeline proposed earlier in Scherrer
and Sagot (2014). By showing that there are gradual improvements from the baseline tagger to Tagger
3 on a large number of languages, we demonstrate that the overall approach of inducing word pairs in
subsequent steps is sound, and that the order of these steps is reasonably chosen. Furthermore, we find
that re-estimating the tagger parameters on a large monolingual corpus (Tagger 4) does not improve its
performance substantially, as we have predicted in Section 4.4 on the basis of supervised Catalan taggers.

A second goal of these experiments was to show that the HMM taggers offer improved handling of
ambiguity compared with the unigram tagger of Scherrer and Sagot (2014). We have indeed noted an
accuracy gain of 3% on the Catalan data, and the multilingual data set shows similar (yet less marked)
tendencies.

However, the Catalan experiments show that there still is a gap of about 10% absolute accuracy be-
tween the adaptation taggers and fully supervised taggers. We see two main reasons for this gap. First,
the completely unsupervised lexicon induction algorithms obviously produce a number of erroneous
word pairs, which may then result in erroneous tagging. Second, the lexicon induction algorithms cur-
rently do not allow a given NRL word to relate to two different RL words. As a result, the taggers are
not able to model tagging ambiguities arising from translation ambiguities. Better ambiguity handling,
for instance on the basis of token-level constraints as suggested by Täckström et al. (2013), could thus
further improve tagging accuracy.

Finally, discriminative models using Maximum Entropy or Perceptron training have largely superseded
HMMs for part-of-speech tagging in the last few years.7 Such models take into account a larger set of
features such as word suffixes, word structure (presence of punctuation signs, numerals, etc.) and external
lexicon information. Further research will be needed to investigate how our adaptation methods can be
applied to feature-based tagging models.
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Abstract

We built a pipeline to normalize Quechua texts through morphological analysis and disambigua-
tion. Word forms are analyzed by a set of cascaded finite state transducers which split the words
and rewrite the morphemes to a normalized form. However, some of these morphemes, or rather
morpheme combinations, are ambiguous, which may affect the normalization. For this reason,
we disambiguate the morpheme sequences with conditional random fields. Once we know the
individual morphemes of a word, we can generate the normalized word form from the disam-
biguated morphemes.1

1 Introduction

As part of our research project we have developed several tools and resources for Cuzco Quechua. This
includes a hybrid machine translation system Spanish-Quechua. The core system is a classical rule-based
transfer engine, that we aim to improve with the addition of statistical modules.

An issue that is generally difficult to deal with in a rule-based approach is the lexical choice of trans-
lation options: writing context rules for every possible translation of a given input word is not feasible.
Another solution is to include a language model, trained on Quechua texts, that can handle the lexical
disambiguation. The total number of available Quechua texts is relatively small, and to complicate mat-
ters even further, these texts are written in a wide range of different orthographies. Therefore, the first
step in order to obtain a language model is the normalization of the different spellings into a standard-
ized orthography. Not every morphological ambiguity needs to be disambiguated for the normalization
alone, but we need fully disambiguated texts for other applications (e.g. parsing). Therefore, we chose
to disambiguate not only the cases that are relevant for the normalization, but all types of morphological
ambiguities.

2 Related Work

In general, almost every automatic processing of agglutinative languages relies on a correct morphologi-
cal analysis. Extensive research on morphological disambiguation has been done on Turkish: Görgün et
al. (2011) used the WEKA toolkit to train and test several classifiers. With over 50,000 disambiguated
sentences for training, they achieved 95.6% accuracy with the J48 Tree algorithm.

Hakkani-Tür et al. (2002) trained an N-gram language model on Turkish roots and another model on
so called inflectional groups (groups of morphemes), and used a combination of these two models to
disambiguate the output of their finite state analyzer. With a training set of almost 700,000 tokens, they
achieved 93.95% accuracy.

Sak et al. (2007) use the combined language models from Hakkani-Tür et al. (2002) to produce an n-
best list of morphological parses for a given Turkish sentence. In a second step, they rank the candidates
with the voted Perceptron algorithm, trained on 42,000 disambiguated tokens. With this additional step,
they achieved an accuracy of 96.8%.

This work is licenced under a Creative Commons Attribution 4.0 International License. Page numbers and proceedings footer
are added by the organizers. License details: http://creativecommons.org/licenses/by/4.0/

1The tool can be tested online at http://kitt.ifi.uzh.ch/kitt/quechua/normalizer.html.
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While the morphological situation with Quechua is comparable to Turkish, the size of the available
training data is not: we have less than 3000 manually disambiguated sentences (∼38,000 tokens) that we
can use for training. An approach such as the one described by Görgün et al. (2011), where the classifier
learns to assign a class for each possible combination of morphemes (without the root), is therefore not
feasible: the number of classes that can be learned from such a small training set will not suffice to
classify unseen data. Similarly, a language model, even if trained on units smaller than words, as done
by Hakkani-Tür et al. (2002), will not overcome the data sparseness in the training set.

For this reason, the approach presented in this paper attempts to break down the disambiguation pro-
cess into several smaller steps: we move from the root to the last suffix, disambiguating only one mor-
pheme class at a time. With this approach, we achieve an accuracy that is comparable to the results for
Turkish.

3 Quechua

Quechua is a language family spoken in the Andes by 8-10 million people in Peru, Bolivia, Ecuador,
Southern Colombia and the North-West of Argentina. Although Quechua is often referred to as a lan-
guage and its local varieties as dialects, Quechua is a language family, comparable in depth to the Ro-
mance or Slavic languages (Adelaar and Muysken, 2004, 168). Mutual intelligibility, especially between
speakers of distant ’dialects’, is not always given.

In this project, we work with Cuzco Quechua (Southern Quechua), and in the following sections, the
name Quechua is meant to refer explicitely to this variety. The number of available texts in this partic-
ular dialect is limited, therefore we have to include texts from other (similar) varieties of the Southern
Quechua dialect group, such as Ayacucho and Bolivian Quechua.

3.1 Dialectal and Orthographic Variation within the Southern Quechua dialect group (QIIC)

Apart from lexical differences, there is one major dialectal divergence between the Cuzco/Bolivian di-
alects on one side, and the Ayacucho/Argentina varieties on the other side: Cuzco/Bolivian Quechua has,
like Aymara, a three way distinction of stops (plain, glottalized and aspirated), whereas Ayacucho and
Argentina Quechua have only plain stops. Furthermore, some suffixes appear in different forms, e.g. the
progressive in Ayacucho is marked by -chka, in Cuzco by -sha, and in Bolivia by -sa or -sya. Other
suffixes are restricted to a particular variety: some dialects that are in close contact with Aymara, such as
the Quechua spoken in Puno, have borrowed a number of Aymara suffixes, e.g. -thapi, -t’a, -naqa, that
are unknown in other dialects (Adelaar, 1987).

Additionally, there are some morphotactic differences concerning the combination of suffixes: for
instance, a number of Quechua suffixes change their vowel in combination with certain suffixes, but the
exact contexts that induce this vowel change differ to some extent across dialects. Furthermore, the order
of suffixes in combinations can vary.

Apart from the dialectal differences, there is also a wide range of orthographic variation within the
Southern Quechua dialect group. Several standards have been proposed, most notably the standardized
orthography as defined by Cerrón-Palomino (1994). This standard has been adopted by the Bolivian
government (Villarroel, 2000), with one small adaption: in Bolivia, the glottal fricative [h] is written as /j/
instead of /h/. In Peru, the situation is slightly more complicated: Although the Ministry of Education has
defined an official standard orthography2,there is still some disagreement regarding the correct spelling
of Quechua words. Also, many Quechua texts are written in a more or less Spanish orthography, where
for instance /wa/ is written as /hua/, and /ki/ is written as /qui/. Table 1 illustrates the orthography of the
Academia Mayor de la Lengua Quechua in Cuzco (first row), a typical ’Spanish’ spelling (second row)
and an old, non-standardized Bolivian spelling (last row), as opposed to the unified standard orthography
as defined by Cerrón-Palomino (1994). This is the orthography that we use for normalization.

2As declared in the Resolución Ministerial No 1218-85-ED de 1985
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AMLQ mana qelqaq yachaq ñausa qelqa runasimipi kasqanku rayku...
norm. mana qillqaq yachaq ñawsa qillqa runasimipi kasqankurayku...
span. Cay teccsimuyuta, hanacc-pachatapas, Ccanmi tacyachinqui, Ccanmi ticrachinqui..
norm. Kay tiqsimuyuta, hanaq pachatapas, Qammi takyachinki, Qammi t’ikrachinki..
boliv. Chaywampis paykuna onqosqa kashajtinku, noqaqa llakiy qhashqa p’achasta churakorqani.
norm. Chaywanpas paykuna unqusqa kachkaptinku, ñuqaqa llakiy qhachqa p’achakunata churakurqani.
Abbreviations: AMLQ = Academia Mayor de la Lengua Quechua en Cusco, norm = normalized, span = Spanish orthography, boliv = (old) Bolivian orthography

Table 1: Different Orthographies with Corresponding Standardized Version

variations standard

progressive -chka, -sha, -sa, -sya -chka
genitive (after vowel) -p/-q/-h/-j -p
evidential (after vowel) -m/-n -m
additive -pis/-pas -pas
euphonic -ni/ñi -ni
1.&2. plural forms -chis/-chik/-chiq -chik
assistive -ysi/-schi/-scha -ysi
potential forms -swan/-chwan -chwan

Table 2: Suffix Variation and Normalization

4 Morphological Analysis

Quechua is an agglutinative, suffixing language. There are over 130 Quechua suffixes, the exact number,
as well as the form of the suffixes exhibit substantial variation across dialects. There are five func-
tional classes of Quechua suffixes: nominalizing (noun→verb) and verbalizing (verb→noun), nominal
(noun→noun) and verbal (verb→verb) suffixes and so-called independent or ambiguous suffixes, that can
be attached to both verbal or nominal forms, without altering the part of speech. The position of these
suffixes is at the end of the suffix sequence, their relative order is more or less fixed, though dialects show
minor variations. The functions of the independent suffixes include data source, polar question marking
and topic or contrast, amongst others (Adelaar and Muysken, 2004, 208).

Quechua roots are, apart from a small number of particles, either verbal or nominal. Adjectives do
not constitute a word class on their own on a morphological level, as they behave exactly the same as
nominal roots. There may be some syntactic restrictions on true adjectives (Adelaar and Muysken, 2004,
208), but these can be ignored for a morphological analysis. Many roots are indeed ambiguous and can
be used either as noun or verb without any derivational suffixes:3

(1) taki
song/sing

-y
-1S.ps

’My song’

(2) taki
song/sing

-ni.
-1S

’I sing’

Furthermore, nominalizing (NS) and verbalizing (VS) suffixes are very productive and can occur more
than once in a word.

We obtain the morphological analysis from a finite state analyzer that splits the word forms into mor-
phemes, and also normalizes the surface form of the morphemes. Roots are mapped to their standardized
form according to Cerrón-Palomino (1994), e.g. the word for brain, ñutq’u in the standard, may appear
as nushqun, ñusqhun, ñusq’un, ñusqun or ñutqun, depending on the dialect. The normalizer rewrites all
these variants to ñutq’u. The normalizer also rewrites the form of certain suffixes, see Table 2.

Some of these suffixes are ambiguous in their non-standardized forms, e.g. the direct evidential suffix,
written as -n, could also be a third person singular marker (verbal or nominal). In order to generate the

3Abbreviations used in glosses: Acc: accusative, Add: additive, Dim: diminutive, DirE: direct evidential, Fact: factitive,
Fut: future tense, IndE: indirect evidential, Inf: infinitive, Imp: imperative, Loc: locative, NS: nominalizing, P: plural, Perf:
perfect, ps: possessive, Rflx: reflexive, S: singular, Top: topic, VS: verbalizing
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Joven Gregorio Cancionero

normalizer 97.86% 73.00% 42.56%
Spanish strict 0.64% 21.87% 15.86%
normalizer relax - - 34.88%
Spanish relax - 0.30% 1.48%
guesser 1.02% 2.36% 3.65%

total coverage 99.52% 97.64% 98.43%

unknown words 0.48% 2.46% 1.58%

Table 3: Morphological Analysis Coverage

normalized form of a word with a suffix -n, we need to know whether this particular -n is a person marker
or an evidential suffix. Only in the latter case, -n needs to be rewritten as -m during normalization.

We have two normalizers in our pipeline: the first one handles text in ’regular’ orthographies that show
some minor dialectal variations. The second normalizer allows for more ’extreme’ orthographies: For
instance, both [k] and [q] (velar and postvelar stops) are pronounced as fricatives in certain positions
([x] and [X]). In many texts both are written as /j/ (or sometimes /h/) if pronounced as fricatives. This
introduces new ambiguities, for instance, a root written as sajsa could be saqsa - ’certain variety of corn’
or saksa - ’satisfied,full’. In order to avoid additional ambiguities resulting from an analysis with relaxed
orthographic rules, the transducer with the additional orthographic rules handles only word forms that
were not recognized by the standard normalizer.

As most Quechua texts contain Spanish words, we included two additional finite state transducers that
recognize Quechua words with Spanish roots.4. The first one recognizes only word forms with correctly
written Spanish roots, whereas the second transducer includes several rules that allow for an alternative
spelling of the Spanish words (e.g. /c/ might be written as /k/ in a Quechua text). Furthermore, we
implemented a guesser that attempts to split word forms into morphemes if the root is unknown. In order
to prevent highly unlikely analyses, we restrict the guessing to roots of at least two syllables and with at
least one Quechua suffix attached.

The five transducers are joined in a cascade: If the normalizer fails to analyze a word, the Spanish
transducer is invoked. If this fails as well, the word is passed on to the second normalizer with relaxed
orthography. If the word form has still no analysis, the second Spanish transducer with relaxed orthog-
raphy attempts to find an analysis. Finally, if all transducers failed, the word is handed to the guesser.
One of the texts used for evaluation, a story called El joven que se subió al cielo (Lira, 1990) contains
relatively few words with Spanish roots, but in the other text, the biography of Quechua native speaker
Gregorio Condori Mamani, almost every sentence contains at least one word with a Spanish root. In this
case, the Spanish transducer makes a considerable difference: coverage increases by ∼22%, see Table
3. Furthermore, we tested the morphological analyzers on a third text, Cancionero, with an even more
inconsistent spelling of Quechua words. The Cancionero contains religious (catholic) songs written in a
’Spanish’ orthography, see the ’Spanish’ example in Table 1. The restrictive Quechua and Spanish ana-
lyzers recognize only half of the word forms in this text, but the transducers with broader orthographic
rules (’relax’) increase the number of analyzed tokens to 96%, see Table 3.

5 Disambiguation

Given the fact that a Quechua word form can contain more than one morphological ambiguity, the dis-
ambiguation has to be done in several steps. The simplest approach is to disambiguate each word form
from ’left to right’:

• disambiguate the root (nominal vs. verbal)

• disambiguate nominalizing and verbalizing suffixes

• disambiguate verbal suffixes5

4The lexicon contains all the Spanish lemmas, except function words, from FreeLing (Padró and Stanilovsky, 2012)
5There are no ambiguous sequences within the nominal suffixes, therefore the third step involves only verbal suffixes.
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suwa suwa[NRoot][=ladrón]

papanchikta papa[NRoot][=patata][--]nchik[NPers][+1.Pl.Incl.Poss][--]ta[Cas][+Acc]

tukunqa tuku[NRoot][=lechuza][--]n[NPers][+3.Sg.Poss][--]qa[Amb][+Top]
tukunqa tuku[VRoot][=acabar]][--]n[VPers][+3.Sg.Subj][--]qa[Amb][+Top]
tukunqa tuku[VRoot][=acabar][--]nqa[VPers][+3.Sg.Subj.Fut]

Figure 1: Ambiguous Morphological Analysis for Example 3

possible lemmas case possible root tags possible morph tags

suwa lc NRoot -
papa lc NRoot +1.Pl.Incl.Poss, +Acc
tuku lc NRoot, VRoot +3.Sg.Poss, +Top, +3.Sg.Subj, +3.Sg.Subj.Fut

Table 4: Features for Disambiguation with Wapiti, Example 3

• disambiguate independent suffixes

We use Wapiti (Lavergne et al., 2010), a toolkit for sequence labelling that includes an implementation
of conditional random fields, in order to train 4 crf models (one model for each step). We decided to use
conditional random fields, as the task of morphology disambiguation is in many ways similar to PoS
tagging. There is an inter-dependency between the labels: The decision which label a given instance
should receive depends to certain extent on the labels of the previous n instances.

The training material consists of two Quechua texts that were analyzed with the xfst tools (see section
4) and then manually disambiguated: the biography of Quechua native speaker Gregorio Condori Ma-
mani (Valderrama Fernandez and Escalante Gutierrez, 1977), that contains about 2500 sentences, and
some stories from a collection (Lira, 1990), that amount to about 300 sentences.

5.1 Model 1: Disambiguation of Ambiguous Roots
Some Quechua roots can be used nominally or verbally without derivation, see Example 1 and 2. The
disambiguation of roots can be regarded as PoS tagging with a very small tagset. Consider the following
example (taken from a story in (Lira, 1990)):

(3) ..suwa
thief

papa
potato

-nchik
-1P.ps

-ta
-Acc

tuku
end

-nqa..
-3S.Fut

’[..] the thief will take all our potatoes [..] (lit. ’the thief will end our potatoes’)

The root tuku- ’to end’ is ambiguous: tuku- can also be a nominal root with the meaning ’owl’.
Furthermore, the sequence -nqa is ambiguous, apart from the 3rd singular future form, it could be a
combination of -n, ’3rd singular subject’ or ’3rd singular possessive’, and -qa, ’topic’, see Fig. 1 with
the output of the xfst analyzer for this example. In a first step, the type of the root has to be determined,
the ambiguity of -nqa is only relevant if the root is verbal and will be postponed for later. In order to
disambiguate the root with Wapiti, every token needs to be converted into a set of features (an instance)
extracted from the xfst output, see Table 4. The words suwa and papanchikta are not ambiguous and
therefore have only one possible root tag, whereas tukunqa has two possible root tags: VRoot and NRoot.
Model 1 will assign one of them as class label, considering the features and the context of the given token.
Wapiti allows pre-labeled input data, therefore, we can already set the label of the unambiguous words
suwa and papanchikta. Note that the instances do not contain the full word form; due to the small size
of our training corpus, using full word forms leads to increased data sparseness and impairs the results.

5.2 Model 2: Disambiguation of Nominalizing and Verbalizing Suffixes
Even after the disambiguation of the root type, the final word form can still be either nominal or verbal,
as certain nominalizing and verbalizing suffixes are homophonous with verbal or nominal morphemes.
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Consider the following examples:

(4) wasi
house

-cha
-Fact(VS)

-y
-Inf(NS)/2.Imp

’to build a house’ or ’build a house!’

(5) rikhu
see

-sqa
-Perf(NS)

-yki
-2S.ps

’the one you saw, your seeing’

wasi
house

-cha
-Dim

-y
-1S.ps

’my small house, cottage’

rikhu
see

-sqayki
-1S>2S.Fut

’I will see you’

The suffix -cha attached to a nominal root can be either a diminutive or a factitive suffix (’make’):
With the diminutive, the resulting word form is still a noun, whereas the factitive suffix produces a verb.
In total, model 2 handles eight different cases of ambiguous verbalizing/nominalizing vs. verbal/nominal
suffixes. The features in models 2-4 are essentially the same as those in model 1 (see Table 4), but of
course the root type is no longer ambiguous, consequently there is only one root tag. With models 2-4,
we classify only words that exhibit a verbalizing/nominalizing vs. nominal/verbal ambiguity, whereas
words that are unambiguous for the particular model receive a dummy label (’none’).

5.3 Model 3: Disambiguation of Verbal Morphology

In the next step, we disambiguate six possible ambiguities in verb forms. One of the ambiguities in
question is the sequence -nqa from example 3: After applying model 1, we know that the root tuku in
tukunqa is verbal, but -nqa can still be either the 3rd singular future form or a combination of 3rd singular
present and topic marker, see example 6. Other ambiguities of this type involve -sun, which can be either
the imperative or future form of the first plural inclusive, as well as the sequence -sqaykiku, which can
be either the indirect past or future form of the first plural exclusive acting on a 2nd singular person.

(6) tuku
end

-nqa
-3S.Fut

’he will end’

tuku
end

-n
-3S

-qa
-Top

’he ends’

(7) llamk’a
work

-sun
-1Pl.incl.Fut

’we will work’

llamk’a
work

-sun
-1Pl.incl.Imp

’let’s work’

(8) qhawa
look

-sqaykiku
-1Pl.excl.>2S

’we (excl.) watch you’

qhawa
look

-sqa
-IPst

-ykiku
-1Pl.excl

’we (excl.) watched [they
say]’

5.4 Model 4: Disambiguation of Independent Suffixes

Model 4 disambiguates ambiguities that concern independent suffixes. None of these potential ambigu-
ities occur in all dialects and orthographies, but all of them concern the normalization and are therefore
important. There are 3 types of ambiguities that relate to independent suffixes:

The most common case involves the suffix -n, when the word form is nominal and -n follows a vowel:
in this case, -n can be the 3rd singular possessive, or it can be the allomorph of the evidential suffix
-mi. The latter is written as -m in the standard orthography, as well as in texts written in Ayacucho
Quechua, but occurs as -n in many texts written in Cuzco and Bolivian Quechua, see Example 9. A
further ambiguity that occurs only in Cuzco and Bolivian Quechua concerns the sequence -pis: -pis can
be the additive suffix (in Ayacucho Quechua always -pas) or a combination of the locative suffix -pi and
the evidential suffix -s, see Example 10. The third ambiguity of this type concerns Spanish words that
end in -s: In this case, -s can be an evidential suffix, but it can also be the Spanish plural6, see Example
11.

6In certain Bolivian dialects -s is also used on native roots as plural suffix, see the Bolivian word p’achasta (normalized
p’achakunata) in Table 1.
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gregorio joven

model 1 root tag Wapiti 95.35 85.71
baseline 65.12 72.62

model 2 NS/VS Wapiti 97.44 87.88
baseline 80.49 17.47

model 3 verbal s. Wapiti 85.71 66.67
baseline 88.89 75.00

model 4 independent s. Wapiti 85.37 86.11
baseline 64.10 50.00

Table 5: Evaluation: Precision of the Morphological Disambiguation Steps

(9) wasi
house

-n
-DirE

’house’

wasi
house

-n
-3S.ps

’his house’

(10) chay
this

-pis
-Add

’also this’

chay
this

-pi
-Loc

-s
-IndE

’there [they say]’

(11) derechu
right

-s
-IndE

’right [they say]’

derechus
rights
’rights’

6 Evaluation

We used the same test sets as for the evaluation of the morphological analysis in section 4: The last 72
sentences from the autobiography of Gregorio Condori Mamani (Valderrama Fernandez and Escalante
Gutierrez, 1977), and the Andean story El joven que se subió al cielo from (Lira, 1990) with about 250
sentences. Both test texts were excluded from the training set.

Table 5 illustrates the percentage of correctly disambiguated words with the particular ambiguity for
each step. Note that there were only a handful test cases for model 3 (verbal suffixes) in both texts, there-
fore, the results for this step might not be accurate. Furthermore, the number of instances extracted from
the training material for model 3 is smaller than for the other models, as these types of ambiguities are
relatively rare. For the normalization, errors in model 3 do not affect the outcome, as these ambiguities
have no effect on the surface forms in the standard orthography. Considering for instance example 6,
-nqa will be -nqa in the standard, irrespective of whether the analysis is -n -qa or -nqa.

Table 6 contains the evaluation of the whole texts. Although the percentage of tokens with a wrong
morphological analysis is almost the same in both texts, the total number of correctly analyzed words
is lower in the biography. This is due to the fact that this text contains many words with Spanish roots,
sometimes with ’quechuized’ spelling. Many of these words were not recognized by the xfst analyzer
and were therefore not normalized.

The baseline for both Table 5 and 6 was calculated based on the frequencies of the forms in the training
material: The baseline shows the results that we obtain if we disambiguate the test texts choosing always
the most frequent class in every decision. The biggest difference as opposed to the Wapiti models is
that with this approach, we do not consider any context information. As you can see in Table 5, Wapiti
outperforms the baseline in every step except for model 3, where the training instances are too sparse.
There is a considerable difference in the baseline for the two test texts (see Table 6): on the biography,
the baseline is much higher. This is due to the fact that the largest part of the training material is part of
the same book, therefore the probability distribution of the individual classes in this test text correlates
better with the frequencies calculated from the training material. While the conditional random fields
improve the disambiguation on the test set similar to training material only slightly compared to the
baseline (+2%), the effect they have on the results for a test set from a different text is considerable:
>10%. Table 6 also contains the results obtained with the RFTagger (Schmid and Laws, 2008) and
Morfette (Grzegorz et al., 2008) for comparison. The main difference between our approach and the
morphological taggers is that the latter analyze and label the complete word form at once, whereas with
our approach, we disambiguate and normalize each word in several steps, proceeding from left to right.
The tagset used by the morphological taggers is thus much more fine-grained, as each tag contains the
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El joven que subió al cielo Gregorio Condori Mamani

total sentences: 258 72
total token 1865 1015
punctuation marks: 567 171
xfst failures: 9 0.48% 25 2.46%

total word forms 1298 844
correct analysis: 1252 96.46% 789 93.48%
wrong analysis: 33 2.54% 17 2.01%
guessed, no analysis in gold: 4 0.31% 6 0.71%

ambiguous words: 282 21.73% 127 15.05%
still ambiguous: 0 7 5.51%
correct of ambig.: 249 88.30% 103 81.10%
wrong of ambig.: 33 11.70% 17 13.39%

morphological tagging (tag whole word form):
RFTagger (bigrams): 65.49% 72.21%
Morfette: 65.1% 78.32%

baseline (most frequent morphemes): 85.98% 91%

Table 6: Evaluation: Disambiguated Texts

morphology of the whole word. The results show clearly that our training corpus is too small to achieve
satisfactory results with morphological tagging. As mentioned before, not all ambiguities are relevant
for the normalization. In fact, many morphological ambiguities are not relevant for the conversion to the
standard orthography, therefore, the number of correctly normalized forms is higher than the proportion
of correctly disambiguated words from Table 6. In the text El joven que subió al cielo, the percentage of
correctly normalized words amounts to 99.61%, whereas for the biography of Gregorio Condori Mamani,
we achieve only 98.93%.

7 Conclusions

As standardized spelling is an indispensable prerequisite for any statistical processing, we built a pipeline
to normalize Quechua texts through morphological analysis and disambiguation. The morphological
analysis includes 5 cascaded transducers, two with Quechua root lexica and two with Spanish root lex-
ica, as Spanish loan words occur very frequently in Quechua texts. In every pair of transducers, the first
one follows a relatively strict orthography, whereas the second one has a set of phonological rules that
allow for more variation in the spelling of word forms. Furthermore, the cascade includes a guesser that
attempts to split word forms into morphemes if all the other transducers failed to do so. The transduc-
ers rewrite the individual morphemes according to the Unified Southern Quechua orthography (Cerrón-
Palomino, 1994), but many words involve morphological ambiguities that might affect the normalized
form. In order to choose the correct analysis, we conduct a morphological disambiguation with condi-
tional random fields. We disambiguate the Quechua words in 4 steps, with four models trained to classify
the different types of ambiguities. Finally, we generate the normalized word forms from the now disam-
biguated sequence of morphemes. Our initial results are comparable to morphological disambiguation on
Turkish texts, despite the fact that we have a much smaller training corpus (∼ 2800 sentences, compared
to over 50,000 (Görgün and Yildiz, 2011) and 45,000 sentences (Sak et al., 2007)). A possible explana-
tion is that Turkish morphology is more complex: Turkish has more productive suffixes than Quechua,
and there are relatively complex morpho-phonological rules that determine word formation, such as two
dimensional vowel harmony and context-sensitive realizations of consonants (Oflazer, 1994). Quechua
on the other hand, is a very regular agglutinative language.

Certain parts of the disambiguation pipeline suffer from data sparseness, in fact, at least one possible
ambiguous sequence never occurred in our training corpus and can therefore not be disambiguated, see
section 5.4. As the annotation of our treebanks proceeds, we will have more manually disambiguated
text, since the syntax trees are built on morphemes, not on whole words. With more training material,
the accuracy of the disambiguation and normalization process should increase.
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Lluı́s Padró and Evgeny Stanilovsky. 2012. FreeLing 3.0: Towards Wider Multilinguality. In Proceedings of the
Language Resources and Evaluation Conference (LREC 2012), Istanbul, Turkey, May. ELRA.
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Abstract

This paper reports on the francophone corpus archive Corpus des variétés nationales du français
(CoVaNa-FR) and the lexico-statistical platform Varitext. It outlines the design and data format
of the samples as well as presenting various usage scenarios related to the applications featured
by the platform’s toolbox.

1 Introduction

This contribution presents the francophone corpus archive Corpus des variétés nationales du français
(CoVaNa-FR) and its hosting platform Varitext.

The paper is structured as follows. Section 2 will outline the rationale behind the corpus archive, its
composition and its data format. In section 3, we will then introduce the toolbox implemented by the
Varitext platform, by illustrating some of its functionalities and giving brief sketches of corresponding
usage scenarios. Section 4 provides a brief summary and discusses possible directions for the future
development of the resources presented in this paper.

2 The CoVaNa-FR corpus archive

2.1 Rationale and composition of the CoVaNa-FR
The creation of the Corpus des variétés nationales du français (CoVaNa-FR) is motivated by the aim of
offering a large-scale resource to researchers working on the French language from a pluricentric per-
spective. It is thus primarily designed to provide methodological support for investigations in the French
tradition of ‘lexicologie différentielle’ (‘variationist differential lexicography’) focusing on elements of
endonormative differentiation, i.e. the emergence of regionally specific norms compared to a supposed
metropolitan standard variety of French (for studies on various francophone regions, see Rézeau 2007,
Thibault 2008; for studies especially focusing on Subsaharan Africa and the Maghreb, cf. Queffélec
1997, Lafage 2002, Naffati and Queffélec 2004, Nzesse 2009, to mention just a few examples of a si-
zable body of literature). Alongside the lexico-statistical toolbox implemented by the Varitext platform
(cf. Section 3 below), the design of the CoVaNa-FR goes beyond the rather conventional lexicographic
rationale of the lexicological framework just mentioned and can be seen as a contribution to meeting
the desideratum, voiced by Stein (2003:14f), of carrying out large-scale investigations on Francophone
varieties using contemporary corpus linguistic methods. In this regard, the CoVaNa-FR differs from exis-
ting French corpora such as Frantext (cf. ATILF-CNRS), Québétext (cf. Trésor de la langue française au
Québec) and Suistext (cf. Trésor des Vocabulaires francophones Neuchâtel) in offering broad regional
coverage (bundling samples from Africa, Europe and North America), a wider range of query functiona-
lities and free access (large parts of Frantext not being accessible free of charge and Suistext only being
available locally at its hosting institution, cf. Thibault 2007:480). Apart from corpus linguistic uses, the
CoVaNa-FR could also be a valuable resource for research on the automatic classification of language
varieties, which has recently aroused considerable interest in the field of NLP (for relevant contributi-
ons see, amongst others, Ranaivo-Malancon 2006, Ljubešić et al. 2007, Tiedemann and Ljubešić 2012,

This work is licenced under a Creative Commons Attribution 4.0 International License. Page numbers and proceedings footer
are added by the organizers. License details: http://creativecommons.org/licenses/by/4.0/
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Trieschnigg et al. 2012, Zampieri and Gebre 2012, Tan et al. 2014). It should be noted, though, that in
accordance with copyright restrictions, the CoVaNa-FR is not directly available for download and can
only be consulted via the GUI of the password-protected Varitext platform.

Due to its focus on endonormative differentiation, the CoVaNa-FR is less balanced with respect to
genre than similar corpora for other languages such as the International Corpus of English (ICE, cf.
Greenbaum 1996), the Corpus of Contemporary American English (COCA, cf. Davies 2009), the Cor-
pus de Referencia del Español Actual (CREA, cf. Real Academia Española), the Corpus del Español
(cf. Davies 2002) or the Corpus do Português (cf. Davies 2014).1 The initial version of the CoVaNa-FR,
accessible on the Varitext platform, is made up of journalistic texts published by national newspapers in
different Francophone countries in Africa, Europe and North America. The choice of national newspa-
pers as primary sources is based on the assumption made by Glessgen (2007:97) that these are parti-
cularly representative of contemporary standard varieties (“les grands journaux [...] reflètent assez bien
les variétés standard actuelles”). Work is also underway on the extension of the CoVaNa-FR, such that
future versions will include a subcorpus of fiction and academic texts. In its present state, the CoVaNa-
FR is divided into 11 samples collected across a span of at least two years and categorized by regional
parameters as listed in Table 1.

Sample code Country Sources Number of
word tokens2

DZA Algeria El Watan, La Tribune d’Alger 45,600,000
CAM Cameroon Cameroon Tribune, La Nouvelle Expression,

Mutations
46,500,000

CAN Canada (Québec) Le Devoir, Le Soleil 53,500,000
COD Congo (D.R.C.) Le Potentiel 27,300,000
FRA France Le Figaro, Le Monde 53,300,000
CIV Ivory Coast Fraternité Matin, Notre Voie 18,800,000
MLI Mali Aurore, L’Essor, L’Indépendant 25,100,000
MAR Morocco Aujourd’hui le Maroc, Le Matin du Sahara 43,600,000
SEN Senegal Le Soleil, Wal Fadjri 27,100,000
CHE Switzerland Le Temps, La Tribune de Genève 28,000,000
TUN Tunisia La Presse, Le Quotidien, Le Temps 50,900,000
Total 419,700,000

Tab. 1: Composition of the CoVaNa-FR (on-line version accessible via the Varitext platform).

The compilation of the overall corpus archive outlined in Table 1 has been carried out according to
the requirement that each country be represented by a sample comprising at least two newspapers with
articles from the same (or similar) two years. It should be noted, though, that some samples do not
fully meet these guidelines, as is the case with the corpora representing Algeria and Canada (containing
two newspapers from single and different years) or the sample representing the Democratic Republic of
Congo (containing three years of only one newspaper).

2.2 Processing format of the CoVaNa-FR

All documents in the CoVaNa-FR corpus are formatted in eXtensible Markup Language (XML) with the
structural units (i) subcorpus, (ii) text, (iii) paragraph, and (iv) sentence. The texts are annotated with
(i) part-of-speech (PoS) tags, (ii) lemmas and (iii) dependency-parses using the commercially licensed
Connexor annotation tool (Tapanainen and Järvinen 1997). The corpus files are in standard CWB in-
put format (cf. Evert and Hardie 2011:5f) with XML tags and each token record (one surface form +
associated TAB-delimited token-level annotations) appearing on separate lines.

The set of XML tagged structural units is specified by the DTD given in Figure 1. Note that the top
level <corpus>...</corpus> element defines one country related sample and that each subcorpus corre-
sponds to a one year newspaper volume. The element attributes which are provided inside the query

1See the projects’ web sites at http://ice-corpora.net/ICE/INDEX.HTM, http://corpus.byu.edu/
coca/, http://corpus.rae.es/creanet.html, http://www.corpusdelespanol.org and http://
www.corpusdoportugues.org respectively.

2Numbers are rounded down to the nearest 100,000.
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platform as metadata categories for corpus partitioning or the description of concordance extracts are
highlighted in boldface.
<!DOCTYPE varcorpus [
<!-- country related sample -->
<!ELEMENT corpus (subcorpus)+>
<!-- one year newspaper volume -->
<!ELEMENT subcorpus (text)+>
<!-- newspaper article -->
<!ELEMENT text (p)+>
<!-- paragraph -->
<!ELEMENT p (s)+>
<!-- sentence -->
<!ELEMENT s (#PCDATA)>
<!ATTLIST corpus id CDATA #REQUIRED

name CDATA #REQUIRED
code CDATA #REQUIRED
geocode CDATA #REQUIRED
geoname CDATA #REQUIRED

>
<!ATTLIST subcorpus id CDATA #REQUIRED

name CDATA #REQUIRED
code CDATA #REQUIRED
source CDATA #REQUIRED
year CDATA #REQUIRED

>
<!ATTLIST text id CDATA #REQUIRED

title CDATA #REQUIRED
author CDATA #REQUIRED
date CDATA #REQUIRED
section CDATA #REQUIRED

>
<!ATTLIST p id CDATA #REQUIRED

type CDATA #IMPLIED
>
<!ATTLIST s id CDATA #REQUIRED>

]>

Fig. 1: DTD specifying the structural elements of the country-related samples in the CoVaNa-FR corpus archive.

As for the token rows, their core structure is basically defined according to the so-called CoNLL
format, introduced on the occasion of the correspondent 2007 shared task on dependency parsing (cf.
Nivre et al. 2007:916). For rather technical reasons, this structure has been extended by a number
of fields whose purpose is to optimize the processing of queries exploring the dependency relations
annotated in the corpus. The fields in question are marked by an asterisk in the following table, which
outlines the overall structure of the token records:

Field name Description
id sentence internal numerical token identifier (counter starting at 1 for each sentence)
word surface form or punctuation sign
lemma lemma corresponding to the surface form
cpos coarse grained part of speech (PoS)
pos fine grained PoS + morphological features
headid token identifier of the syntactic head
headoffset * distance between syntactic head and token
deprel syntactic function of the token in the dependency relation to its head
headword * surface form of the syntactic head
headlemma * lemma of the syntactic head
headcpos * coarse grained PoS of the syntactic head
headpos * fine grained PoS + morphological features of the syntactic head
pmarkword * surface form of the function word (adposition or conjunction) dependent on the token3

pmarklemma * lemma of the function word dependent on the token
pmarkcpos * PoS of the function word dependent on the token

Tab. 2: Structure of the token records contained by the corpus files.
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The 11 country specific samples making up the present online version of the CoVaNa-FR (see Table 1
above) have been encoded by means of the IMS Open Corpus Workbench (CWB, cf. Evert and Hardie
2011; see also the project’s web site http://cwb.sourceforge.net/), the total size of the cor-
responding index files summing up to 58,4 GB of disk space. The components of CWB are integrated
as main query processing tools in the Varitext platform, which will be described in more detail in the
following section.

3 The Varitext platform

3.1 Design and GUI

Varitext is a web-based platform (cf. http://syrah.uni-koeln.de/varitext/ and http:
//extranet-ldi.univ-paris13.fr/varitext/) providing free-of-charge access to the
CoVaNa-FR corpus archive presented in section 2. As is indicated by its name, it is open to host corpora
for other languages compiled according to the same rationale of large-scale variationist research in a
pluricentric perspective. Work has already been completed on the prototype of a hispanophone corpus
archive, which will be released via Varitext in the near future. There are also plans to compile similar
resources for Portuguese, Russian and Arabic.

The toolbox implemented by the Varitext platform is built upon three major software components:
CWB for query processing, the UCS toolkit version 0.6 (cf. Evert 2005, the software being available at
http://www.collocations.de/software.html) for cooccurrence analysis and R (R Core
Team 2014) for statistical computing and plotting.

The platform’s user interface allows fairly complex queries in terms of subsampling and the formula-
tion of search expressions. Using the menu options relating to the available metadata categories (such as
country code, newspaper volume or thematic section), it is possible to create subcorpora and partitions
with different degrees of granularity, as is shown by Fig. 2:

Fig. 2: Using menu options to build a partition defined by country on the basis of a subcorpus comprising the samples repre-
senting Cameroon and the Ivory Coast and filtered by the thematic section ’Sports’

As for the formulation of query expressions, the interface integrates a sub-menu to set up search
constraints flexibly by combining several token properties (such as lemma, PoS or syntactic function;
see the data model outlined in table 2 above) and / or assembling sequences of various length (see Figure
3).

3The annotation model of Connexor treats adpositions and conjunctions as markers dependent on content words (verbs,
nouns, adjectives, adverbs).
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Fig. 3: Using the platform’s interface to build up a query expression matching the sequence en ville (“in town”)

In its present state, the Varitext platform features as its standard applications a KWIC concordancer
and a set of tools for frequency computing, key word analysis and collocation processing, the latter of
which will be outlined in some detail below. Future releases of the platform will also include advanced
functionalities of statistical computing and plotting that are currently under development and testing and
which will be briefly sketched at the end of this section.

3.2 Usage Scenario: Sample Specific Frequencies and Lexical Differences

3.2.1 chaussure vs. soulier

One of the platform’s standard applications besides KWIC concordancing is the computation of sample
specific frequencies and key word analysis. In a corpus-based perspective, these methods can be used for
instance as diagnostics to test the results of ‘differential’ lexicology. Similar to Thibault’s (2007) study
on some lexical specificities of Canadian (Quebec), Swiss and metropolitan standard French, it would be
possible to analyze geographical lexical variants in terms of their frequency distribution. An example also
mentioned by Thibault (2007:468-475) is provided by the nouns chaussure and soulier (“shoe”), with
soulier being regarded as regional variant especially of Canadian French (cf. the reference dictionary Le
Petit Robert (Rey-Debove and Rey 2006) s.v. SOULIER). A key word analysis based on the samples
representing Canada/Quebec (geographical code: CAN), France (FRA) and Switzerland (CHE) yields
the log-likelihood ratio (LL) scores given by the following bar plots in Fig. 4 (for the use of the log
likelihood ratio in key word analysis see Rayson 2003). The computation has been carried out on a 2x2
basis, with one sample as the main corpus and the combination of the remaining two as the reference
corpus.

Fig. 4: LL scores for the nouns chaussure and soulier in the samples representing Canada/Quebec, Switzerland and France

52



These figures indicate that there are clear-cut distributional divergences, with the two nouns being
respectively under- and overrepresented in the samples related to Quebec and France. This seems to
suggest that soulier is still part of the French standard as it evolves in Quebec, or at least in its national
newspapers, which qualifies to some extent the findings of Thibault (2007:474), according to which
Quebec newspaper language is moving towards greater conformity with French metropolitan usage in
the case of chaussure and soulier. It should be noted that Thibault only considers the relative frequencies
of the two items within each national sample. Applying this approach to our corpus data would provide
no more than a confirmation of Thibault’s findings. In light of the aforementioned key word analysis,
though, there is sufficient evidence to conclude that, in Quebec French, the relationship between the
two variants is rather more complex and should be subjected to a more detailed analysis in terms of
collocational distribution. One promising approach in this respect would be Hoey’s (2005) lexical
priming theory.

3.2.2 Quebec Specific Lexical Items
At this point, it is worth noting that, although major national newspapers might reflect trends of standard
varieties quite faithfully (see our reference to Glessgen 2007 in section 2), the data obtained from these
sources should be handled with some caution (cf. also Thibault 2007:474). This is of particular import-
ance if we adopt a corpus-driven approach, which involves identifying the most characteristic features in
a sample by means of statistical techniques such as key word analysis.

This may be illustrated with the results of a key word analysis contrasting the Quebec subcorpus as a
whole with the sample representing France.

Lemma Frequency
CAN

Frequency
FRA

Rel. Freq.4

CAN
Rel. Freq.
FRA

LL score Rank

Québec 93269 828 1740.4 15.53 120592.82 1
Montréal 44257 472 825.83 8.85 56578.51 2
Canada 43612 1808 813.8 33.9 47579.89 3
...

...
...

...
...

...
...

chum 1191 4 22.22 0.08 1597.32 243
...

...
...

...
...

...
...

magasiner 183 1 3.41 0.02 241.78 1987
...

...
...

...
...

...
...

placoter 18 0 0.34 0 24.87 10744
...

...
...

...
...

...
...

paqueter 13 0 0.24 0 17.96 13473
...

...
...

...
...

...
...

Tab. 3: Words specific to the Quebec sub-corpus in contrast with the sample representing France.

The data given in Table 3 show that the most specific items are proper nouns closely related to socio-
cultural context, whereas words which clearly qualify as Quebecisms, such as chum (“friend, pal”),
magasiner (“to go shopping”), placoter (“to chat”; cf. Poirier 1995:32) or paqueter (“to pack”; cf.
Poirier ibid) only come at lower ranks, their log-likelihood scores being nonetheless highly significant.

3.3 Usage Scenario: Lexical Cooccurrences and Collocational Variation

The second main application provided by the platform’s toolbox is collocation analysis. We will illustrate
this functionality by considering the example of the causative support verb occasionner (“to occasion
sth”) and the semantic associations instantiated by its most significant collocates within each of the

4Figures are given in terms of token per million.
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samples making up the CoVaNa-Fr corpus archive.
The following cross table which is based on the lexicogram (defined as list of collocates specified by

association scores; see Tournier 1987) computed for occasionner displays some of the nouns in direct
object position significantly collocating with this verb in terms of the log-likelihood ratio (the use of
the latter as an association measure for collocation analysis having been proposed, amongst others, by
Dunning 1993).

Collocate CAN5 CHE CIV CMR COD DZA FRA MAR MLI SEN TUN
accident - - - 67.8 - 65.4 - - 61.2 - -
accroissement - - - - 68.5 - - - - - -
augmentation - - - - 52.4 - - - - - -
baisse - - - - 41.7 - - - 59.5 - -
coût 90.3 - - - - - - - - - -
dégât - 87.6 - 91.8 268.5 1059.3 62.3 255.7 157.6 208.5 143.9
perte 298.8 109.4 267.8 178.0 208.8 381.4 64.9 134.1 492.9 170.5 129.7
problème 62.37 - - - - 23.1 - - - - 33.1

Tab. 4: Significant direct object noun collocates of occasionner across all the samples contained by the CoVaNa-FR.

It is easy to see that the combinatorial profile of occasionner is essentially characterized by negative
semantic prosody throughout all the samples under investigation (for the concept of semantic prosody,
see Stubbs 1995 and Xiao and McEnery 2006). At the same time, however, it exhibits some degree of
regional variation; in the case of the sub-corpus representing the Congo (COD), for example, there is
an additional semantic feature in evidence which may be described as INTENSITY (cf. the collocates
accroissement [“increase, growth”], augmentation [“increase, rise”] and baisse [“decrease, fall”]).
A similar statement can be made with regard to the significant noun collocates of causer (“to cause”),
although in this case it is the Quebec sample which adds more neutral marked elements (surprise [“sur-
prise”]) to the overall picture. We illustrate this by a means of a plot generated by a correspondence
analysis (CA, see Lebart et al. 1998:47ff) performed on the sample specific lexicograms comprising the
direct object nouns significantly associated6 with the verb in question (further examples of using CA to
explore the CoVaNa-FR are given by Diwersy and Loiseau forthcoming):

Fig. 5: Plot generated by a CA performed on the country specific lexicograms of causer.

5Sample name as translated to their corresponding ISO 3166-1 alpha-3 country codes (see the UN Statistic Division’s page
at http://unstats.un.org/unsd/methods/m49/m49alpha.htm).

6The collocates used for further processing have been selected according to a frequency threshold of 20 and an LL score
threshold of 10.83.
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The CA plot7 given in Fig. 5 highlights in its main (horizontal) dimension the contrast between the
Quebec subcorpus and the remaining samples, this contrast being paralleled by the contrast between the
noun surprise and other items such as souci (“worry”) and dégât (“damage”).8

Correspondence analysis is a useful technique in providing a condensed view of divergences relating to
samples and lexical items. It will be included in the next release of the Varitext platform.

4 Conclusion

As the examples in the preceding section have shown, there is considerable scope for using corpus-related
techniques (beyond concordancing) to investigate geographical variation from a pluricentric perspective,
but researchers must exercise caution when working on the diverse sets of data which can be obtained
using the resources outlined in this paper. A major case in point is the composition of the corpus ar-
chive and its current restriction to journalistic texts, which may bring about phenomena related to the
socio-cultural context rather than the linguistic one (although, from the point of view of media discourse
analysis and communication studies, these thematic „side effects“ could be of quite some interest).
It should be obvious, then, that our present activities focus on diversifying the corpus resources, espe-
cially with regard to other written genres. At the same time, we are engaged in extending the overall
text archive to include corpora for different languages, the rationale being to apply the methodological
framework implemented by the Varitext platform to linguistic areas other than Francophonia.
This framework is itself undergoing considerable modifications which will lead to the integration of ad-
vanced statistical functionalities. At present, our main interest is to enhance the platform’s toolbox by
implementing several exploratory multivariate techniques, which will be tested in experimental settings
that, however, go beyond the narrow focus of this paper.
That said, the development of the corpus archive and of the platform is still in its infancy, and is set to
evolve further in various ways and directions. At least, this is what should happen if the community
makes good use of it.
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Abstract

This paper summarizes the methods, results and findings of the Discriminating between Similar
Languages (DSL) shared task 2014. The shared task provided data from 13 different languages
and varieties divided into 6 groups. Participants were required to train their systems to discrimi-
nate between languages on a training and development set containing 20,000 sentences from each
language (closed submission) and/or any other dataset (open submission). One month later, a test
set containing 1,000 unidentified instances per language was released for evaluation. The DSL
shared task received 22 inscriptions and 8 final submissions. The best system obtained 95.7%
average accuracy.

1 Introduction

Discriminating between similar languages is one of the bottlenecks of state-of-the-art language iden-
tification systems. Although in recent years systems have been trained to discriminate between more
languages1, they still struggle to discriminate between similar languages such as Croatian and Serbian or
Malay and Indonesian.

From an NLP point of view, the difficulty systems face when discriminating between closely related
languages is similar to the problem of discriminating between standard national language varieties (e.g.
American English and British English or Brazilian Portuguese and European Portuguese), henceforth
varieties. Recent studies show that language varieties can be discriminated automatically using words or
characters as features (Zampieri and Gebre, 2012; Lui and Cook, 2013) . However, due to performance
limitations, state-of-the-art general-purpose language identification systems do not distinguish texts from
different national varieties, modelling pluricentric languages as unique classes.

To evaluate how state-of-the-art systems perform in identifying similar languages and varieties, we
decided to organize the Discriminating between Similar Languages (DSL)2 shared task. This shared task
was organized within the scope of the workshop on Applying NLP Tools to Similar Languages, Varieties
and Dialects (VarDial) in the 2014 edition of COLING.

The motivation behind the DSL shared task is two-fold. Firstly, we have observed an increase of
interest in the topic. This is reflected by a number of papers that have been published about this task in
recent years starting with Ranaivo-Malançon (2006) for Malay and Indonesian and Ljubešić et al. (2007)
for South Slavic languages. In the DSL shared task we tried to include (depending on the availability of
data) languages that have been studied in previous experiments, such as Croatian, English, Indonesian,
Malay, Portuguese and Spanish.

The second aspect that motivated us to organize this shared task is that, to our knowledge, no shared
task focusing on the discrimination of similar languages has been organized previously. The most sim-
ilar shared tasks to DSL are the DEFT 2010 shared task (Grouin et al., 2010), in which systems were
required to classify French journalistic texts with respect to their geographical location as well as the

This work is licenced under a Creative Commons Attribution 4.0 International License. Page numbers and proceedings footer
are added by the organizers. License details: http://creativecommons.org/licenses/by/4.0/

1Brown (2013) reports results on a system trained to recognize more than 1,100 languages
2http://corporavm.uni-koeln.de/vardial/sharedtask.html
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decade in which they were published. Other related shared tasks include the ALTW 2010 multilingual
language identification shared task, a general-purpose language identification task containing data from
74 languages (Baldwin and Lui, 2010) and finally the Native Language Identification (NLI) shared task
(Tetreault et al., 2013) where participants were provided English essays written by foreign students of 11
different mother tongues (Blanchard et al., 2013). Participants had to train their systems to identify the
native language of the writer of each text.

2 Related Work

Among the first studies to investigate the question of discriminating between similar languages is the
study published by Ranaivo-Malançon (2006). The author presents a semi-supervised model to dis-
tinguish between Indonesian and Malay, two closely related languages from the Austronesian family
represented in the DSL shared task. The study uses the frequency and rank of character trigrams derived
from the most frequent words in each language, lists of exclusive words, and the format of numbers
(Malay uses decimal points whereas Indonesian uses commas). The author compares the performance
of this method with the performance obtained by TextCat (Cavnar and Trenkle, 1994).

Ljubešić et al. (2007) proposed a computational model for the identification of Croatian texts in
comparison to Slovene and Serbian, reporting 99% recall and precision in three processing stages. The
approach includes a ‘black list’, which increases the performance of the algorithm. Tiedemann and
Ljubešić (2012) improved this method and applied it to Bosnian, Croatian and Serbian texts. The study
reports significantly higher performance compared to general purpose language identification methods.

The methods applied to discriminate between texts from different language varieties and dialects are
similar to those applied to similar languages3. One of the methods proposed to identify language varieties
is by Huang and Lee (2008). This study presented a bag-of-words approach to classify Chinese texts from
the mainland and Taiwan with results of up to 92% accuracy.

Another study that focused on language varieties is the one published by Zampieri and Gebre (2012).
In this study, the authors proposed a log-likelihood estimation method along with Laplace smoothing to
identify two varieties of Portuguese (Brazilian and European). Their approach was trained and tested in
a binary setting using journalistic texts with accuracy results above 99.5% for character n-grams. The
algorithm was later adapted to classify Spanish texts using not only the classical word and character
n-grams but also POS distribution (Zampieri et al., 2013).

The aforementioned study by Lui and Cook (2013) investigates computational methods to discriminate
between texts from three different English varieties (Canadian, Australian and British) across different
domains. The authors state that the results obtained suggest that each variety contains characteristics that
are consistent across multiple domains, which enables algorithms to distinguish them regardless of the
data source.

Zaidan and Callison-Burch (2013) propose computational methods for the identification of Arabic
language varieties4 using character and word n-grams. The authors built their own dataset using crowd-
sourcing and investigated annotators’ behaviour, agreement and performance when manually tagging
instances with the correct label (variety).

3 Methods

In the following subsections we will describe the methodology adopted for the DSL shared task. Due to
the lack of comparable resources, the first decision we had to take was to create a dataset that could be
used in the shared task and also redistributed to be used in other experiments. We opted for the creation
of a corpus collection based on existing datasets as discussed in 3.1 (Tan et al., 2014).

Groups interested in participating in the DSL shared task had to register themselves in the shared
task website to receive the training and test data. Each group could participate in one or two types of

3In the DSL shared task and in this paper we did not distinguish between language varieties and similar languages. More
on this discussion can be found in Clyne (1992) and Chamber and Trudgill (1998).

4Zaidan and Callison-Burch (2013) use the terms ‘varieties’ and ‘dialects’ interchangeably whereas Lui and Cook (2013)
use the term ‘national dialect’ to refer to what previous work describes as ‘national variety’.
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submission as follows:

• Closed Submission: Using only the DSL corpus collection for training.

• Open Submission: Using any other dataset including or not the DSL collection for training.

In the open submission we did not make any distinction between systems using the DSL corpus col-
lection and those that did not. This is different from the types of submissions for the NLI shared task
2013. The NLI shared task offered proposed two types of open submissions: open submission 1 - any
dataset including the aforementioned TOEFL11 dataset (Blanchard et al., 2013) and open submission 2
- any dataset excluding TOEFL11.

For each of these submission types, participants were allowed to submit up to three runs, resulting in
a maximum of six runs in total (three closed submissions and three open submissions).

3.1 Data

As previously mentioned, we decided to compile our own dataset for the shared task. The dataset was
entitled DSL corpus collection and its compilation was motivated by the absence of a resource that
allowed us to evaluate systems on discriminating similar languages. The methods behind the compilation
of this collection and the preliminary baseline experiments are described in Tan et al. (2014).

The DSL corpus collection consists of 18,000 randomly sampled training sentences, 2,000 develop-
ment sentences and 1,000 test sentences for each language (or variety) containing at least 20 tokens5 each.
The languages are presented in table 1 with their ISO 639-1 language codes6. For language varieties the
country code is appended to the ISO code (e.g. en-GB refers to the British variety of English).

Group Language/Variety Code
Bosnian bs

A Croatian hr
Serbian sr
Indonesian id

B Malay my
Czech cz

C Slovak sk
Brazilian Portuguese pt-BR

D European Portuguese pt-PT
Argentine Spanish es-AR

E Castilian Spanish es-ES
British English en-GB

F American English en-US

Table 1: Language Groups - DSL 2014 Shared Task

For this collection, randomly sampled sentences from journalistic corpora (and corpora collections) were
selected for each of the 13 classes. Journalistic corpora were preferred because they represent standard
language, which is an important factor to be considered when working with language varieties. Other data
sources (e.g. Wikipedia) do not make any distinction between language varieties and they are therefore
not suitable for the purpose of the shared task. A number of studies mentioned in the related work section
use journalistic texts for similar reasons (Huang and Lee, 2008; Grouin et al., 2010; Zampieri and Gebre,
2012)

Given what has been said in this section, we consider the collection to be a suitable comparable corpora
from this task, which was compiled to avoid bias in classification towards source, register and topics. The

5We considered a token as orthographic units delimited by white spaces.
6http://www.loc.gov/standards/iso639-2/php/English_list.php
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DSL corpus collection was distributed in tab delimited format; the first column contains a sentence in
the language/variety, the second column states its group and the last column refers to its language code.7

3.1.1 Problems with Group F
There are no major problems to report regarding the organization of the shared task nor with the com-
pilation of the DSL corpus collection apart from some issues in the Group F data. The organizers and
a couple of teams participating in the shared task observed very poor performance when distinguishing
instances from group F (British English - American British). For example, the baseline experiments
described in Tan et al. (2014) report a very low 0.59 F-measure for Group F (the lowest score) and 0.84
for Group E (the second lowest score). Some of the teams asked human annotators to try to distinguish
the sentences manually and they concluded that some instances were probably misclassified.

We decided to look more carefully at the data and noticed that the instances were originally tagged
based on the websites (newspapers) that they were retrieved from and not the country of the original
publication. There are, however, many cases of cross citation and republication of texts that the original
data sources did not take into account (e.g. British texts that were later republished by an American
website). As the DSL is a corpus collection and manually checking all 20,000 training and development
instances per language was not feasible, we assumed that the original sources8 from which the texts were
retrieved provided the correct country of origin. The assumption was correct for all language groups but
English.

To illustrate the issues above we present next some misclassified examples. Two particular cases raised
by the UMich team are the following:

(1) I think they can afford to give North another innings and some time in Shield cricket and take
another middle order batsman. (en-US)

(2) ATHENS, Ohio (AP) Albuquerque will continue its four-game series in Nashville Thursday night
when it takes on the Sounds behind starter Les Walrond (3-4, 4.50) against Gary Glover, who is
making his first Triple-A start after coming down from Milwaukee. (en-GB)

Example number one was tagged as American English because it was retrieved from the online edition
of The New York Times but it was in fact first published in Australia. The second example is a text
published by Associated Press describing an event that took place in Ohio, United States, but it was
tagged as British English because it was retrieved by the UK Yahoo! sports section.

Our solution was to exclude the language group F from the final scores and perform a manual check in
all its 1,000 test instances9, thus giving the chance to participants to train their algorithms on other data
sources (open submission).

3.2 Schedule
The DSL shared task spanned from March 20th when the training set was released, to June 6th when
participants could submit a paper (up to 10 pages) describing their system. We provided one month
between the release of the training and the test set. The schedule of the DSL shared task 2014 can be
seen below.

Event Date
Training Set Release March 20th, 2014
Test Set Release April 21st, 2014
Submissions Due April 23rd, 2014
Results Announced April 30th, 2014
Paper Submission June 6th, 2014

Table 2: DSL 2014 Shared Task Schedule

7To obtain the data please visit: https://bitbucket.org/alvations/dslsharedtask2014
8See Tan et al. (2014) for a complete description of the data sources of the DSL corpus collection.
9Our manual check suggests that about 25% of the instances in the English dataset was likely to have been misclassified.
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4 Results

This section summarises the results obtained by all participants of the shared task who submitted final
results.10 The DSL shared task included 22 enrolled teams from different countries (e.g. Australia,
Estonia, Holland, Germany, United Kingdom and United States). From the 22 enrolled teams, eight of
them submitted their final results. Most of the groups opted to exclusively use the DSL corpus collection
and therefore participated solely in the closed submission track. Two of them compiled comparable
datasets and also participated in the open submission.

Given that the dataset contained misclassified instances, group F (English) was not taken into account
to compute the final shared task scores. In the next subsections we report results in terms of macro-
average F-measure and accuracy.

4.1 Closed Submission
Table 3 presents the best F-measure and Accuracy results obtained by the eight teams that submitted their
results for the closed submission track ordered by accuracy.

Team Macro-avg F-score Overall Accuracy
NRC-CNRC 0.957 0.957

RAE 0.947 0.947
UMich 0.932 0.932

UniMelb-NLP 0.918 0.918
QMUL 0.925 0.906
LIRA 0.721 0.766
UDE 0.657 0.681

CLCG 0.405 0.453

Table 3: Open Submission - Results

In the closed submissions, we observed a group of five teams whose systems (best runs) obtained re-
sults over 90% accuracy. This is comparable to what is described in the state-of-the-art literature for
discriminating similar languages and language varieties (Tiedemann and Ljubešić, 2012; Lui and Cook,
2013). These five teams submitted system descriptions that allowed us to look in more detail at successful
approaches for this task. System descriptions will be discussed in section 5.

Three of the eight teams obtained substantially lower scores, from 45.33% to 76.64% accuracy. These
three groups unfortunately did not submit system description papers. From our point of view, this would
create an interesting opportunity to look more carefully at the weaknesses of approaches that did not
obtain good results in this task.

4.2 Open Submission
Only two systems submitted results for the open submission track and their F-measure and Accuracy
results are presented in table 3.

Team Macro-avg F-score Overall Accuracy
UniMelb-NLP 0.878 0.880

UMich 0.858 0.859

Table 4: Closed Submission - Results

The UniMelb-NLP (Lui et al., 2014) group used data from different corpora such as the BNC, EU-
ROPARL and Open Subtitles whereas UMich (King et al., 2014) compiled journalistic corpora from dif-
ferent sizes for each language ranging from 695,597 tokens for Malay to 20,288,294 tokens for British
English.

10Visit https://bitbucket.org/alvations/dslsharedtask2014/downloads/dsl-results.html
for more detail on the shared task results or at the aforementioned DSL shared task website.
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Comparing the results of the closed to the open submissions, we observed that the UniMelb-NLP sub-
mission was outperformed by UMich system by about 1.5% accuracy in the closed submission, but in
the open submission they scored 2.1% better than UMich. This difference can be explained by investi-
gating these two factors: 1) the quality and amount of the collected training data; 2) the robustness of
the method to obtain correct predictions across different datasets and domains as previously discussed
by Lui and Cook (2013) for English varieties.

4.3 Accuracy per Language Group
In this subsection we look more carefully at the performance of systems in discriminating each class
within groups A to E. Table 5 presents the accuracy scores obtained per language group for each team
sorted alphabetically. The best score per group is displayed in bold.

CLCG LIRA NRC-CNRC QMUL RAE UDE UMich UniMelb-NLP
A 0.338 0.333 0.936 0.879 0.919 0.785 0.919 0.915
B 0.503 0.982 0.996 0.935 0.994 0.892 0.992 0.972
C 0.500 1.000 1.000 0.962 1.000 0.493 0.999 1.000
D 0.496 0.892 0.956 0.905 0.948 0.493 0.926 0.896
E 0.503 0.843 0.910 0.865 0.888 0.694 0.876 0.807

Table 5: Language Groups A to E - Accuracy Results

The top 5 systems plus the LIRA team obtained very good results for groups B (Malay and Indonesian)
and C (Czech and Slovak). Four out of eight systems obtained perfect performance when discriminating
Czech and Slovak texts. Perfect performance was not achieved by any of the systems when distinguishing
Malay from Indonesian texts, but even so, results were fairly high and the best result was 99.6% accuracy
obtained by the NRC-CNRC group. The perfect results obtained by four groups when distinguishing
texts from group C suggest that Czech and Slovak texts are not as similar as we assumed before the
shared task, and that they therefore possess strong systemic and/or orthographic differences that allow
well-trained classifiers to perform perfectly. Figure 1 presents the accuracy results of the top 5 groups.

Figure 1: Language Groups A to E Accuracy - Top 5 Systems

Distinguishing between languages from group A (Bosnian, Croatian and Serbian), the only group con-
taining 3 languages, proved to be a challenging task as discussed in previous research (Ljubešić et al.,
2007; Tiedemann and Ljubešić, 2012). The best result was again obtained by the NRC-CNRC group
with 93.5% accuracy. The groups containing texts written in different language varieties, namely D (Por-
tuguese) and E (Spanish) were the most difficult to discriminate, particularly the Spanish varieties. These
results also corroborate the findings of previous studies (Zampieri et al., 2013).
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The QMUL system that was the 5th best system in the closed submission track did not outperform any
of the other top 5 systems in groups A, B or C. However, the system did better when distinguishing texts
from the two most difficult language groups (D and E), outperforming the UniMelb-NLP submission on
two occasions. The simplicity of the approach proposed by the QMUL, which the author describes as
‘a simple baseline’ (Purver, 2014) may be an explanation for the regular performance across different
language groups.

4.4 Results Group F

To document the problems in the group F (British and American English) dataset we included the results
of both the open and closed submissions for this language group in table 6. As previously mentioned,
submitting group F results was optional and we did not include these results in the final shared task
results. Six out of eight systems decided to submit their predictions as closed submissions and the two
groups participating in the open submission track also submitted their group F results.

Team F-score Accuracy Type
UMich 0.639 0.639 Open

UniMelb- NLP 0.581 0.583 Open
NRC-CNRC 0.522 0.524 Closed

LIRA 0.450 0.493 Closed
RAE 0.451 0.481 Closed

UMich 0.463 0.464 Closed
UDE 0.451 0.451 Closed

UniMelb-NLP 0.435 0.435 Closed

Table 6: Group F - Accuracy Results

The results confirm the problems in the DSL dataset discussed in section 3.1.1. After a careful manual
check of the 1,000 test instances, open submissions scores were still substantially lower than the other
groups: 69.9% and 58.3% accuracy. Closed submissions proved to be impossible and only one of the six
systems scored slightly above the 50% baseline.

It should be investigated more carefully in future research whether the poor results for group F reflect
only the problems in the dataset or also the actual difficulty in discriminating between these two varieties
of English. Moderate differences in orthography (e.g. neighbour (UK) and neighbor (US)) as well
as lexical choices (e.g. rubbish (UK) and garbage (US) or trousers (UK) and pants (US)) are present
in texts from these two varieties and these can be informative features for algorithms to discriminate
between them. Discriminating between other English varieties already proved to be a challenging yet
feasible task in previous research (Lui and Cook, 2013).

5 System Descriptions

All eight systems that submitted their final results to the shared task were invited to submit papers de-
scribing their systems and the top 5 systems in the closed track submitted their papers, namely: NRC-
CNRC, RAE, UMich, UniMelb-NLP and QMUL.

The best scores were obtained by the NRC-CNRC (Goutte et al., 2014) team which proposed a two-
step approach to predict first the language group than the language of each instance. The language group
was predicted in a 6-way classification using a probabilistic model similar to a Naive Bayes classifier,
and later the method applied SVM classifiers to discriminate within each group: binary for groups B-F
and one versus all for group A, which contains three classes (Bosnian, Croatian and Serbian).

An interesting contribution proposed by the RAE team (Porta and Sancho, 2014) are the so-called
‘white lists’ inspired by the ‘blacklist’ classifier (Tiedemann and Ljubešić, 2012). These lists are word
lists exclusive to a language or variety, similar to one of the features that Ranaivo-Malançon (2006)
proposed to discriminate between Malay and Indonesian.
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Two groups used Information Gain (IG) to select the best features for classification, namely UMich
(King et al., 2014) and UniMelb-NLP (Lui et al., 2014). These teams were also the only ones to submit
open submissions. The UniMelb-NLP team tried different classification methods and features (including
delexicalized models) in each run. The best results were obtained by their own method, the off-the-shelf
general-purpose language identification software langid.py (Lui and Baldwin, 2012). This method has
been widely used for general-purpose language identification and its performance is regarded superior
to similar general-purpose methods such as TextCat. In the shared task, the system was modelled hier-
archically firstly identifying the language group that a sentence belongs to and subsequently the specific
language, achieving performance comparable to the state-of-the-art, but still slightly below the other
three systems.

The QMUL team (Purver, 2014) proposed a linear SVM classifier using words and characters as fea-
tures. The author investigated the influence of the cost parameter c (from 1.0 to 100.0), in the classifiers’
performance. The cost parameter c is responsible for the trade-off between maximum margin and clas-
sification errors. According to the system description the optimal parameter for this task lies between
30.0 and 50.0. Purver (2014) also notes that the linear SVM classifier performs well with word uni-gram
language models in comparison to methods using character n-grams. This observation corroborates the
findings of previous experiments that rely on words as important features to distinguish similar languages
and varieties (Huang and Lee, 2008; Zampieri, 2013)

The features and algorithms presented so far, as well as the system paper descriptions, are summarised
in table7.11

Team Algorithm Features System Paper
NRC-CNRC Prob. Class. and Linear SVM Words 1-2, Char. 2-6 (Goutte et al., 2014)
RAE MaxEnt Words 1-2, Char. 1-5, ‘Whitelist’ (Porta and Sancho, 2014)
UMich Naive Bayes Words 1-2, Char. 2-6 (IG Feat. Selection) (King et al., 2014)
UniMelb-NLP langid.py Words, Char., POS (IG Feat. Selection) (Lui et al., 2014)
QMUL Linear SVM Words 1, Char. 1-3 (Purver, 2014)

Table 7: Top 5 Systems - Features and Algorithms at a Glance

6 Conclusion

Shared tasks are an interesting way of comparing algorithms, computational methods and features using
the same dataset. Given what has been presented in this paper, we believe that the DSL shared task filled
an important gap in language identification and will allow other researchers to look in more detail at the
problem of discriminating similar languages. Accurate methods for discriminating similar languages can
help to improve performance not only in language identification but also in a number of NLP tasks and
applications such as part-of-speech-tagging, spell checking and machine translation.

The best system obtained 95.71% accuracy and F-measure for a set of 11 languages and varieties
divided into 5 groups (A to E), using only the DSL corpus collection. Systems that performed best
modelled their algorithms to perform two-step predictions: first the language group, then the actual class
and used characters and words as features. As we regard the corpus to be a balanced sample of the
news domain, the results obtained confirm the assumption that similar languages and varieties possess
systemic characteristics that can be modelled by algorithms in order to distinguish languages from other
similar languages or varieties using lexical or orthographical features.

Another lesson learned from this shared task is regarding the compilation of group F (English) data.
Researchers, including us, often rely on previously annotated meta-data which sometimes may contain
inaccurate information and errors. Corpus collection for this purpose should be thoroughly checked
(manually if possible). The issues with the group F might have discouraged some of the participants to
continue in the shared task (particularly those who were interested only in the discrimination of English
varieties).

11UniMelb-NLP experimented different methods in their 6 runs. In this report we commented on the algorithm that achieved
the best performance.
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6.1 Future Perspectives

The shared task was a very fruitful and positive experience for the organizers. We would like to organize
a second edition of the shared task containing, for example, new language groups for which we could
not find suitable corpora before the 2014 edition. This includes, most notably, the cases of Dutch and
Flemish or the varieties of French and German which could not be included in the DSL shared task due
to the lack of available data.

The DSL corpus collection is freely available and can be used as a gold standard for language iden-
tification or to train algorithms for other NLP tasks involving similar languages. We would like to use
the dataset to investigate, for example, lexical variation between similar languages and varieties as pro-
posed by Piersman et al. (2010) and Soares da Silva (2010) or syntactic variation using annotated data
as discussed in Anstein (2013).

At present, we are investigating the influence of the length of texts in the discrimination of similar
languages. It is a well known fact that the longer texts are, the more likely they are to contain features
that allow algorithms to identify their language. However, this variable was not explored within the
scope of the DSL shared task and we are using the DSL dataset and the results for this purpose. Another
direction that our work may take is the linguistic analysis of the most informative features in classification
as was done recently by Diwersy et al. (2014).
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Abstract 

We discuss the notion of language and dialect-specific search in the context of audio indexing. A system 
is described where users can find dialect or language-specific pronunciations of Afghan placenames in 
Dari and Pashto. We explore the efficacy of a phonetic speech recognition system employed in this task. 

1 Introduction 

The Audio Gazetteer hotspotting tool was developed by MITRE (2012) and employs the Nexidia 
phonetic speech recognition engine (Gavalda and Schlueter, 2010) in several languages, including Dari 
(the Afghan variety of Persian) and Pashto, the two main languages of Afghanistan. These languages 
are both members of the Iranian language family and share a number of phonetic characteristics (Miller 
et al., 2013). This tool enables a user to load audio clips and to search them for words contained within 
them using one of three methods: the Dari or Pashto alphabets, a Romanization scheme, or phonetics in 
SAMPA (Wells, 1997). Such a search will yield each starting timepoint in an audio file where the system 
has identified the term being searched, along with a number between 0 and 100 indicating the level of 
confidence the system has in its determination. While terms of any kind can be searched, the system 
provides additional mapping capabilities for placenames. 

Audio hotspotting, also known as keyword spotting or audio indexing, is a form of information re-
trieval employing speech recognition that is used for quickly identifying passages of interest within 
audio files. It can be used to identify calls of interest in call centers, or to explore reports of natural 
disasters or political crises in the media. There are two main approaches to audio hotspotting; one in-
volves speech-to-text (STT), also known as large vocabulary continuous speech recognition (LVCSR), 
and the other employs phonetic speech recognition.   

STT ingests speech and outputs orthographic text.  To do this, it requires language-specific acoustic 
and language models mediated by a pronunciation model or dictionary that maps words to phonetic 
forms. The output text transcript can then be mined for terms of interest.  Raytheon’s BBN Broadcast 
Monitoring System is an example of such a system (Raytheon, 2012).  One liability of this approach is 
the need to establish the vocabulary, upon which the language and pronunciation models depend, up-
front.  That means that one cannot easily search for terms that have not been programmed into the system 
beforehand.  This is an especially challenging impediment when confronting natural disasters and polit-
ical crises in regions with towns and personalities whose names are “out of vocabulary” (OOV).   

Phonetic speech recognition uses language-specific acoustic models directly; allowing users to query 
phonetic strings, possibly with the aid of a pronunciation model allowing orthographic search.  The 
ability to query phonetic strings removes the OOV problem; any string that can be composed of the 
phonemes of a particular language can be searched.  While this technology is useful for keyword spot-
ting, it cannot be used to generate a meaningful orthographic transcript of speech, due to its lack of a 
language model. 
This work is licensed under a Creative Commons Attribution 4.0 International License. Page numbers and proceedings are 
footer added by the organizers. License details: http://creativecommons.org/licenses/by/4.0/ 
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Our purpose is to explore the feasibility of using phonetic speech recognition technology to explore 
subtle dialect and language differences, with the ultimate aim of enabling language or dialect specific 
search.  In such a scenario, a user is not simply interested in finding a particular term of interest, he is 
also interested in the sociolinguistic characteristics of the speaker of that term of interest. 

Various researchers have performed promising experiments using STT to explore phonetic variation.  
These experiments utilize STT in forced alignment mode; that is, given a pre-existing orthographic tran-
script, they ask the recognizer to focus on deciding which pronunciation among a finite set supplied by 
the researcher maps best onto particular audio exemplars.  Fox (2006) used this technique to examine 
several realizations of syllable-final /s/1 in Spanish including [s], [h] and deletion, while Wester et al. 
(2001) explored variable deletion of /n/, /r/ and /t/ in Dutch, as well as schwa-insertion and deletion.  
Both demonstrated promising agreement between the STT-based approaches and human coding. 

In contrast, the phonetic speech recognizer employed here requires neither an orthographic transcript, 
nor a predetermined set of phonetic variants from which to choose.  For that reason, we felt it offered a 
flexible platform from which to explore phonetic variation, and thus enabled employing knowledge of 
that variation to perform dialect and language-specific search for Dari and Pashto. 

2 Data collection and transcription 

We developed an interview protocol consisting of three components: a sociolinguistic background in-
terview, a map task and a word list. This interview was designed to elicit Afghan placename data from 
Afghans residing in the United States whose native language was either Dari or Pashto. Speakers bilin-
gual in Dari and Pashto were interviewed in both languages sequentially. Seven Dari and three Pashto 
interviews, comprising approximately six hours in total, were digitally recorded and later downsampled 
to 16 MHz with 16-bit precision. 

The purpose of the sociolinguistic background interview was to establish the language and dialect 
profile of each speaker. Where possible, it was conducted in the speaker’s native language, and estab-
lished the location and duration of each place where he or she resided. In addition, the interview estab-
lished the location and language of instruction of each school attended, as well as the language and 
dialect used with family members and friends.  The interview inquired about all the languages and dia-
lects both spoken and understood by the speakers.  

The purpose of the map task was to gather subjects’ pronunciations of placenames in Afghanistan in 
a casual style. A large colored map of Afghanistan, using native lettering, was placed before the subjects 
and they were asked to explain in Dari or Pashto how to get to and from various points. 

The final part of the interview involved reading a word list in Dari or Pashto containing the names of 
over 200 placenames, including provinces, provincial capitals, other large towns, administrative divi-
sions, regions, mountain ranges, passes, bodies of water, airports and deserts. In Pashto interviews, each 
placename was read both by itself for the direct case and in frames designed to elicit the oblique and 
ablative cases. As a result of the three-part interview, we obtained several tokens of many placenames, 
along a scale of more casual style in the sociolinguistic and map tasks to more formal in the word list. 

The placenames in each audio file were transcribed using Praat (Boersma, 2001). Up to five of the 
following transcription tiers were used: 

 
• English: one spelling for each placename was used as an index for each utterance of a given 

place, regardless of any particularities in individual utterances. 
• Native: Pashto or Dari spelling. 
• Phonetic: fairly broad transcription in the International Phonetic Alphabet (IPA).  
• Language: Dari or Pashto. In general, a given task was in one language at a time.  However, 

when working with bilingual subjects, they would occasionally explicitly remark on the pro-
nunciation of the placename in the other language, so it was necessary to indicate the language 
for each placename. 

• Case: for Pashto, indication of whether the particular utterance was in the direct, oblique or 
ablative case. 

1 Square brackets [] are used for allophones or sequences when no particular phonemic claims are being made; 
slashes // are used for phonemes. 
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The purpose of the phonetic transcription was to represent a human phonetic judgment that could be 

compared to the hypotheses of the phonetic speech recognition engine. In its documentation, Nexidia 
provides separate phoneme inventories in SAMPA for Dari and Pashto2. Sometimes Nexidia does not 
provide a symbol to express certain distinctions. For example, a schwa [ə] is provided for Pashto, but 
not Dari. Schwa is a phoneme in Pashto; however, in Dari it is a possible allophone of some short vowels. 
In order to facilitate experimentation with the system, in the course of phonetic transcription of a given 
language, we limited ourselves to the speech recognizer’s phoneme inventory for that language. 

3 Placename pronunciation variation 

The field of toponym resolution attempts to identify which particular place, or geocode, a given place-
name refers to: for example, in some contexts “London” may refer to a place in England; in others, to a 
place in Canada. Research in this field has primarily focused on clues in surrounding text or audio to 
disambiguate such placenames (Leidner, 2007; Buscaldi, 2010). To our knowledge, pronunciation var-
iation in placenames has not yet been exploited to assist in disambiguation. 

Pronunciation of placenames is well known to vary; indeed one example of this is the phenomenon 
known as “local pronunciation” (Forster, 1981). Some common examples from the English-speaking 
world include Cairo [kero], Illinois vs. Cairo [kajro], Egypt, and Houston [hawstən] Street in New York 
City vs. Houston [hjustən], Texas. The notion of local pronunciation is even more salient in a bilingual 
society; for example, French-speaking inhabitants of Montreal call their city [mɔ̃real], while English-
speaking residents say [mʌntriɒl], not to mention Americans, who might say [mɑntriɔl]. 

In Afghanistan, Pashto and Dari are the principal languages among many other languages spoken 
(Farhadi, 1955; MacKenzie, 1959). Pashto and Dari-speaking communities are both located throughout 
the country, so it is very common for placenames to have Pashto and Dari variants, as well as variants 
for particular dialects of each language. 

Table 1 illustrates some variation within Dari pronunciation of placenames that we encountered. This 
variation is not limited to placenames; in fact, each of the phonetic phenomena has been reported by 
Farhadi (1955), and one variant of each word may be deemed formal and the other colloquial. 

 
Phenomenon Place Formal Colloquial 
/h/ dropping and com-
pensatory lengthening 

Herat 
 ھرات

[hɛrɑt] [erɑt] 

/ʔ/ droppinɡ and com-
pensatory lenɡtheninɡ 

Qalah-ye 
Now 
 قلعھ نو

[qalaʔɛnaw] [qalɑɛnaw] 

/a/ → [aj] / _n Panjsher 
 پنجشیر

[panʃer] [pajnʃɛr] 

Table 1: Pronunciation variation within Dari 
 
Table 2 illustrates placename pronunciation variation within Pashto. The southwest dialect of Pashto, 

including Kandahar, pronounces the Pashto letter ښ as /ʂ/, while the northeast dialect, including Pesha-
war, Pakistan and neighboring regions of Afghanistan, pronounces it as /x/ (Miller, 2014). 

 
Phenomenon Place Southwest Northeast 
/ʂ/ ~ /x/ Lashkar Gah 

 لښکر ګاه
[laʂkarɡɑ] [laxkarɡɑ] 

/ʂ/ ~ /x/ Maydan Shar 
 میدان ښار

[majdɑnʂɑr] [majdɑnxɑr] 

Table 2: Pronunciation variation within Pashto 
 
Table 3 illustrates variation in Pashto based on case. Pashto has three cases, which may cause the 

pronunciation of placenames to vary. The direct case is used by default, the oblique case is used when 

2 Nexidia Dari Guide 1.1, Nexidia Pashto Guide 1.0 
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the placename is the object of certain prepositions and when the placename is the subject of transitive 
sentences in the past tense, and the ablative (also known as oblique II) is used in certain prepositional 
constructions meaning “from” (Penzl, 1955). Not all placenames exhibit variation based on case. Inter-
estingly, the words that do feature a distinct oblique case take a plural ending. One interview subject 
suggested that in that case, the word may be interpreted as a group of people or tribe. 

 
Place Direct Oblique Ablative 
Kabul کابل    [kɑbʊl] [kɑbʊl] [kɑbʊlə] 
Bamyan بامیان    [bɑmjɑn] [bɑmjɑno] [bɑmjɑnə] 
Wardak وردګ    [wardag] [wardago] [wardaɡə] 

Table 3: Case variation within Pashto 
 
Table 4 illustrates pronunciation variation between Dari and Pashto for particular places, reflecting 

language differences reported in Miran (1969), Penzl (1955), and elsewhere. When the native spelling 
used is common between the two languages, it is placed in the “Place” column; when it differs, it is 
placed in the “Dari” and “Pashto” columns. 

 
Phenomenon Place Dari Pashto 
Dari /ɛ/ ~ Pashto /ɪ/ Helmand 

 ھلمند
[hɛlmand] [hɪlmand] 

Pashto final devoicing Faryab 
 فاریاب

[fɒrjɒb] [fɑrjɑp] 

Dari /ɒ/ ~ Pashto /ɑ/ Kapisa 
 کاپیسا

[kɒpisɒ] [kɑpisɑ] 

Dari /r/ ~ Pashto /ɽ/ Kunar 
 

[konar] 
 کنر

[kunaɽ] 
 کنړ

Dari /q/ ~ Pashto /k/ Qalah-ye 
Now 
 قلعھ نو

[qalaʔɛnaw] [kalaenaw] 

Table 4: Variation between Dari and Pashto 
 
As can be seen in Table 4, the vowel systems of Dari and Pashto differ somewhat. Dari generally 

employs a more rounded long a, which we can abstractly label /ā/, compared to Pashto. That is, Dari 
often uses /ɒ/ in contrast to Pashto /ɑ/. The SAMPA provided by Nexidia for each language only contains 
one /ā/ per language, so it is not possible to assess the system’s efficacy at recognizing the rounded or 
unrounded variant by searching within one language; however, a method involving crosslingual search 
will be discussed below. In addition, future research will aim to measure the acoustic properties of the 
two varieties of /ā/. 

With regard to consonants, Pashto has a retroflex /ɽ/, while Dari does not. In Kunar, the Pashto /ɽ/ 
corresponds to Dari /r/. Note, however, that when speaking Pashto as a second language, Dari speakers 
replace Pashto /ɽ/ with /l/ more often than /r/ (Miran, 1969). Dari preserves the Arabic voiceless uvular 
stop /q/, in contrast to Pashto, which generally employs /k/ in words derived from Arabic spelled with 
the letter ق (Penzl, 1955). 

 

4 Assessment technique 

Precision and recall are the most common measures for assessing quality in the context of audio hotspot-
ting (Hu et al., 2012). We employ these metrics in two scenarios: dialect-agnostic and dialect-specific 
search.  In the dialect-agnostic case, one would search for an orthographic term, for example Lashkar 
Gah, and calculate precision (true positives/(true positives + false positives)) based on how many of the 
recalled terms were in fact Lashkar Gah, and calculate recall (true positives/(true positives + false neg-
atives)) based on how many of the actual Lashkar Gah’s in the file being searched were identified. This 
method provides a way of evaluating the efficacy of a given system to retrieve audio of interest when 
one’s primary concern is the place or term in question, regardless of the pronunciation that was used. 
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We modify the scoring method in the dialect-specific case, in which we are focused on pronunciation. 
Consider for example, the two common pronunciations of Lashkar Gah in Pashto: [laxkargɑ] and 
[laʂkarɡɑ]. In this case, when calculating precision, if one searches for [laxkargɑ] and [laʂkarɡɑ] is re-
trieved, it is just as wrong as if Kabul were retrieved (variable scoring, by incorporation of approaches 
such as Nerbonne and Heeringa (2010), will be considered in the future). For calculating recall, the 
universe of Lashkar Gah’s is limited to those whose pronunciation matches the search term. 

There is some pronunciation variation that does not necessarily represent dialect variation, and should 
be considered “under the radar” for the purposes of a dialect-specific search. In the example above, 
either of the first two vowels could be [ə] instead of [a]. For this reason, we introduce the notion of 
equivalence classes to enable us to give equal “correct” scores for example to both [laxkargɑ] and 
[ləxkarɡɑ] when searching for [laxkargɑ]. 

This scoring method provides a way of evaluating a given system’s sensitivity to pronunciation dif-
ferences. If a system proves adept at such a task, it can be employed in two related tasks: 

 
• Language-specific search: find tokens of a given word uttered in a particular language 
• Dialect-specific search: find tokens of a given word uttered in a particular dialect or accent 

 
There is a large literature on language, speaker and dialect identification (Biadsy, 2011). Most of 

these methods are designed to emit a judgment as to language, speaker or dialect, based on a given audio 
sample, which might be useful in various kinds of batch processing. Another approach to accent and 
nativeness judgment is described by Weinberger and Kunath (2011). In this approach, audio is first 
reduced to a human-made phonetic transcription that is then mined for clues as to dialect and accent. 

The work described here may be situated between automatic techniques based on audio and post-hoc 
techniques focused on transcriptions. Our method is designed for users interacting with a given audio 
sample; one that is likely to contain a mix of speakers, languages or dialects. Also, in contrast to statis-
tical approaches which may appear as a “black box” to end-users, our approach allows users to itera-
tively and interactively develop hypotheses as to the association of specific pronunciations with lan-
guages, dialects or speakers. 

5 Dialect Search 

In this section, we contrast performance on dialect-specific vs. dialect-agnostic searches. Suppose in 
Dari we are interested in finding speakers who use the pronunciation [qalɑɛnaw] instead of [qalaʔɛnaw] 
for the town Qalah-ye Now قلعھ نو. In this case, we are focused on the application of the phonetic process 
/aʔ/ → [ɑ]. The most salient aspect of this is the presence of the vowel [ɑ] rather than [a] in the second 
syllable. Consequently, we are unconcerned about other forms of variation we may encounter, such as 
variation between [q] and [k], and [ɛ] and [e]. We therefore contrast the following two equivalence 
classes for this experiment as shown in Table 5: 

 
No compensatory lengthening Compensatory lengthening  
[qalaʔɛnaw] 
[qalaʔenaw] 
[kalaʔɛnaw] 
[kalaʔenaw] 

[qalɑɛnaw] 
[qalɑenaw] 
[kalɑɛnaw] 
[kalɑenaw] 

Table 5:  Equivalence classes for Qalah-ye Now Experiment 
 
When we search for a “no compensatory lengthening” pronunciation, we have a correct answer when 

we retrieve any one of the “no compensatory lengthening” pronunciations, and equivalently for the 
“compensatory lengthening” pronunciations. Table 6 provides results for precision and recall on this 
search above two levels of phonetic recognizer confidence: 
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Search Term Confidence Precision Recall True Pos. False Pos. False Neg. 

[qalaʔɛnaw] 80 0.88 0.50 7 1 7 
60 0.80 0.57 8 2 6 

[qalɑɛnaw] 80 0.33 1.00 1 2 0 
60 0.13 1.00 1 7 0 

Table 6: Dialect-specific results on compensatory lengthening in Dari 
 
As expected, recall is better with lower confidence and precision is better with higher confidence. 

Note that when searching for [qalaʔɛnaw], [qalɑɛnaw] is not retrieved above confidence 60. However, 
when searching for [qalɑɛnaw], [qalaʔɛnaw] is sometimes retrieved above that confidence level. This 
asymmetric performance is reflected in the higher precision values for [qalaʔɛnaw] as compared to [qal-
ɑɛnaw]. 

Table 7 presents data for a dialect-agnostic search for Qalah-ye Now. For this search, we are not 
concerned about the particular pronunciation, so any pronunciation of the place in question will count 
as correct. As can be seen, this perspective causes precision to increase for [qalɑɛnaw]. 

 
Term Confidence Precision Recall True Positive False Positive False Negative 

[qalaʔɛnaw] 80 0.88 0.47 7 1 8 
60 0.80 0.53 8 2 7 

[qalɑɛnaw] 80 1.00 0.20 3 0 12 
60 0.75 0.40 6 2 9 

Table 7: Dialect-agnostic results on Qalah-ye Now 
 
Table 8 provides dialect-specific results on the diagnosis of southwest vs. northeast Pashto on the 

basis of the presence of [ʂ] or [x] for the Pashto letter ښ in the pronunciation of the town Lashkar Gah 
ګاه ښکرل . In the dialect-specific search, presence of [ʂ] or [x] must match between the search term and 

what is retrieved.  The search with [x] is seen to be more precise. 
 
Term Confidence Precision Recall True Positive False Positive False Negative 

[laʂkarɡɑ] 80 0.50 0.50 1 1 1 
60 0.50 1.00 2 2 0 

[laxkarɡɑ] 80 1.00 0.17 1 0 5 
60 0.75 0.50 3 1 3 
Table 8: Dialect-specific results on /ʂ/ vs. /x/ in Pashto 

 
Table 9 presents data for a dialect-agnostic search for Lashkar Gah. In this search, any pronunciation 

of the town will count as correct. Again, precision is seen to increase from this perspective. 
 
Term Confidence Precision Recall True Positive False Positive False Negative 

[laʂkarɡɑ] 80 1.00 0.25 2 0 6 
60 0.80 0.50 4 1 4 

[laxkarɡɑ] 80 1.00 0.13 1 0 7 
60 1.00 0.50 4 0 4 
Table 9: Dialect-agnostic results on /ʂ/ vs. /x/ in Pashto 

6 Crosslingual Search 

Crosslingual search is treated as a form of query expansion by Hu et al. (2012) and its efficacy as well 
as algorithms for its implementation in the domain of placenames are discussed by Joshi et al. (2008). 
We adduce crosslingual search as a tool for assessing language-specific search. For example, if we 
search for Kabul using the Pashto engine, to what extent will we retrieve Pashto utterances of that place 
as opposed to Dari utterances, and vice versa? If the Pashto engine is good at picking up Pashto to the 
exclusion of Dari utterances of a placename, it may be an effective tool for language-specific search. 
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We performed a set of experiments to assess this capability. First, we performed a search that was 
agnostic with respect to language and dialect. This means that in a search for Kabul in Pashto, we give 
credit for both Pashto and Dari tokens of Kabul that are retrieved, regardless of their particular pronun-
ciations. Next, we performed language-specific searches in both Dari and Pashto. When searching in a 
given language, we only give credit for retrievals in that language. Note that when we performed lan-
guage-specific search, we were dialect-agnostic. That is, we gave credit for a retrieval provided it was 
in the language being searched for, regardless of the particular pronunciation used. 

The first term used for both language-agnostic and language-specific search was IPA [kɑbʊl]. Note 
that due to details of the Nexidia engine, the actual SAMPA strings used were [k A: b O l] for Dari and 
[k A b u l] for Pashto. The symbols for /ā/ and /ʊ/ in each language are arbitrarily different as indicated 
in Table 10. While IPA symbols (and their SAMPA equivalents) are theoretically absolute values in 
acoustic or articulatory space, in practice, they often adhere to arbitrary conventions for transcription of 
a particular language. 

 
Language Orthographic symbol IPA SAMPA 
Dari ا ɑ, ɒ A: 
Pashto ا ɑ A 
Dari  ُ◌ ʊ O 
Pashto  ُ◌ ʊ u 

Table 10: Differences in phoneme symbols used for Dari and Pashto 
 
Pashto exhibits pronunciation variation between [kɑbʊl] and [kɑbəl]. Table 11 compares performance 

on language-agnostic search performed for Kabul in each language. 
 
Language Search Confidence Precision Recall True Pos. False Pos. False Neg. 
Dari [kɑbʊl] 60 0.75 0.61 41 14 26 

Pashto [kɑbʊl] 60 0.80 0.24 16 4 51 
[kɑbəl] 60 0.82 0.21 14 3 53 

Table 11: Language and dialect-agnostic search 
 
 Table 12 compares performance on language-specific search. Note that this search was still dialect-

agnostic, so credit was given as long as the token was in the searched-for language, regardless of its 
pronunciation. 

 
Language Search Conf. Prec. Recall True 

Pos. 
False 
Pos. 

False 
Neg. 

Dari [kɑbʊl] 60 0.29 0.42 16 39 22 

Pashto [kɑbʊl] 60 0.70 0.37 14 6 24 
[kɑbəl] 60 0.82 0.37 14 3 24 

Table 12: Language-specific search 
 
As we can see from these results, the Dari engine has better precision and recall on the language-

agnostic search, in contrast to the Pashto engine, whose recall is better on language-specific search. This 
can be interpreted as follows: the Dari engine is more versatile and can pick up Pashto, whereas the 
Pashto engine is more specific to Pashto and does not pick up Dari as well. 

7 Conclusion 

We have achieved some success searching for language and dialect-specific pronunciations using the 
Audio Gazetteer tool. A future challenge will be to identify dialect-specific toponyms automatically 
from a gazetteer. Our results are encouraging for the exploitation of pronunciation variation in toponym 
resolution and perhaps speaker identification.  While dialect-specific results are often not as precise as 
searches that are agnostic as to language or dialect, in effect because we are “raising the bar” for what 
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is correct, more data and more dialect and language-specific phenomena need to be collected and pro-
cessed through the system in order to establish its capabilities more clearly. 
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Abstract

In this paper, we present an approach to developing resources for a low-resource language, taking
advantage of the fact that it is closely related to languages with more resources. In particular, we
test our approach on Macedonian, which lacks tools for natural language processing as well as
data in order to build such tools. We improve the Macedonian training set for supervised part-of-
speech tagging by transferring available manual annotations from a number of similar languages.
Our approach is based on multilingual parallel corpora, automatic word alignment, and a set
of rules (majority vote). The performance of a tagger trained on the improved data set of 88%
accuracy is significantly better than the baseline of 76%. It can serve as a stepping stone for
further improvement of resources for Macedonian. The proposed approach is entirely automatic
and it can be easily adapted to other language in similar circumstances.

1 Introduction

Developing natural language processing tools for various languages proves to be of great interest for both,
practical applications and linguistic research. Speakers of various languages and varieties increasingly
use social media to interact in their own varieties. To make use of these interactions as a relatively easily
accessible source of data, we need to be able to process different varieties automatically. However, a
great majority of languages of the world lack resources for natural language processing.

With a relatively small number of speakers and weak research infrastructure, Macedonian is one of
the languages lacking basic tools for natural language processing. On the other hand, this language is
in a convenient position in the sense that it is very similar to other Slavic languages for which more re-
sources are available. We can take advantage of this fact to automatise and facilitate creation of linguistic
resources necessary for building tools for automatic processing of Macedonian.

In this paper, we build a part-of-speech tagger for Macedonian. Part-of-speech tagging is a crucial
component in a natural language processing pipeline and it is a logical starting point in developing
resources for a new language. To obtain a good performance on this task, one needs a sufficiently large
corpus with manually annotated tags which can then be used to train a tagger. This is exactly the kind
of resource which is often missing (or not easily available) because its development is long, costly and
language specific. The current state of language technology allows us to automatise this process to a
large degree.

We improve a training set for Macedonian part-of-speech tagging by automatic projection of manual
annotation available in other languages. The basis of our method is automatic word alignment, which is
widely used in applications for machine translation.

Automatic word alignment has already been used for improving language resources and tools for part-
of-speech tagging in the context of supervised (Yarowsky et al., 2001) and unsupervised (Snyder et al.,
2008) learning. The success of these techniques strongly depends on the amount of available parallel
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corpora for training models for both word alignment and part-of-speech tagging. It is also strongly influ-
enced by the limitations of automatic word alignment which often produces alignment errors, even if it
is trained on a large parallel corpus. Our approach to obtaining robust word alignment in a small corpus
available for Macedonian is to use a multiple parallel corpus of similar languages. Lexical similarity be-
tween the languages is expected to make word alignment easier than for unrelated languages. Combining
the information from different languages is expected to cancel out wrong alignments.

2 The Challenge of Developing Resources for Macedonian

Macedonian is an Indo-European language of the Slavic branch. It has around 1.7 million speakers.1

It is one of the youngest Slavic standard languages, with most of its codification done after the formal
declaration of Macedonian as the official language of the Yugoslav Republic of Macedonia in 1944
(Friedman, 2001). Its closest relative is Bulgarian, with whose dialects the Macedonian dialects form a
continuum.

2.1 Linguistic Properties

Macedonian belongs to the “Balkan Sprachbund”, a famous group of Balkan languages consisting of
three Slavic languages (Bulgarian, Macedonian, and some dialects of Serbian), one Romance language
(Romanian) and two Indo-European isolates (Greek, Albanian). The members of this group share impor-
tant structural features developed as a result of areal linguistic contact. The “Sprachbund” features can
distinguish the languages belonging to the group from the other languages of the same genetical branch.
For example, the Slavic languages belonging to the group differ from all the other Slavic languages in
that they do not distinguish cases. To express grammatical relations expressed by case in other Slavic
languages, Macedonian and Bulgarian use prepositions (Tomić, 2006). This is an important property in
the context of our project because it influences the choice of the direction of automatic word alignment
across languages, as it will be shortly described in section 3.2. This property also influences our decision
to include in our data set English as the only non-Slavic language (as described in section 2.3).

2.2 Sparse Resources

As far as we know, there is no publicly available part-of-speech tagger for Macedonian at the moment
of writing. There are references to morphological resources developed using the NOOJ environment
(Ivanovska-Naskova, 2006; Silberstein, 2003). Also, some work on automatic morphological analy-
sis of Macedonian was done in the context of developing an open-source machine translation system
(Rangelov, 2011; Peradin and Tyers, 2012).

Most importantly for the current project, a morphologically annotated Macedonian translation of Or-
well’s 1984 was made available as part of the MULTEXT-East resources (Erjavec, 2012). The annotation
in this corpus, however, is incomplete. The main problem is that tokens are assigned all potential part-of-
speech tags without disambiguation. Multiple potential tags are assigned to 44,387 tokens, which makes
39% of the whole corpus. Another important problem is missing annotation. There are 4,810 tokens
(around 4%) for which there is no annotation at all. The proportion of 43% tokens which lack the crucial
information makes this corpus inadequate for training processing tools. To obtain an adequate training
set for Macedonian from this corpus, we add the missing information from other languages available in
the MULTEXT-East resources with more complete annotation.

2.3 The Overview of our Approach

We take parallel texts for Macedonian (MK), Bulgarian (BG), Czech (CZ), Slovene (SL), Serbian (SR)
and English (EN) from the MULTEXT-East corpus (see section 3.1). We select Bulgarian, Czech,
Slovene and Serbian as languages closely related to Macedonian. Since these languages are related,
they have similar lexicon, grammar and word order. As a result, it can be expected that many words
in a parallel text can be aligned as a one-to-one relation, with less cross-linguistic transformations and
reordering than in the case of distant languages. In addition to the Slavic languages we also include

1https://www.ethnologue.com/language/mkd, 17.04.2014
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English because of the fact that Macedonian differs from other Slavic languages (except Bulgarian) in
the use of cases. As mentioned above, Macedonian uses analytic prepositional phrases instead of Slavic
cases, which makes it closer to languages such as English in this respect.

For each of the five selected languages, manually disambiguated part-of-speech tags are available as
part of the MULTEXT-East resources. Moreover, the annotation in different languages can be automati-
cally aligned since the MULTEXT-East corpus consists of translations of the novel “1984” into different
languages. All the texts are manually aligned at the level of sentence. Given the sentence alignment, we
automatically align Macedonian with the selected languages. We then use word alignments to transfer
automatically the annotation found in the other languages to Macedonian. As a next step, we put together
all the tags from all the languages, including the available Macedonian tags. This results in a set of part-
of-speech candidates for each Macedonian token. We choose the best candidate by a majority vote: the
most frequent tag in the set of candidates is chosen as the correct tag. This step relies on the intuition that
tags which end up in the candidate set by mistake will not be frequent because their distribution does not
depend on the token for which they are candidates. On the other hand, the tags which are truly related to
the token in question should be frequent in the set.

The five languages included in the study are not equally close to Macedonian. In addition to the most
related languages (Bulgarian and Serbian), we include the data from other Slavic languages (Czech and
Slovene) and English to deal with the noise caused by potentially wrong word alignments. We expect that
a correct word alignment is more likely to be found in an increased data set. On the other hand, including
more languages is not expected to introduce more noise. If word alignments with other languages are
wrong, they are not expected to result in repeated tags in the tag candidate set.

Although the general idea is rather intuitive and straightforward, actual realisation of the plan proved
technically not trivial. The main difficulty lies in combining word alignment with the original annotation
and in cross-linguistic mapping of the manual annotation.

To evaluate the results of the cross-linguistic disambiguation, we provide manual disambiguation for
a small section of the Macedonian corpus, which serves as the gold standard. To evaluate how useful
our cross-linguistic tag disambiguation is for automatic tagging, we train a tagger on the automatically
disambiguated corpus and test it on the portion for which we have provided the gold standard annotation.
In the following section, we describe in more detail the decisions taken at each step of our approach.

3 Materials and Methods

As shortly mentioned before, we work with the corpus of the MULTEXT-East resources (Erjavec, 2012),
”Multilingual Text Tools and Corpora for Central and Eastern European Languages”. The corpus con-
tains the novel ”1984” by George Orwell, annotated with part-of-speech tags and further morphosyntac-
tic specifications. It is a parallel corpus available in Macedonian, Bulgarian, Czech, English, Slovene,
Serbian and many more. Furthermore, the parallel texts are manually sentence-aligned. The Macedo-
nian corpus was only added in version 4 in 2010. It consists of 113,158 tokens corresponding to 6,790
sentences.

3.1 Multilingual Morphosyntactic Specifications

Morphosyntactic specifications are assigned manually to each token in the corpus. They are similar and
largely equivalent across the languages included in the resource, but they are not fully consistent.

Each morphosyntactic definition specifies a value for a number of categories. Each definition consists
of a string of characters, where each character specifies the value for one category. These strings can be
rather long for words for which many categories need to be encoded. For example, the tag #Vmia2s------
--e specifies a Macedonian verb form with 15 categories: 1) V for Verb, 2) main as type, 3) indicative as
the verb form, 4) aorist as tense, 5) 2nd person, 6) singular, and 7) perfective (e) as aspect. In between,
there are no specifications (-) for the subcategories 8) gender, 9) voice, and 10) negative, which could be
specified in Macedonian, but have no value in this specific case. Furthermore, there are five subcategories
which are not specified for Macedonian but only for other languages, they are marked with a dash too.
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Detailed descriptions can be found on the web page of the MULTEXT-East resources.2

We notice that the cross-linguistic mapping of the morphosyntactic definitions is more straightforward
towards the left-hand side of the definition than towards the right-hand side. For our purpose we only
consider the first two letters: the main category and its type (in this example Vm). We ignore the infor-
mation concerning the grammatical categories and reduce the morphosyntactic definitions to relatively
coarse part-of-speech tags.

There are 14 main categories (e.g. noun, verb, etc.). Each of these categories can be further specified
for the type, but not necessarily. All the combinations of the first two letters in the corpus give a tag set
which consists of 58 tags.

Even though morphosyntactic definitions are more consistent across languages for the first two than
for the subsequent characters, some variation is found in our tags too. The variations in the subcategories
are due to differences in the languages as well as different annotation strategies.

Table 1 shows the categories with the corresponding subcategory type across the languages we use.
The first and second column of table 1 specify the PoS category to which the types for the six languages
are specified. The possible values for the type of the category in one language are separated by a slash
(/). The dash (-) means that the type is not specified for that language. A missing entry shows that the
whole category is not specified for the language. We can see, for example, that there are three kinds
of adjectives in Macedonian: Af, As, and Ao. There are no types in Bulgarian, while the types in other
languages overlap with Macedonian only partially. The types which are found in other languages, but
not in Macedonian (e.g. Ag and Ap in Slovenian) cannot be transferred to Macedonian.

MK BG CS SL SR EN
N Noun c/p c/p c/p c/p c/p c/p
V Verb m/a/o m/a m/a/o/c m/a m/a/o/c m/a/o/b
A Adjective f/s/o - f/s g/s/p f/s/o f
P Pronoun p/d/i/s/q

r/x/z/g
p/d/i/s/q
r/x/z/g

p/d/i/s q/r/x p/s/d/r/x
g/q/i/z

p/d/i/s/q
r/x/z/g

p/s/q/r x/g/t

R Adverb g/a/v g/a g g/r g/z/a/v m/s
S Adposition p p p - p p/t
C Conjunction c/s c/s c/s c/s c/s c/s
M Number c/o/l/s c/o c/o/m/s c/o/p/s c/o/m/l/s c/o
I Interjection - - - - - -
Y Abbreviation - - n/r - n/r -
X Residual - - - f/t/p - -
Q Particle s/c z/g/c/v/q/o z/q/o/r - c/a/o/r
D Determiner d/i/s/g
T Article

Table 1: Cross-linguistic mapping of part-of-speech tags in our data set.

3.2 Automatic Word Alignment
The MULTEXT-East corpus contains manual sentence alignment for each language pair. We extract the
information about sentence alignment between Macedonian and the five languages included in our study.

Given the sentence alignment, we word align each of the parallel texts using GIZA++ (Och and Ney,
2003). As it is required by the input format for GIZA++, we remove sentence boundaries in the cases
where sentence alignment is not one-to-one. For example, if two English sentences are aligned with one
Macedonian sentence, we remove the boundary between the two English sentences. We then restore
the sentence boundaries in the alignment output so that we can identify the sentences in the original
annotated corpus and retrieve the annotation.

For each pair of languages, word alignment can be performed in two directions. One language is
considered as the source and the other as target. The choice of the alignment direction can have an
important influence on the resulting alignment (Och and Ney, 2003; Samardžić and Merlo, 2010). The
influence of the alignment direction on the results follows from the formal definition of word alignment

2http://nl.ijs.si/ME/, 24.06.2014

79



in the practical implementation. Since alignment is a single-valued function which assigns to each target
language word exactly one source language word, many-to-one alignments are only possible in one
direction: multiple target language words can be aligned with one source language word, but not the
other way around.

The performance of the programs for automatic word alignment is not perfect. To obtain more reliable
alignment, researchers usually take the intersection of both directions as the resulting alignment. This
technique yields very reliable alignments reaching a precision of 98.6%. However, since it allows only
one-to-one alignment, it necessarily leaves a good proportion of words unaligned (recall as low as 52.9%)
(Padó, 2007).

Since our corpus is small, we need to obtain as many word alignments as possible. Thus we do not use
the intersection of both alignments, but we use the full output of one alignment direction. It follows from
the formal definition of alignment that all target words need to be aligned, which necessarily increases
the recall, but potentially at the cost of precision.

To obtain a better precision, we choose the more suitable direction of alignment. Since the many-to-
one mappings are possible only from the target language to the source language, we choose the alignment
direction for each pair of languages so that the target language is the more analytic one. In all Slavic pairs,
Macedonian is the target, due to the fact that it uses analytic prepositional expressions where other Slavic
languages use single words in a particular case. In the pair English-Macedonian, the target language is
English, because its forms are more analytic than in Macedonian.

3.3 Combining Information from All Languages

Given the word alignment, we replace each word of the other languages (OL) which is aligned to a
Macedonian word with its corresponding part-of-speech tag retrieved from the original manually anno-
tated corpus. Table 2 illustrates the resulting data structure. The first column in the table is the sentence
ID, the second the Macedonian word. In the next columns the part-of-speech information is stored: first
the Macedonian tags and then the tags projected from other languages. Language code is given before
“#” and the full morphosyntactic definition found in the language in question after “#”.

As it can be seen in Table 2, none, one, or several tags can be specified for each language. In the
first example, there is exactly one tag for every language. In the second example, the part-of-speech
information in English is missing because there was no alignment between the Macedonian word “со”
and any English word. This is the case for all five other languages in the last example, where the tags are
specified only for Macedonian.3 The third example shows the opposite, with one PoS tag for each other
language, but none for Macedonian.

ID Word MK PoS OL PoS
1.1.1.1 jасен ’clear’ mk#Af bg#AM cs#Af en#Af sl#Ag sr#Af
1.1.1.2 со ’with’ mk#Sp bg#SP cs#Rg en sl#Si sr#Sp
1.1.1.2 Винстон ’Winston’ bg#Np cs#Np en#Np sl#Np sr#Np
2.7.2.3 едно ’one’ mk#C- mk#Rg mk#Mc bg#VM cs#Mc en#Di sl#Ap sr#Vm
1.1.11.2 што ’what’ mk#Pq mk#Pr mk#C- mk#Q- mk#Rg mk#I bg cs en sl sr

Table 2: Macedonian text with PoS tags of aligned words of other languages

3.4 Choosing the Best Candidate

Having collected sets of possible tags for each Macedonian word, the next step is to choose the best tag.
The general idea is to take into consideration all the tags of all languages that are given for one word

and choose the most frequent of them as the correct tag for Macedonian. As the tags do not match
3Note that alignments are not missing in the technical sense in the case of Slavic languages. According to the formal

definition of alignment discussed above, all Macedonian words need to be aligned in the direction that we chose. The fact that
there is no alignment in our data means that the Macedonian word is aligned with the special “NULL” word in other Slavic
languages in this case. This special word is added to each sentence of each source language in the process of alignment, so that
the target language words for which there are no corresponding words in the source language can be aligned too.

80



completely (see section 3.1), the chosen tag has to be checked for validity. In other words, we check if
the most frequent tag is a valid tag for Macedonian according to the MULTEXT-East specifications.

For the task of choosing the best tag, we define a set of if-then rules. We apply an outer structure
of three if/else statements checking how many tags are given for Macedonian: one, zero or several. If
exactly one tag is given, we choose it as the best candidate. The latter two cases include further checks
taking into account the number of specified tags of the other languages (zero or several) as well as the
number of most frequent tags (the maximum). The former check is necessary because of the cases where
there are zero tags in Macedonian. If there are no tags in other languages either, we have to assign
a “dummy tag”. The dummy tag is the most frequently occurring tag in the original annotation for
Macedonian. This is the Nc (common noun) tag in our case. The latter check, the number of maxima, is
done because more than one tag could have the same frequency. In cases where the competition between
the tags remains unresolved because of no matchings and/or sparse data, we reduce the tag to make it
less specific. We ignore the type, that is, the second letter of the tag, which leaves us with only the
category. Even this approach does not solve all the decision problems. If this is the case we have two
procedures: if there is no tag information coming from any language, we assign a “dummy tag”. In the
second case, where we can not decide but we do have some information in Macedonian, we randomly
choose one of the given Macedonian tags. The cases in which we had to apply some additional heuristics
(comparing reduced tags, random choice and dummy tag) because there was not one single most frequent
tag constitute around 10%. The decision process for choosing the best candidate is given in more detail
in the pseudocode “Algorithm 1”.

Consider, for example, the fourth entry in Table 2, “едно”. There are three tags for Macedonian,
which means it satisfies the third condition of the outer if/else structure (more than 1 MK PoS tag). Next,
the most frequent tag considering all the given PoS tags of all the languages is searched. As described in
Section 3.1, we only take into account the first two letters (category and type) of a given morphosyntactic
definition. In this case, we have the following tags with the corresponding frequencies: (MC : 2), (VM
: 2), (C : 1), (AP : 1), (DI : 1), (RG : 1). Looking for the maximum, we find two tags with the same
frequency (2): MC and VM. Because there is more than one maximum, we check for each of the two
tags if they are identical to one of the Macedonian tags. In this case, the test is true for MC (cardinal
numeral). This is one of the maxima and one of the Macedonian tags, therefore the winner.

3.5 Training a Tagger

To asses whether disambiguating part-of-speech tags as described in the previous sections is useful for
training a statistical part-of-speech tagger, we divide our data set into a training and test portion. We train
a tagger on the training portion of the disambiguated corpus and we measure its performance on the test
set. We use the BTagger (Gesmundo and Samardzic, 2012), since it has good generalisation capacities,
which makes it suitable for small data sets. Furthermore, it does not need any manually constructed
morphological dictionaries and it can be used for any language.

4 Evaluation

To evaluate both our disambiguation method and the performance of the tagger on the disambiguated
corpus, we chose an arbitrary sample section of the corpus as the test set. The sample included 9,954
tokens (around 10% of the whole corpus), out of which 616 were missing annotation, and 3,231 were not
disambiguated. We manually add the missing tags and disambiguate the ambiguous ones. In this way,
we obtain the gold standard for the evaluation.

4.1 The baseline

We compare both, the success of our cross-linguistic disambiguation and the performance of the tagger
with a baseline. To define the baseline, we use a simple heuristic which allows us to disambiguate
Macedonian tags without cross-linguistic information: we take the first tag in the list as the correct one.
In the case of missing tags, we add NC (common noun), which is the most frequent tag in the corpus.
We run the tagger on the corpus disambiguated in this way, which gives us the baseline performance.
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Algorithm 1 Find the best PoS-tag for an MK word given MK, BG, CS, EN, SL and SR tags
1: if number of MK-PoS-tags = 1 then
2: result← this MK-PoS-tag
3: else if number of MK-PoS-tags = 0 then
4:

5: if number of OL-PoS-tags = 0 then
6: result← dummy-tag
7: else if number of OL-PoS-tags > 0 then
8:

9: if 1 maximum then
10: result← maximum (→ to be checked whether it is a valid MK-tag)
11: else if >1 maximum then
12: result← dummy-tag
13: end if
14: end if
15: else if number of MK-PoS-tags > 1 then
16:

17: if 1 maximum then
18:

19: if maximum = one of MK-PoS-tags then
20: result← maximum
21: else if reduced PoS-tag = one of MK-PoS-tags then
22: result←MK-PoS-tag with the same category like the maximum
23: else if maximum not in MK-PoS-tags then
24: result← random choice of available MK-PoS-tags
25: end if
26: else if > 1 maximum then
27:

28: for candidate in maxima do
29:

30: if candidate = one of MK-PoS-tags then
31: result← candidate
32: else if candidate not one of MK-PoS-tags then
33: reduce candidate to 1 letter
34: if reduced candidate = one of reduced MK-PoS-tags then
35: result← not-reduced MK-PoS-tags
36: else
37: result← random choice of available MK-PoS-tags
38: end if
39: end if
40: end for
41: else if number of OL-PoS-tags = 0 then
42: result← random choice of available MK-PoS-tags
43: end if
44: end if
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4.2 Results and Discussion
Table 3 shows the accuracy of cross-linguistic disambiguation and tagging in comparison with the base-
line. The second column shows the agreement between manual disambiguation (the gold standard) and
automatic disambiguation in the two settings.

We can see that our simple heuristics alone provide some correct disambiguation. Roughly half of
the 43% of tags which are potentially wrong in the original corpus (because they are not disambiguated
or because they miss annotation) are correctly disambiguated by the baseline heuristics. This gives the
baseline disambiguation accuracy of 78%. Adding the information from other languages improves the
accuracy of automatic disambiguation to 87%.

Accuracy (%) Disambiguation BTagger
All 77

Baseline 78 Known 76
Unknown 77

Cross-linguistic All 88
Majority Vote 87 Known 88

Unknown 91

Table 3: The accuracy of disambiguation and tagging compared with the gold standard.

When trained on the corpus disambiguated in the baseline setting, the tagger’s accuracy is 77%, while
its accuracy is improved to 88% when it is trained on the corpus disambiguated using our cross-linguistic
majority vote.

It is important to note that the tagger’s performance improves more than the disambiguation accuracy
compared to the baseline (77% to 88% vs. 78% to 87%). The tagger outperforms the direct disambigua-
tion in the cross-linguistic setting. This means that eliminating wrong tags from the training set allows
the tagger not only to learn better correct tags, but also to come up with generalisations and provide a
more robust output. Although it assigns learned wrong tags to the words seen in the training set (accu-
racy on known words 88%), it uses the learned generalisations to predict more correct tags on the words
unseen in the training set (accuracy on unknown words 91%).

5 Conclusion

We have presented a method for improving resources in a new language using the existing resources
in similar languages and state-of-the art language technology. We evaluated our method as applied
to Macedonian, a low-resource Slavic language, closely related to other Slavic languages with more
available resources.

By cross-linguistic annotation projection, we improved the existing annotation, assigning the correct
tag to two thirds of potentially wrong part-of-speech tags in the original corpus. The performance of a
tagger trained on the disambiguated corpus reaches 88% accuracy. This is not a satisfying performance in
itself, but this tagger is the first trained and evaluated tool for Macedonian. Another important outcome of
our experiments is the fact that an improved training set allows a tagger to develop crucial generalisations
and to provide a more robust output. This finding can be useful for further improvement of the resources
not only in Macedonian, but in other low-resource languages too.

The presented approach to improving annotated language resources across languages is entirely
automatic. It can be applied to any other language in similar circumstances. Instead of repeating the
same kind of costly, time-consuming manual work in each new language, our approach makes use of
available annotations by transferring them automatically from one language to another.
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Abstract

Swiss German is a dialect continuum whose dialects are very different from Standard German,
the official language of the German part of Switzerland. However, dealing with Swiss German in
natural language processing, usually the detour through Standard German is taken. As writing in
Swiss German has become more and more popular in recent years, we would like to provide data
to serve as a stepping stone to automatically process the dialects. We compiled NOAH’s Corpus
of Swiss German Dialects consisting of various text genres, manually annotated with Part-of-
Speech tags. Furthermore, we applied this corpus as training set to a statistical Part-of-Speech
tagger and achieved an accuracy of 90.62%.

1 Introduction

Swiss German is not an official language of Switzerland, rather it includes dialects of Standard German,
which is one of the four official languages. However, it is different from Standard German in terms of
phonetics, lexicon, morphology and syntax. Swiss German is not dividable into a few dialects, in fact it is
a dialect continuum with a huge variety. Swiss German is not only a spoken dialect but increasingly used
in written form, especially in less formal text types. Often, Swiss German speakers write text messages,
emails and blogs in Swiss German. However, in recent years it has become more and more popular and
authors are publishing in their own dialect. Nonetheless, there is neither a writing standard nor an official
orthography, which increases the variations dramatically due to the fact that people write as they please
with their own style.

So far, there are almost no natural language processing (NLP) tools for Swiss German (Scherrer and
Owen, 2010). Considering the fact that the major part of communication between Swiss people of the
German part is in dialect, we would like to start building NLP tools for Swiss German dialects.

Furthermore, it is an attempt to deal with dialect varieties directly instead of taking the detour through
the standard of a language. Speakers of various dialects increasingly communicate through social media
in their own varieties. These interactions are relatively easily accessible and could be used as a source
of data. However, there is a lack of natural language processing tools for dialects, which need to be
developed first in order to process these data automatically.

We start with training a model for a Swiss German Part-of-Speech tagger, which is one of the first steps
dealing with the automatic processing of natural language. Based on a part-of-speech tagged corpus, fur-
ther processes like semantical analysis, syntactical parsing or even applications like machine translation
can be conducted.

In order to train a PoS tagger we need a corpus annotated with parts-of-speech. As such data does not
exist yet, we compiled NOAH’s Corpus of Swiss German Dialects containing Swiss German texts of dif-
ferent genres, and annotated it manually. This is an iterative process alternating between running/training
a PoS tagger and manually annotating/correcting the output. The corpus we present in this paper consists
of 73,616 manually annotated tokens covering many dialect variations of the German-speaking part of
Switzerland.

This work is licenced under a Creative Commons Attribution 4.0 International License. Page numbers and proceedings footer
are added by the organizers. License details: http://creativecommons.org/licenses/by/4.0/
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In the next section, we will mention some related work before we will have a closer look at the Swiss
German dialects and its differences to Standard German in section 3. In section 4 we introduce our
corpus including the adapted tagset before we present the application of our corpus to the Part-of-Speech
tagging task in section 5.

2 Related Work

Most natural language processing applications focus on standardised, written language varieties, but
from a methodological as well as a practical point of view, it is interesting to develop NLP methods for
variational linguistics. Even though there are no other resources of this size and no studies on PoS tagging
for written Swiss German, there have been a few approaches which share some common aspects with our
work. While there are some corpora of spoken texts, such as the Archimob project (Dejung et al., 1999)
which comprises transcribed interviews, it is difficult to find resources to build a written Swiss German
corpus. One of the rare written resources is the sms4science project (Dürscheid and Stark, 2011), a
collection of text messages in all official languages of Switzerland as well as Swiss German dialects.

Concerning Part-of-Speech tagging for non-standard dialects, there are some approaches addressing
linguistic varieties in historical texts, Hinrichs and Zastrow (2012) and Rayson et al. (2007) for German
and English respectively. Furthermore, Diab (2009), Habash and Rambow (2009) and Duh and Kirchhoff
(2005) worked on PoS tagging for Arabic dialects. The latter developed a minimally supervised PoS
tagger for an Egyptian Arabic dialect, which does not have a standard orthography either, without using
any dialect-specific tools.

As far as Swiss German NLP goes, there are approaches to dialect identification (Scherrer and Owen,
2010), dialect machine translation (Scherrer, 2012) and morphology generation (Scherrer, 2013).

3 Swiss German

Swiss German belongs to the Alemannic group of dialects, a branch of the Germanic language family.
This group can be split into three linguistic divisions; Low, High and Highest Alemannic, each of which
contains a few regions of Switzerland. There is no strict border between the Swiss German dialects and
the other Alemannic dialects, rather it is referred to as a dialect continuum. Unlike the continuum among
Swiss German dialects, there is a strict separation between Swiss German and Standard German. When
it comes to the dialects of Swiss German, one can find the concept of diglossia. Diglossia is defined
as a situation in which two languages (or two varieties of the same language) are used under different
conditions within a language community. In the case of the German language, Standard German is used
in Switzerland nearly exclusively in written context while Swiss German is in daily use, mostly in spoken
form but also in informal written contexts (Siebenhaar and Wyler, 1997). However, this distinction is
becoming more and more blurred. Schools are one of a few environments where Standard German
is expected to be used in spoken language. Unlike the situation in other languages, it is standard in
Switzerland to use dialect even in formal situations. In Swiss media, both TV and radio, Swiss German
is well represented and commonly used.

With the introduction of emails, text messages, blogs and chats, Swiss German is taking over more
and more space in written contexts. Nowadays, especially for the younger generations, it is completely
normal to write in Swiss German. However, it is not limited to the private communication. In fact, it
is even becoming a cult status to write and publish in Swiss German. Many authors, among them for
example Lenz (2013), Schobinger (2014) and Kaiser (2012) write books in their dialect, and newspaper
agencies publish newspapers in Swiss German, e.g. Blick am Abend (Ringier AG, 2013, 2014). Even the
Swiss company Swatch has published their annual report 2012 in addition to Standard German, French
and English also Swiss German (The Swatch Group AG, 2012). This hype does not seem to cease, in
the contrary. Speaking a certain dialect is part of the identification. Swiss are proud of their dialect,
which makes it possible to identify their home region if they move to another canton. Despite the big
differences, speakers of various dialects usually understand each other, except a few German varieties of
the canton Valais which others usually have troubles understanding (Keller, 1961).
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3.1 Differences to Standard German

Swiss German differs from Standard German in many aspects such as phonetics, lexicon, morphology
and syntax. One of the most significant differences is the vocabulary, which even introduces a new word
class not in use in Standard German (see section 4.2). In Swiss German, the Standard German words
are sometimes used in a different manner. For instance, in some cases the genus may change: the word
Radio (radio) as a masculine word (in Swiss German) instead of neutral (in Standard German). However,
there are not merely differences between Swiss and Standard German, but also between the different
dialectal regions. Scherrer (2011) differs between variations which apply for the whole Swiss German
speaking area and differences which appear only in certain dialects and not outside of Allemanic dialects.
The differences between the dialects are partly due to the influence from other languages. For instance
dialects closer to the French speaking part of Switzerland use different grammatical constructions than
Eastern Swiss dialects. In this section we describe some examples of disparities between the Swiss
German dialects and Standard German.

In Swiss German there is no preterite tense (“Präteritum”) and the pluperfect (“Plusquamperfekt”)
is used extremely rarely. Both of them are expressed using the present perfect (“Perfekt”) or rather a
duplication of it (for an example see table 1). Another difference exists with regards to verb tenses
and the use of the auxiliary verbs sein (to be) and haben (to have). For instance, if you are cold, in
Switzerland you would say Ich ha chalt., where ha is the first person singular of “to have”. However, to
express yourself in this situation in Standard German, the auxilary verb “to be” is used: Mir ist kalt.

Furthermore, there is more freedom in the order of words of a sentence, especially concerning verbs
(for an example see table 1) as well as more possibilities to correctly arrange phrases. The overt specifi-
cation of the subject is another difference. In Swiss German the subject can be dropped in many cases,
the information about the person is then usually given in the conjugation of the verb. In the question
Chunnsch au? (Swiss German) vs. Kommst du auch? (Standard German) (Are you coming too?), the
subject du is not explicitly expressed in the Swiss German version but only in the second person singular
conjugation of the verb.

Regarding nouns, the four cases of Standard German (nominative, accusative, dative and genitive) are
not all in use in the dialects (Siebenhaar and Voegeli, 1997). Swiss German speakers generally neither
speak nor write in the genitive case, apart from a few exceptions e.g. in the dialect of the canton Valais.
The genitive is replaced by a possessive dative or a phrase using prepositions. This means, in order to
express the German phrase die Ohren des Hasen (the bunny’s ears), either the possessive dative am Haas
sini Ohrä or a preposition d Ohrä vom Haas (where vom is a fusion of an preposition von and an article
dem) is used. Moreover, nominative and accusative forms only differ in personal pronouns, whereas the
dative case, if used, is marked with its own determiner and endings for adjectives and nouns.

There are many phenomena, which are treated differently not only in regards to Standard German
but also in different dialects. First of all, the lexicon varies a lot. The variations do not only include
different pronunciation but also completely different words. For instance in some regions of Switzerland,
the Standard German word Butter (butter) is used (even though with a masculine article instead of the
feminine one, which is correct in Standard German). In other regions, however, different words such as
Anke are used instead. Another variation concerns the order of verbs if there is more than one of them in
a sentence. It is often inverted compared to Standard German, but this varies according to the dialect. To
express a final clause with um . . . zu (in order to) for instance, people in eastern Switzerland would use
the concatenation zum. Closer to the French speaking part though, the construction für . . . z is commonly
used, which marks the similarity to the French pour . . . .

The following sentences in table 1 contain examples of both kinds of differences. On the one hand,
there are the Standard German preterite forms liess and hatte, which are expressed in the perfect tense
across dialects: hat . . . (gehen) lassen and hat gehabt. On the other hand, the order of the verbs in the
perfect construction (het gha vs. gha hät) as well as the final clause with um . . . zu differs from dialect to
dialect.

Considering the way people write in Swiss German reveals another characteristic. The aforementioned
lack of a spelling standard causes variations not only between different authors but also within texts of
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Dialect around Bern Si het ne la ga, wü er ne gnue Gäud het gha, für es Billet z’löse.
Dialect around Zurich Si hät ihn gah lah, wil er nöd gnueg Gäld gha hät, zum es Billet löse.
Standard German Sie liess ihn gehen, weil er nicht genug Geld hatte, um ein Billet zu kaufen.
English She let him go because he did not have enough money to buy a ticket.

Table 1: Differences between dialects and Standard German

the same author. As people write how they speak, they are not consistent and may spell the same word
differently in the same sentence. They are also free to merge any words, which is quite common. Joining
words into compounds is not an unseen phenomena in Standard German either. However, a compound
is a word consisting of more than one stem, which can act as one word with one corresponding part-of-
speech (usually the one of the last part), e.g. Skilift (ski lift). In Swiss German, the process of merging
words rather resembles the phenomena of clitics, i.e. phonologically bound to another word (Loos et al.,
2004). For example gömmer is Swiss German for gehen wir (we go). Gömmer can not be split into
verb and pronoun, as the separate occurrences would be gönd (first person plural of to go) and mir (we).
Thus, such merged words are grammatically different words which, however, are phonologically bound
and can not stand alone. One phonological word (realised as one alphabetic string limited by white
spaces) can even contain the subject, an object and the finite verb of the sentence (see section 4.2 for an
example). This means it can not be assigned to one part-of-speech. In section 4.2 we present how we
deal with them in the part-of-speech tagging task.

To strengthen our argumentation for the necessity of a Swiss German PoS tagger we compare our
results of the training with our corpus with the performance of a Standard German tagger. We run the
German model of the most common tagger for Standard German, the TreeTagger (Schmid, 1995), on our
Swiss German test set. The tagger reaches an accuracy of 50.8%, which is significantly lower than the
result after the training with our corpus.

As we have shown in this section, the dialects of Swiss German differ in many aspects from Standard
German. It is not only a different pronounciation or spelling with some variations in the vocabulary.
It also involves syntactic differences and constructions which are ungrammatical when transferred to
German. Therefore we argue against a normalisation of Swiss German as a mapping to Standard German,
a frequently proposed approach dealing with varieties.

4 Corpus Creation

We compiled a Swiss German dialect corpus in order to provide resources to work with Swiss German.
Furthermore, we applied the corpus to the basic natural language processing task of Part-of-Speech
tagging as a first application. Therefore, we specified a tagset for Swiss German and annotated the
corpus according to this tagset.

4.1 NOAH’s Corpus of Swiss German Dialects
We present NOAH’s Corpus of Swiss German Dialects, a unique resource for Swiss German. We com-
piled a Swiss German corpus containing manually annotated part-of-speech tags of 73,616 tokens. As
the first annotated resource for written texts in Swiss German dialects, the goal is to cover various text
genres as well as different dialects from all regions of Switzerland. NOAH’s Corpus is freely available
for research.1

In NOAH’s Corpus, we include articles from the Alemannic Wikipedia (Wikipedia, The Free Encyclo-
pedia, 2011) in five major dialects (Aarau, Basel, Bern, Zurich and the Eastern part of Switzerland) and a
Swiss German special edition of the newspaper “Blick am Abend” (Ringier AG, 2013), which was pub-
lished in 2013. In addition, we added sections of the Swiss German dialect version of the official annual
report of the Swatch company from 2012 (The Swatch Group AG, 2012). Furthermore, we incorporated
extracts of novels from the Swiss author Viktor Schobinger (Viktor Schobinger, 2013) which are written
exclusively in the Zurich dialect. Finally, we also included three blogs from BlogSpot in various dialects
as a web resource. The detailed token quantities for each text source are shown in table 2.

1http://www.cl.uzh.ch/research/downloads.html
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Text source No. of tokens
Alemannic Wikipedia 20,135
Swatch Annual Report 2012 13,386
Novels from Viktor Schobinger 11,165
Newspaper articles 11,259
Blogs 17,671
Total 73,616

Table 2: Corpus composition

Manning (2011) suggests that the largest opportunities for improvement in part-of-speech tagging lies
in improving the tagset and the accuracy of annotation, even though a perfect annotation of words into
discrete lexical categories is not possible because some words do not fall clearly into one category. Thus,
since the consistency of annotations in natural language corpora is of great importance for PoS tagging
performance, we put great emphasis on the manual annotations. After the annotation of the corpus by
native speakers, various consistency checks were conducted. For instance, we checked words with low
probabilities in the tagging model and we also conducted random checks for cases of difficult tags.

4.2 Tagset

As the basic tagset we use the Stuttgart-Tübingen-TagSet (STTS), which is the standard for German
(Schiller et al., 1999). Because of the differences between German and the Swiss German dialects we
additionally introduced the tag PTKINF as well as the adding of a “+”-sign to any PoS tag.

The newly introduced tag PTKINF represents an infinitive particle suggested by Glaser (2003). It
is a commonly used and therefore widely analysed phenomenon for Swiss German dialects with no
corresponding word or construction in German. In Swiss German people say Ich go go poschte. (I’m
going shopping.). The second go corresponds to the finite verb gehen (to go) in the according Standard
German sentence Ich gehe einkaufen. The first go, however, does not exist in the Standard German
version. This particle is probably originally derived from gehen. However, as a particle it exceeds the
use in gehen (Glaser, 2003). This infinitive particle go (derived from gehen; to go) also comes in other
forms like for instance cho (derived from kommen; to come) and afa (probably derived from anfangen;
to begin). In our corpus we found 37 occurrences of this tag.

Furthermore, we introduce special tags for merged words. Since Swiss German does not have official
spelling rules, words can be freely joined. Splitting these words in a pre-processing step would be one
approach to deal with them. However, it is not always clear where to split them and would result in
strange words as the words phonologically assimilate when merged with others (see section 3.1). Also
Manning (2011) suggests that splitting tags seems to be largely a waste of time for the goal of improving
PoS tagging numbers.

Instead of splitting, we identify these merged words by using the corresponding STTS-tag for the first
part and add a plus sign to show that a given word consists of more than one simple word. There are
sequences of words that are commonly joined, but also less common combinations can appear as it de-
pends on the preferences of the writer. A commonly joined sequence is, for instance, VAFIN+PPER,
a personal pronoun attached to a finite auxiliary verb, e.g. hets for German hat es (there is). An ex-
ample for a less commonly joined sequence would be a concatenation of three different parts of speech
VVFIN+PIS+PPER such as bruchtmese for the German words braucht man sie (one uses/needs it). Fig-
ure 3 shows some more examples of the most frequent combinations (e.g. a verb, a conjunction or a
particle followed by a pronoun). We found 1008 occurrences of merged words, which represent 1.37%
of all tokens in the corpus.

The STTS-tagset already contains one tag that is a combination of two, namely the APPRART, con-
sisting of a preposition APPR and an article ART. This is used for words like beim, which is composed of
bei and dem. However, these are “normal” Standard German prepositions. This is not the case with the
word combinations in Swiss German writing habits, where any words of completely different parts-of-
speech can be merged together. Using the approach of simply joining the corresponding part-of-speech
tags of the words like the APPRART-case, we would end up with an infinite tagset. Thus, the approach
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PoS tag Swiss German Standard German English
VAFIN+ isches ist es is it
KOUS+ dasme dass man that one
VMFIN+ chame kann man can one
PTKZU+ zflügä zu fliegen to fly
ADV+ deetobe dort oben up there

Table 3: PoS tags for compound words

of adding a plus sign allows us to have a clearly defined tagset. Another advantage is that it is possible
to identify all the concatenated words easily, looking for PoS tags with a “+”-sign attached. Once the list
of all occurrences is given, the corresponding tags can still be modified according to one’s requirements
for further processing in a text or corpus. Moreover, there is not a huge loss of information due to the
omitted part-of-speech information for the other word part(s). For many combinations it is very clear
which part of speech follows. Coming across a PTKZU+ for example, the only possibility for the second
part is a verb in the infinitive, a fact that can be inferred from the grammar.

5 Evaluation of PoS Tagging

In order to achieve the best results we trained different statistical, open source PoS taggers: TreeTagger
(Schmid, 1995), hunpos tagger (Halácsy et al., 2007), RFTagger (Schmid and Laws, 2008), Wapiti CRF
Tagger (Lavergne et al., 2010), TnT (Trigrams’n’Tags) tagger (Brants, 2000) and BTagger (Gesmundo
and Samardz̆ić, 2012). The BTagger and the TnT tagger reach the best results for our corpus, therefore
we did a more detailed evaluation of the tagging results based on these two taggers.

5.1 Results

We evaluated the performance of the BTagger and the TnT tagger over our corpus with 10-fold cross
validation. The folds we created are non-stratified, i.e. not contiguous sentences. This is because our
corpus consists of diverse kinds of text. If we train the tagger on the whole corpus with diverse kinds
of text and then evaluate only on blogs for instance, we will not get a fair result. Thus, in order to get
balanced test sets, we chose the sentence for the 10 folds randomly. With the whole corpus as training
set, we reach an accuracy of 90.62% with the BTagger and 90.14% with the TnT tagger (see table 4).
Considering the 26.36% unknown tokens in average over all test sets, the accuracy for the unknown
tokens is surprisingly high.

Accuracy BTagger TnT tagger
Unknown tokens 77.99% 72.39%
Known tokens 93.34% 93.26%
Overall 90.62% 90.14%

Table 4: Accuracy of taggers over the whole corpus

As stated in section 4.1, our corpus contains texts from different genres. Therefore we additionally
evaluated the different text genres individually. The results are shown in table 5. The Wikipedia articles
score best with 90.92% accuracy. This is due to the fact that it is the biggest part of the corpus with
20,135 tokens (one third). In addition, the amount of unknown words is not as high as in other texts
because the variety of different words is limited to one topic per article. The literary texts are on the
second place. This corpus part is only half of the size of the Wikipedia articles. However, the texts are all
extracted from the criminal novels of Viktor Schobinger. This means, they are written in one dialect by
one person, which reduces the number of orthographic varieties and thus the number of unknown tokens.
As table 5 shows, the novels have only 16% of unknown tokens, less than all the other parts.

Furthermore, we analysed the relation between the size of the corpus and the accuracy we achieved
(see figure 1). In the case of Swiss German we found that the accuracy increases significantly until
approximately 40,000 tokens. Increasing the size of the corpus beyond this amount of tokens is helpful
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Accuracy Accuracy Accuracy Number of
Text type overall unknown tokens known tokens unknown tokens
Wikipedia articles 90.92% 75.64% 94.60% 22.7%
Literary texts (novels) 89.37% 70.41% 92.89% 16.0%
Annual report 88.82% 76.95% 92.72% 24.7%
Blogs 88.10% 71.69% 91.73% 18.2%
Newspaper articles 87.17% 71.19% 93.15% 27.4%

Table 5: Results for the different text genres with the BTagger

to cover a larger amount of orthographic varieties and reducing the number of unknown words, but does
not considerably improve the accuracy of known tokens.

Another fact that stands out in figure 1 is the difference of the tagger performances for a training set
of 10,000 tokens. This is due to the fact that that the BTagger makes use of context information and
thus emphasises the transition probability by learning sequences of tags. Therefore, not a huge amount
of data is needed to get a comparably good performance (Gesmundo and Samardz̆ić, 2012). The TnT
tagger, on the other hand, emphasises the emission probability and does not generalise as well.

Figure 1: Relation between PoS tagging accuracy and corpus size for the TnT tagger (grey line) and the
slightly better results from the BTagger (black line).

In section 3.1, discussing the differences between Standard German and Swiss German, we argue
that Standard German tools are not capable of dealing with Swiss German dialects. As an additional
experiment we extend our Swiss German corpus with a Standard German corpus to see if the addition of
information of Standard German data improves the result. We combined our Swiss German corpus with
the TüBa-D/Z German Treebank (Telljohann et al., 2006), which contains more than 1,300,000 tokens.
The results on a 10-fold cross validation reached an accuracy of 87.6% which is lower than the results
for the Swiss German corpus by itself. This implies that the addition of Standard German training data
to our Swiss German corpus is not helpful for the training of a Swiss German PoS tagger.
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5.2 Error Analysis

The most frequent errors were the confusion of nouns (NN) and proper names (NE), which represent
ca. 15% of all errors. This is also a common problem for Standard German due to the capitalisation of
nouns. The different kinds of adjectives and the adverbs as well as various types of verbs are also often
mistaken, but these are confusions inside one part-of-speech category. Furthermore, there are many
mistakes between articles and some types of pronouns, especially personal and demonstrative. However,
this is not surprising as they often have the same form. For example the German indefinite article ein is
often realised as es in Swiss German, the definite article das as s. The Swiss German es also stands for
the German neutral personal pronoun es if it is not abbreviated to s. This issue is exemplified in table 6.

PoS tag Swiss German example Standard German English
ART (definite) es Buech ein Buch a book
ART (indefinite) s Buech das Buch the book
PPER Es isch rot. Es ist rot. It is red.
PPER S rägnet. Es regnet. It is raining.

Table 6: Example of the same types with different PoS tags and meanings

5.3 Discussion & Future Work

We achieved reasonable PoS tagging results for the Swiss German dialects considering the low amount
of available resources. As stated in section 3, we are dealing with a dialect continuum missing an orthog-
raphy standard. We neither select one specific dialect (or region) of Switzerland nor do we normalise the
data in any way. Thus, our data contains a high amount of hapax legomena, i.e. words which only appear
once. This fact explains the considerably lower accuracy for unknown tokens compared to taggers for
standardised languages. Furthermore, we include different sources and different text genres in one cor-
pus, which does not simplify the work for a statistical PoS tagger. Thus, it is conceivable that accuracy
improvements may be achieved by concentrating on one particular dialect.

In future work we will enlarge NOAH’s Corpus of Swiss German Dialects by including more texts
per dialect in order to reduce the number of unknown tokens. Another approach we are pursuing is
to develop a procedure based on lexical distance measures and syntactical patterns in order to map the
different orthographic version of a token, so that the tagger can benefit from these mappings. This
procedure may also serve as a starting point towards the lemmatisation of Swiss German texts.

The goal of improving Part-of-Speech tagging for Swiss German as well as extending the corpus is to
enable and facilitate the development of further NLP tasks, such as dependency parsing, opinion mining
or deeper dialectology studies.

6 Conclusion

We have presented our work on compiling a corpus of Swiss German dialects and its application to the
training of a Part-of-Speech tagger. As a first resource, our corpus is a stepping stone for natural language
processing for the Swiss German dialect area. Training the BTagger on our corpus results in an accuracy
of 90.62%. With little post processing effort on the tagger output, a PoS-annotated corpus for Swiss
German can be obtained and thus resources extended.

NOAH’s Corpus of Swiss German Dialects contains 73,616 tokens from texts of different genres in
different dialects, manually annotated with PoS tags. We are happy to share it with interested parties.
The corpus including the PoS tags can be downloaded in XML format.
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Abstract

The sociolinguistic situation in Arabic countries is characterized by diglossia (Ferguson, 1959) :
whereas one variant Modern Standard Arabic (MSA) is highly codified and mainly used for writ-
ten communication, other variants coexist in regular everyday’s situations (dialects). Similarly,
while a number of resources and tools exist for MSA (lexica, annotated corpora, taggers, parsers
. . . ), very few are available for the development of dialectal Natural Language Processing tools.
Taking advantage of the closeness of MSA and its dialects, one way to solve the problem of the
lack of resources for dialects consists in exploiting available MSA resources and NLP tools in
order to adapt them to process dialects. This paper adopts this general framework: we propose a
method to build a lexicon of deverbal nouns for Tunisian (TUN) using MSA tools and resources
as starting material.

1 Introduction

The Arabic language presents both a standard written form and a number of spoken variants (dialects).
While dialects differ from one country to another, sometimes even within the same country, the written
variety (Modern Standard Arabic, MSA), is the same for all the Arabic countries. Similarly, MSA is
highly codified, and used mainly for written communication and formal spoken situations (news, political
debates). Spoken varieties are used in informal daily discussions and in informal written communication
on the web (social networks, blogs and forums). Such unstandardized varieties differ from MSA with
respect to phonology, morphology, syntax and the lexicon. Linguistic resources (lexica, corpora) and
natural language processing (NLP) tools for such dialects (parsers) are very rare.

Different approaches are discussed in the litterature to cope with Arabic dialects processing. A gen-
eral solution is to build specific resources and tools. For example, (Maamouri et al., 2004) created a
Levantine annotated corpus (oral transcriptions) for speech recognition research. (Habash et al., 2005;
Habash and Rambow, 2006) proposed a system including a morphological analyzer and a generator for
Arabic dialects (MAGEAD) used for MSA and Levantine Arabic. (Habash et al., 2012) also built a
morphological analyzer for Egyptian Arabic that extends an existing resource, the Egyptian Colloquial
Arabic Lexicon. Other approaches take advantage of the special relation (closeness) that exists betweeen
MSA and dialects in order to adapt MSA resources and tools to dialects. To name a few, (Chiang et
al., 2006) used MSA treebanks to parse Levantine Arabic. (Sawaf, 2010) presented a translation system
for handling dialectal Arabic, using an algorithm to normalize spontaneous and dialectal Arabic into
MSA. (Salloum and Habash, 2013) developped a translation system pivoting through MSA from some
Arabic dialects (Levantine, Egyptian, Iraqi, and Gulf Arabic) to English. (Hamdi et al., 2013) proposed
a translation system between Tunisian (TUN) and MSA verbs using an analyser and a generator for both
variants.

Yet if the first kind of approach is more linguistically accurate because it takes into account specificities
of each dialect, building resources from scratch is costly and extremely time consuming. In this paper
we will thus adopt the second approach: we will present a method to automatically build a lexicon for
Tunisian deverbal nouns by exploiting available MSA resources as well as an existing MSA-TUN lexicon

This work is licenced under a Creative Commons Attribution 4.0 International License. Page numbers and proceedings footer
are added by the organizers. License details: http://creativecommons.org/licenses/by/4.0/
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for verbs (Boujelbane et al., 2013). We will use a root lexicon to generate possible deverbal nouns which
will be later filtered through a large MSA lexicon.

This work is part of a larger project that aims at ’translating’ TUN to an approximative form of MSA
in order to use MSA NLP tools on the output of this translation process. The final lexicon for TUN
deverbal nouns will be integrated into a morphological and syntactic parser for TUN.

The paper is organized as follows: in section 2 we describe and compare some morphological aspects
of MSA and TUN, focusing on derivation. We then discuss in section 3 our approach to build a TUN lex-
icon for deverbal nouns from an existing MSA-TUN resource for verbs. Section 4 presents an evaluation
of the results obtained and section 5 proposes some solutions to increase the coverage of the lexicon.

2 Arabic Morphology

Arabic words are built following two kinds of morphological operations: templatic and affixational.
Functionally, both operations are used inflectionally or derivationally (Habash, 2010). In templatic mor-
phology, a root and a pattern combine to form a word stem. A root is a sequence of three, four or five
letters that defines an abstract notion while a pattern is a vocalized template which marks where the root
radicals are inserted. To give an example, by combining the root h �H 	̄ f t H1 with the verbal patterns

1a2a3 and ta1a22a3, two verbs are generated : (1) i�J 	̄ fataH ’to open’ and (2) i�J 	®�K tafattaH ’to bloom’.
Derivation consists in replacing each digit of the pattern by the corresponding letter in the root.

Arabic verbs have ten basic triliteral patterns, which are conventionally noted with the Latin numbers
I, . . . , X. and two basic quadriliteral patterns (XI, XII) (Habash, 2010). A verb is the combination of a
root and a pattern.

Many deverbal nouns can be derived from verbs. Nine kind of deverbal nouns (1, 2, 3 ... 9) are defined
in Arabic (Al-Ghulayaini, 2010), each of them corresponds to a semantic relationship between the verb
and the deverbal noun (see table 1).

1 É«A 	®Ë @ Õæ� @ active participle

2 Èñª 	®ÖÏ @ Õæ� @ passive participle

3 PY�Ó infinitive form
4 	àA¾ÖÏ @ Õæ� @ noun of place

5 	àAÓ 	QË @ Õæ� @ noun of time

6 �éË
�
B@ Õæ� @ noun of instrument

7 �éîD. ��Ó �é 	®� analogous adjective
8 ÉJ
 	� 	®�JË @ Õæ� @ comparative adjective

9 �é 	ªËAJ. ÖÏ @ �é 	ªJ
� exaggerate form

Table 1: Arabic deverbal nouns

From the verbs (1) i�J 	̄ fataH ’to open’ and (2) i�J 	®�K tafattaH ’to bloom’, many deverbal nouns can be

derived, such as, l��'A 	̄ fAtiH ’opener’, hñ�J 	®Ó maftuwH ’opened’ from (1), and i��J 	®�JÓ mutfattiH ’bloom-

ing’, i��J 	®�JÓ mutfattaH ’blown’ from (2). These deverbal nouns represent the active and the passive
participles of these verbs. They are derived from the same root as the verb, using deverbal patterns
which depend on the verbal pattern. Table 2 shows TUN and MSA patterns of the active and the passive
participles for the first three verbal patterns.

Table 2 is just a sample of a larger table of deverbal nouns (henceforth called TUN-MSA deverbal
table) that defines for every verbal pattern all deverbals which are derived from it in MSA and TUN.

1Arabic orthographic transliteration is presented in the Habash-Soudi-Buckwalter HSB scheme (Habash et al., 2007): (in
alphabetical order)

@ H. �H �H h. h p X 	X P 	P � �� � 	�   	  ¨ 	̈ 	¬ �� ¼ È Ð 	à è ð ø

A b t θ j H x d ð r z s š S D T Ď ς γ f q k l m n h w y

and the additional letters: ’ Z, Â

@, Ǎ @, Ā

�
@, ŵ ð', ŷ Zø', h̄ �è, ý ø.
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Verbal pattern Deverbal noun MSA patterns TUN patterns
I 1 1A2i3 1A2i3, 1A2a3

2 ma12uw3 ma12uw3
II 1 mu1a22i3 m1a22i3, m1a22a3

2 mu1a22a3 m1a22a3, mit1a22i3
III 1 mu1A2i3 mfA2i3, m1A2a3

2 mu1A2a3 mfA2a3, mit1A2a3

Table 2: TUN-MSA Deverbal Table

This table has been created by a Tunisian native speaker. Unlike MSA, which defines a unique pattern
for each participle with all verbal patterns, table 2 shows that TUN has often more than one pattern for
participles. However, for some other cases, such as the infinitive forms and nouns of instruments, MSA
defines several nominal patterns. The choice of the nominal pattern depends on the verbal pattern.

The Arabic nominal derivation system is not systematic and depends on the meaning of the verbs.
In fact, for semantic reasons, most Arabic verbs cannot derive all deverbal nouns. The verb i�J 	̄ fataH

’open’, for example, cannot produce the noun of place and time. However, i�J 	̄ fataH derives the active

and the passive participles l��'A 	̄ fAtiH ’opener’ and hñ�J 	®Ó maftuwH ’opened’, the noun of instrument

hA�J 	®Ó miftAH ’key’ and an exaggerate form hA�J 	̄ fattAH ’conqueror’...

3 Overview of the Method

Our method consists in generating TUN and MSA pairs of deverbal nouns simultaneously: in a first step,
we use the TUN-MSA deverbal table and an existing MSA-TUN dictionary of verbs in order to generate
candidate pairs of deverbal nouns (NOUNMSA, NOUNTUN ). These candidates are then filtered on the
MSA side using an available MSA resource.

3.1 Generating pairs of deverbal nouns
As shown in the TUN-MSA deverbal table (Table 2), every verbal pattern in MSA produces several
patterns of deverbal nouns (i.e., pattern IX2 yields for example the infinitive form Ai12i3A3). The same
applies to TUN (i.e., pattern IX yields the infinitive form 12uw3iyy). A total of 54 MSA and 52 TUN
nominal patterns were defined. To generate deverbal lexicon we have used an existing TUN-MSA lexicon
(Boujelbane et al., 2013) of 1500 verbs composed of pairs of the form (PMSA, PTUN ) where PMSA and
PTUN are themselves pairs made of a root and a verbal pattern. The TUN side contains 920 distinct pairs
and the MSA side 1,478 distinct pairs. This difference shows that MSA is lexically richer than TUN. For
every pair (a pattern and a root) we combined the root with all the nominal patterns corresponding to the
verbal pattern on both sides (MSA and TUN) as shown in figure 1.

VERB PAT. DEV. NOUN MSA PAT. TUN PAT.

MSA TUN MSA TUN

INPUT:

VERBAL LEXICON

OUTPUT:

DEVERBAL NOUNS LEXICON

Figure 1: Generating TUN-MSA pairs of deverbal nouns using verbs

At this point, about twenty morphological and orthographic rules manually predefined are applied on
the generated form in order to produce a lemma. For instance, the second root radical /y/ and /w/ changes
to /ŷ/ for MSA active participle, while the second root radical /w/ changes to /y/ in the TUN side. Another

2The MSA and TUN IX patterns are respectively Ai12a33 and 12A3
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rule which is common for MSA and TUN requires that the /t/ of the verbal pattern Ai1ta2a3 (VIII) and
all nominal forms which derive from it, change to a /T/ if the first letter on the radical is /S/, /T/, /D/ or
/Z/ : e.g. masdar H. @Q�� 	�@ AiDtirAb becomes H. @Q¢ 	�@ AiDTirAb ’trouble’.

Following this step, a lexicon of 137, 199 nominal entries (NounMSA, NounTUN ) was obtained.

3.2 Filtering
As it was expected, the generation method described above overgenerates: it can produce correct pairs
as well as wrong pairs. Four cases have been identified:

1. Both TUN and MSA nouns are correct

2. TUN noun is wrong and MSA noun is correct

3. MSA noun is wrong and TUN noun is correct

4. Both forms are wrong

To give an example from the verbal lexicon entry (i�J 	̄ ,
�

Ég) (fataHMSA, HallTUN ) ’to open’, we
can generate these four situations :

1. passive participle : (hñ�J 	®Ó, ÈñÊm×) (maftuwHMSA, maHluwlTUN ) ’opened’, both words are cor-
rect.

2. exaggerate form : (hA��J 	̄ , ÈC
�
g) (fattAHMSA, HallAlTUN ), in this case TUN noun is wrong but

the MSA noun is correct ’conqueror’.

3. noun of place : (i�J 	®Ó,
�

Ém×) (maftaHMSA, mHallTUN ), in this case TUN noun is correct ’shop,
store’ while the MSA noun does not exist. The TUN noun is obtained after the application of the
gemination3 rule. The allows deleting the vowel between the second and the third radical.

4. analogous adjective : (iJ
�J 	̄ , ÈCm×) (ftiyHMSA, miHlAlTUN ), both nouns are wrong.

Situations (3) and (4) can be handeled by filtering the MSA part using an MSA resource. In order to
do so, we have used three resources :
• an Arabic corpus made of reports of the French Press Agency (AFP), which contains 1.5 million

word forms. From these words, we have extracted 10, 595 types of nominal lemmas using the
Arabic morphological analyser MADA (Habash et al., 2009). Only pairs that have the MSA noun
in the corpus have been kept. At the end of this stage, we have obtained a lexicon of 20130 entries :
8441 MSA nouns and 2636 TUN nouns.

• an MSA large-scale lexicon SAMA (Graff et al., 2009) containing 36, 935 nominal lemmas. Our
resulting lexicon contains 26, 486 entries : 4, 712 TUN nouns and 10, 647 MSA nouns.

• The union of these resources containing 40, 172 nominal lemmas. Using this resource, a lexicon
made of 39, 793 was obtained : 5, 017 TUN nouns and 14, 804 MSA nouns. All results are given in
section 4.

4 Evaluation

In order to evaluate the resource produced, we used a Tunisian corpus made of 800 sentences. In order
to cover most spoken TUN varieties, the data was obtained from several sources: TV series, political
debates, and a transcribed theater play (Dhouib, 2007). Once manually tokenized and annotated with
morphological information (lemma and part-of-speech tag), the corpus contains 6, 123 tokens: 53.8%
(3, 295) of them are nouns, among which 52% are deverbals.

We have divided the evaluation corpus into two different sets : a development corpus contaning 300
TUN sentences and a test corpus with 500 sentences.

Two metrics have been used to evaluate the deverbal lexicon produced. The first one is coverage,
which is the part of the deverbal types of the evaluation corpus that are present in the lexicon. The
second one is ambiguity which is the average number of target deverbals for a source deverbal.

There are two sources of ambiguity:
3The second and the third root radical are identical.
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• The verbal lexicon can associate for one input verb many target verbs, for example the TUN verb
úæ��Ó mšý matches with two different MSA verbs úæ��Ó mšý ’to walk’ and I. ë 	X ðhb ’to go’. The
ambiguity is more important in the TUN → MSA sense. On average, a TUN pair corresponds to
1.78 MSA pairs, 1.11 in the opposite direction. The maximum ambiguity is equal to four in the
MSA→ TUN direction and sixteen in the opposite direction.

• the TUN-MSA deverbal table may define several patterns for a deverbal noun as shown in table 2.

The evaluation4 of the deverbal lexicon on the test set is displayed in Table 3. The table shows that,
without filtering the lexicon coverage is equal to 67.23%. Ambiguity (in the TUN→MSA direction) is
equal to 12.58, which means that, on average, for a TUN deverbal, 12.58 MSA deverbals are produced.
After filtering using AFP corpus, coverage drops to 60.04% and ambiguity to 6.99. Filtering with the
SAMA lexicon yields a coverage of 62.66% and an ambiguity of 7.24. Finally, filtering using AFP ∪
SAMA, the coverage reaches 65.67% and the whith an ambiguity of 7.35.

ambiguity rate
filtering method number of entries coverage MSA→TUN TUN→MSA

none 173,407 67.23 7.65 12.58
AFP 17,896 60.04 2.36 6.99

SAMA 33,271 63.89 3.45 7.24
AFP ∪ SAMA 35,792 65.67 2.59 7.35

Table 3: Results on test set

As in the verbal lexicon, switching from TUN to MSA is more ambigous than the inverse direction.
Ambiguity rates attests that MSA is lexically richer than TUN. The filtering step helps to significantly
decrease ambiguity, but it also decreases coverage! The best result is the union of AFP∪SAMA, which
enables us to obtain the best trade-off.

Table 4 summarizes the coverage and the ambiguity rate of the deverbal lexicon in the development
and the test sets respectively :

ambiguity rate
filtering method number of entries coverage MSA→TUN TUN→MSA

none 173,407 66.12 7.65 12.58
AFP 17,896 59.23 2.36 6.99

SAMA 33,271 62.66 3.45 7.24
AFP ∪ SAMA 35,79 64.59 2.59 7.35

Table 4: Results in the development set

We have carried out an error analysis on the automatically generated lexical entries. There are three
major causes that can explain a missing target deverbal:

1. Absence of the corresponding verb in the verbal lexicon: nouns deriving from a verb that is absent
from the verb lexicon are not produced in the deverbal lexicon.

2. Missing entries in the TUN-MSA deverbal table

3. Missing morphological and orthographic rules.

In order to estimate the part of missing deverbals that is due to lack of coverage of the verbal lexicon,
we have added verbs that derive missing deverbals of the development corpus. 92 verbal entries have
been added. Table 5 shows results of coverage and ambiguity on the development set. This result,
although artificial allows to compute an upper bound that can be attained with a more complete verbal
lexicon.

As one can see in Table 5, coverage jumps from 66.12% to 87.33% before filtering and from 64.59%
to 84.16% after filtering using AFP ∪ SAMA. The ambiguity rate increases slightly.

4In this paper, we don’t use precision and recall measures because of the small size of the reference corpus.
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ambiguity rate
filtering method number of entries coverage MSA→TUN TUN→MSA

none 195,917 87.33 7.93 12.86
AFP 20,130 81.46 2.24 7.17

SAMA 36,935 82.97 3.67 8.03
AFP ∪ SAMA 39,763 84.16 2.86 8.15

Table 5: Results in the development set after enriching the verbal lexicon

Table 6 gives the results obtained on the test set after enriching the verbal lexicon using the develop-
ment set.

ambiguity rate
filtering method number of entries coverage MSA→TUN TUN→MSA

none 195,917 72.95 7.93 12.86
AFP 20,130 65.86 2.24 7.17

SAMA 36,935 68.41 3.67 8.03
AFP ∪ SAMA 39, 763 71.18 2.86 8.15

Table 6: Results in the test set after enriching the verbal lexicon

As shown in table 6, enriching the verbal lexicon improves significantly the coverage of the deverbal
lexicon on the test set. In fact, it rises from 67% to 73% before filtering and from 65% to 71% after
filtering using AFP∪SAMA, whereas ambiguity remains stable.

5 Root lexicon and pattern correspondance table

The previous section shows that a large portion of errors came from the lack of coverage of the verbal
lexicon. By adding 92 verbal entries, the coverage jumps by about 6%. Among these 92 entries, there
were 28 inexistent roots but for the 64 remaining, the root was already present in the verbal lexicon, we
have just added new patterns to the roots (as the pair did not exist).

Sebsequently, we have divided the verbal lexicon into two independant resources : a root lexicon and
a verbal pattern correspondance table.

The root lexicon is made of pairs of the form (rMSA, rTUN ), where rMSA is an MSA root and rTUN

is a TUN root. The root lexicon contains 1,357 entries. The MSA side contains 1,068 distinct roots
and the TUN side 665 ones. 523 entries are composed of the same root on both sides. As in the verbal
lexicon, the ambiguity is higher in the TUN→ MSA direction. On average, a TUN root is paired with
2.07 MSA roots. In the opposite direction, 1.27 roots.

The verbal pattern correspondance table indicates, for a pattern in MSA or TUN, the most frequent
corresponding pattern on the other side.

In this approach, the target pattern is selected by a lookup in the verbal pattern correspondance table
but the target roots are selected by a root lexicon lookup. For each source root, we have combined it
with all the nominal patterns corresponding to each verbal pattern. The target deverbal is made of the
target root given by the lexicon root and the target nominal pattern depends on the target verbal pattern
indicated in the verbal pattern correspondance table as shown in figure 2.

Results of this experiment on the test corpus show that using this method increase greatly the coverage.
Although it also raises the number of generated entries and subsequently ambiguity.
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MSA TUN

ROOT LEXICON

DEVERBAL NOUNS LEXICON

MSA TUN

VRB PAT CORR TBL

DEV. NOUN TUN PAT.MSA PAT.

Figure 2: Generating TUN-MSA pairs of deverbal nouns using roots

ambiguity rate
filtering method number of entries coverage MSA→TUN TUN→MSA

no filtering 1,324,073 79, 13 18.47 36.42
filtering by AFP 122,315 71.33 6.66 31.04

filtering by SAMA 225,835 74.86 10.33 28.35
filtering by AFP ∪ SAMA 242, 104 76.83 6.57 28.68

Table 7: TUN-MSA Deverbal Table

6 Conclusion and Future Work

In this paper, we have presented a bilingual lexicon of deverbal nouns between MSA and TUN. Our
method aims to extend an existing TUN verbal lexicon using a table of deverbal patterns to automatically
generate pairs of TUN and MSA deverbal nouns. Several MSA resources were used to filter wrong pairs
generated. The lexicon was evaluated using two metrics: coverage and ambiguity.

The coverage given by our lexicon is about 71%. Ambiguity is slightly high in TUN→MSA direction.
It reaches 8.15. A contextual disambiguation process is therefore necessary for such a process to be of
practical use.

In future work, we plan to include this lexicon into a system of translation from TUN to an approxi-
mative form of MSA which will be parsed using an MSA parser.
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Abstract
Statistical morph analyzers have proved to be highly accurate while being comparatively easier to
maintain than rule based approaches. Our morph analyzer (SMA++) is an improvement over the
statistical morph analyzer (SMA) described in Malladi and Mannem (2013). SMA++ predicts the
gender, number, person, case (GNPC) and the lemma (L) of a given token. We modified the SMA
in Malladi and Mannem (2013), by adding some rich machine learning features. The feature set
was chosen specifically to suit the characteristics of Indian Languages. In this paper we apply
SMA++ to four Indian languages viz. Hindi, Urdu, Telugu and Tamil. Hindi and Urdu belong
to the Indic1 language family. Telugu and Tamil belong to the Dravidian2 language family. We
compare SMA++ with some state-of-art statistical morph analyzers viz. Morfette in Chrupała et
al. (2008) and SMA in Malladi and Mannem (2013). In all four languages, our system performs
better than the above mentioned state-of-art SMAs.

1 Introduction

Morphological analysis for Indian Languages (ILs) is defined as the analysis of a word in terms of its
lemma (L), gender (G), number (N), person (P), case (C), vibhakti3, tense, aspect and modality. A tool
which predicts Morph Analysis of a word is called a Morph Analyzer (MA).
Statistical Morph Analyzer (SMA) is an MA which uses machine learning to predict the morph infor-
mation . Using the training data and the feature-set, statistical models are formed. These models help to
predict the morph-analysis of the test data. This works for all words, including out of vocabulary (OOV)
words. SMA is language independent. We chose Indian Languages for our study and built an SMA
which is targeted for different ILs.
Indian languages are lexically and grammatically similar. Lexical borrowing4 occurs between languages.
Gramatically, there are many similarities. Indian languages are synthetic5; derivational and inflectional
morphologies result in the formation of complex words by stringing two or more morphemes. ILs pre-
dominantly have subject-object-verb (SOV) word order. They show agreement6 among words. We cap-
tured such type of characteristics, by building a robust feature set.

2 Related Work

Traditionally, morphological analysis for Indian languages has been done using the rule based approach.
For Hindi, the MA by Bharati et al. (1995) is most widely used among the NLP researchers in the
Indian Community. Goyal and Lehal (2008) and Kanuparthi et al. (2012) MAs are advanced versions
of the Bharati et al. (1995)’s analyzer. Kanuparthi et al. (2012) built a derivational MA for Hindi by
introducing a layer over the Bharati et al. (1995)’s MA .It identifies 22 derivational suffixes which help
in providing derivational analysis for the word whose suffix matches with one of these 22 suffixes.

1The Indic languages are the dominant language family of the Indian subcontinent, generally spoken in the regions of
northern India and Pakistan

2The Dravidian languages are spoken mainly in southern India
3Vibhakti is a Sanskrit grammatical term that encompasses post-positionals and case endings for nouns, as well as inflection

and auxiliaries for verbs. It is also referred as case-marker
4A word from one language that has been adapted for use in another is a borrowed word.
5a synthetic language is a language with a high morpheme-per-word ratio
6Agreement or Concord happens when a word changes form depending on the other words to which it relates

This work is licenced under a Creative Commons Attribution 4.0 International License. Page numbers and proceedings footer
are added by the organizers. License details: http://creativecommons.org/licenses/by/4.0/
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There have not been many updates in the rule based analyzers and the problem of not predicting OOV
words is still a significant one. SMA in Malladi and Mannem (2013) is a data-driven MA which focuses
primarily on Hindi.
For Urdu, Bögel et al. (2007) proposes an approach which uses Finite State Transducers. It introduces
and discusses the issues that arise in the process of building finite-state MA for Urdu. For Telugu,
Sunitha and Kalyani (2009) propose an approach of improving the existing rule based Telugu MA. They
did this, using possible decompositions of the word, inflected by many morphemes. SMA in Malladi and
Mannem (2013) evaluates the results for Urdu and Telugu as well. Not much research has been done in
Morphological Analysis for Tamil.

3 Our Approach

3.1 Feature Set

The feature-set was chosen specifically to suit the Indian Languages. The following are the features
used:
(i) Suffixes : Indian languages show inflectional morphology. The inflectional morphemes carry the
G,N,P and C of a word. These morphemes generally occur in the form of suffixes. Hence, to capture
the inflectional behaviour of ILs we considered the suffixes as a feature for the ML task. We considered
suffixes whose length was maximum 7 characters.
(ii) Previous morph tags7 and next morph tags : Agreement is an important characteristic of ILs.
Through agreement, GNPC of a token may percolate to the other tokens. An example to this is, if the
subject (noun) is masculine, then the verb form should also be masculine. To capture agreement, we
considered features which carried the GNPC of the neighbouring words. Previous morph tags feature
captures predicted morph tag of previous 3 tokens. Next morph tags feature captures the set of morph
tags of the next token, if found in the training corpus.
(iii) Word Forms: ILs are morphologically rich languages. Words carry rich information regarding
GNPC. To capture this characteristic we considered three features relating to word forms. word present
captures the word form of the present token. word previous captures the word form of the previous token.
word next captures the word form of the next token.
(iv) Part of Speech (POS) : POS is one of the of the fundamental ML feature of any NLP task. Based
on the POS of the word, the set of possible inflections can be found. For example, verbs have a set of
inflections and nouns have another set. To capture such information we included POS in the feature-set.
(v) Other features : Features such as length of the token and character types in the token (eg. numbers,
alphabets and so on) have also been considered.
The Support Vector Machine (SVM) (using linear classifier) was used for the ML task .

3.2 Choosing Class Labels

For the ML task, the class-labels for G, N, P, C were chosen from the training data itself. For lemma, the
class-labels were formed based on the edit-distance8 operations required to convert the given token to its
lemma. This idea was inspired by Chrupała (2006), who introduced the concept of edit-operations9 for
lemmatization.
The Algorithm is explained using an example. Consider the token crying. The lemma for crying is cry.
Step 1: The token and its lemma are reversed. crying becomes gniyrc and cry becomes yrc.
Step 2: Note the edit operations required to convert reversed token to the reversed lemma. To convert
gniyrc to yrc we need to delete the characters at the 1st, 2nd and 3rd indices. Hence the edit operations
would be [d 1, d 2, d 3], where ’d’ represents delete operation.
Step 3: The set of edit operations would form the class-label. [d 1, d 2, d 3] would be the class-label and
would be added to the set of class-labels.

7The possible values of each G, N, P, C and L form the morph tags. eg. ’m’ (masculine) is a morph tag for gender.
8Edit distance is a way of quantifying how dissimilar two strings (e.g., words) are to one another by counting the minimum

number of operations required to transform one string into the other.
9The add, delete and replace operations required to convert one string to another
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Similarly, the class-label for the token playing and the lemma play would be [d 1, d 2, d 3]. By this,
playing - play and crying - cry have the same class label, because they have the common suffix -ing.

4 Experiments

Experiments were conducted for 4 ILs, viz. Hindi, Urdu, Telugu and Tamil. For Hindi, the Hindi
Treebank (HTB) released as part of the 2012 Hindi Parsing Shared Task (Sharma et al., 2012) was used
for the ML task. The statistical models were tuned on development data and evaluated on test data.
Table 1. shows the HTB statistics.
For Urdu, the Urdu Treebank (UTB) released as a part of the 2012 Proceedings of TLT (Bhat and
Sharma (2012)) was used for evaluation. Table 2. represents the UTB statistics. For Telugu, the Telugu
Treebank (TTB) released for ICON 2010 Shared Task (Husain et al. (2010)) was used for evaluation.
Table 3. represents the TTB statistics. For Tamil, the Tamil Treebank (TaTB) released by the The Indian
Languages Machine Translation (ILMT)10 project was used for evaluation. Table 4. represents the TaTB
statistics.

Data #Sentences #Words
Training 12,041 268,096

Development 1,233 26,416
Test 1,828 39,775

Table 1: HTB Statistics.

Data #Sentences #Words
Training 5,700 159,743

Test 1,453 39,803

Table 2: UTB Statistics.

Data #Sentences #Words
Training 1300 5125

Test 150 600

Table 3: TTB Statistics.

10This consortium project is funded by Ministry of Communication and Information Technology, Technology Development
for Indian Languages, Government Of India.
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Data #Sentences #Words
Training 75 682

Test 25 271

Table 4: TaTB Statistics.

5 Results

The feature-set, which was specifically chosen for ILs, contributed to high accuracies. The results are
shown for 4 Indian Languages. The results for each of L, G, N, P and C are shown individually, as well
as in combination.

5.1 Hindi
The results are presented all five L ,G, N, P and C. The results are compared to 3 MAs viz. the traditional
Rule Based MA (RBA) for Hindi, Morfette (M) in Chrupała et al. (2008) and SMA in Malladi and Man-
nem (2013) (SMA-M). There are two divisions for results. One for the Overall test data and other for the
Out of Vocabulary (OOV) test data. SMA++ out performed other three MAs in almost all combinations.
The results for OOV data are more pronounced. Table 5. shows the Hindi results.

Analysis Test Data - Overall (%) Test Data - OOV (%)
RBA M SMA-M SMA++ RBA M SMA-M SMA++

L 86.69 94.14 95.84 98.43 82.48 90.30 89.51 93.07
G 79.59 95.05 96.19 96.21 44.06 72.03 82.65 83.11
N 80.50 94.09 95.37 95.47 47.56 84.89 90.44 92.81
P 84.13 94.88 96.38 96.28 53.89 84.76 94.85 96.17
C 81.20 93.91 95.32 95.43 47.36 80.21 88.52 89.45

L+C 72.06 88.56 91.39 94.01 44.66 72.89 79.09 82.92
G+N+P 73.81 88.36 91.11 90.36 38.58 62.33 76.52 77.24

G+N+P+C 70.87 84.43 87.78 88.51 35.95 55.74 69.99 72.36
L+G+N+P 66.28 83.44 87.51 89.26 38.46 57.85 69.13 72.82

L+G+N+P+C 63.41 79.73 84.25 85.87 38.49 51.52 63.06 65.96

Table 5: Hindi Results

5.2 Urdu
The results are presented for L, G, N, P and C. The results are compared to 2 MAs viz. Morfette (M) in
Chrupała et al. (2008) and SMA in Malladi and Mannem (2013) (SMA-M). Results are shown for both
Overall test data and OOV test data. Even in Urdu, SMA++ out performed other two MAs in most of the
combinations. Table 6. presents the results in comparison with Morfette (M) and Table 7. presents the
results in comparison with SMA-M.
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Analysis Test Data - Overall (%) Test Data - OOV (%)
M SMA++ M SMA++

L 93.65 95.34 87.54 89.21
G 90.39 93.79 79.40 90.35
N 92.38 95.66 85.36 94.50
P 93.93 97.07 86.56 98.39
C 87.99 90.92 76.08 84.07

L+C 82.94 86.93 67.25 75.66
G+N+P 84.52 89.43 70.32 86.09

G+N+P+C 77.01 82.17 58.54 73.69
L+G+N+P 80.12 86.07 64.14 78.93

L+G+N+P+C 73.11 79.16 53.30 67.98

Table 6: Urdu Results for SMA++ and M

Analysis Test Data - Overall (%) Test Data - OOV (%)
SMA-M SMA++ SMA-M SMA++

G 89.14 93.79 88.18 90.35
N 91.62 95.66 91.35 94.50
P 93.37 97.07 95.53 98.39
C 85.49 90.92 79.01 84.07

Table 7: Urdu Results for SMA++ and SMA-M

5.3 Telugu
The results are presented for G, N, P and C. The results are compared to 2 MAs viz. Morfette (M) in
Chrupała et al. (2008) and SMA in Malladi and Mannem (2013) (SMA-M). Results are presented for
both Overall test data and OOV test data. SMA++ significantly out performed Morfette (M). The results
of Overall Data for SMA++ and SMA-M are very close, but more importantly the results of OOV data
for SMA++ are higher than SMA-M. Table 8. presents the results in comparison with Morfette (M) and
Table 9. presents the results in comparison with SMA-M.

Analysis Test Data - Overall (%) Test Data - OOV (%)
M SMA++ M SMA++

G 95.49 96.33 87.82 89.85
N 87.31 90.48 65.48 77.67
P 94.49 94.49 86.80 86.80
C 94.49 95.66 84.26 90.36

G+N+P 85.48 88.81 60.91 74.62
G+N+P+C 84.14 86.81 57.36 70.56

Table 8: Telugu Results for SMA++ and M
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Analysis Test Data - Overall (%) Test Data - OOV (%)
SMA-M SMA++ SMA-M SMA++

G 96.49 96.33 89.85 89.85
N 90.65 90.48 75.13 77.67
P 94.82 94.49 85.79 86.80
C 96.49 95.66 89.34 90.36

Table 9: Telugu Results for SMA++ and SMA-M

5.4 Tamil

The results are presented for G, N, P and C. The results are compared to Morfette (M) in Chrupała et al.
(2008). SMA++ out performs Morfette (M). Table 10. presents the results in comparison with Morfette
(M).

Analysis Test Data - Overall (%) Test Data - OOV (%)
M SMA++ M SMA++

G 90.40 91.14 85.18 91.36
N 88.93 90.04 83.95 87.04
P 98.15 98.89 96.91 98.14
C 87.82 94.46 80.86 91.98

G+N+P 80.81 82.66 70.99 80.25
G+N+P+C 76.38 78.97 64.20 74.07

Table 10: Tamil Results

6 Conclusions and Future Work:

For all the four ILs, SMA++ out performs other SMAs. For Hindi, the L+G+N+P+C accuracy was
85.87%. For Urdu, the L+G+N+P+C accuracy was 79.16%. For Telugu, G+N+P+C accuracy was
86.81% and for Tamil it was 78.97%. These high values show that SMA++ is a marked improvement
over the SMA in Malladi and Mannem (2013) . We studied two families of ILs, viz. Indic and Dravidian,
because most of the ILs fall into these two groups. We plan to run SMA++ to predict Lemma in Telugu
and Tamil. We plan to extend our work to European Languages such as Polish, German, French etc. We
are currently working on the error analysis of our system. In future, we plan to deploy SMA++ for the
ILMT project.
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Abstract

The paper presents work on improved sentence-level dialect classification of Egyptian Arabic
(ARZ) vs. Modern Standard Arabic (MSA). Our approach is based on binary feature functions
that can be implemented with a minimal amount of task-specific knowledge. We train a feature-
rich linear classifier based on a linear support-vector machine (linear SVM) approach. Our best
system achieves an accuracy of 89.1 % on the Arabic Online Commentary (AOC) dataset (Zaidan
and Callison-Burch, 2011) using 10-fold stratified cross validation: a 1.3 % absolute accuracy
improvement over the results published by (Zaidan and Callison-Burch, 2014). We also evaluate
the classifier on dialect data from an additional data source. Here, we find that features which
measure the informalness of a sentence actually decrease classification accuracy significantly.

1 Introduction

The standard form of written Arabic is Modern Standard Arabic (MSA) . It differs significantly from
various spoken varieties of Arabic (Zaidan and Callison-Burch, 2011; Zaidan and Callison-Burch, 2014;
Elfardy and Diab, 2013). Even though these dialects do not originally exist in written form, they are
present in social media texts. Recently a dataset of dialectal Arabic has been made available in the form
of the Arabic Online Commentary (AOC) set (Zaidan and Callison-Burch, 2011; Zaidan and Callison-
Burch, 2014). The data consists of reader commentary from the online versions of Arabic newspapers,
which have a high degree of dialect content. Data for the following dialects has been collected: Levan-
tine, Gulf, and Egyptian. The data had been obtained by a crowd-sourcing effort. In the current paper, we
present results for a binary classification task only, where we predict the dialect of Egyptian Arabic ARZ
vs. MSA sentences from the Al-Youm Al-Sabe’ newspaper online commentaries 1. Our ultimate goal
is to use the dialect classifier for building a dialect-aware Arabic-English statistical machine translation
(SMT) system. Our Arabic-English training data contains a significant amount of Egyptian dialect data
only, and we would like to adapt the components of our hierarchical phrase-based SMT system (Zhao
and Al-Onaizan, 2008) to that data.

Similar to (Elfardy and Diab, 2013), we present a sentence-level classifier that is trained in a supervised
manner. Our approach is based on an Arabic tokenizer, but we do not use a range of specialized tokenizers
or orthography normalizers. In contrast to the language-model (LM) based classifier used by (Zaidan and
Callison-Burch, 2014), we present a linear classifier approach that works best without the use of LM-
based features. Some improvements in terms of classification accuracy and 10-fold cross validation under
the same data conditions as (Zaidan and Callison-Burch, 2011; Elfardy and Diab, 2013) are presented.
In general, we aim at a smaller amount of domain specific feature engineering than previous related
approaches.

The paper is structured as follows. In Section 2, we present related work on language and dialect
identification. In Section 3, we discuss the linear classification model used in this paper. In Section 4, we
evaluate the classifier performance in terms of classification accuracy on two data sets and present some

∗Part of the work was done while the author was a student intern at the IBM T.J. Watson Research Center.
1We use the ISO 639-3 code ARZ for denoting Egyptian Arabic.

This work is licenced under a Creative Commons Attribution 4.0 International License. Page numbers and proceedings footer
are added by the organizers. License details: http://creativecommons.org/licenses/by/4.0/
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error analysis. Finally, in Section 5, we discuss future work on improved dialect-level classification and
its application to system adaptation for machine translation.

2 Related Work

From a computational perpective, we can view dialect identification as a more fine-grained form of lan-
guage identification (ID). Previous work on language ID examined the use of character histograms (Cav-
nar and Trenkle, 1994; Dunning, 1994), and high accuracy prediction results have been reported even
for languages with a common character set. (Baldwin and Lui, 2010) present a range of document-level
language identification techniques on three different data sets. They use n-gram counting techniques and
different tokenization schemes that are adopted to those data sets. Their classification task deals with
several languages, and it becomes more difficult as the number of languages increases. They present an
SVM-based multiclass classification approach similar to the one presented in this paper which performs
well on one of their data sets. (Trieschnigg et al., 2012) generates n-gram features based on character or
word sequences to classify dialectal documents in a dutch-language fairy-tale collection. Their baseline
model uses N -gram based text classification techniques as popularised in the TextCat tool (Cavnar and
Trenkle, 1994). Following (Baldwin and Lui, 2010), the authors extend the usage of n-gram features with
nearest neighbour and nearest-prototype models together with appropriately chosen similarity metrics.
(Zampieri and Gebre, 2012) classify two varieties of the same language: European and Brazilian Por-
tuguese. They use word and character-based language model classification techniques similar to (Zaidan
and Callison-Burch, 2014). (Huang and Lee, 2008) present simple bag-of-word techniques to classify
varieties of Chinese from the Chinese Gigaword corpus. (Kruengkrai et al., 2005) extend the use of n-
gram features to using string kernels: they may take into account all possible sub-strings for comparison
purposes. The resulting kernel-based classifier is compared against the method in (Cavnar and Trenkle,
1994). (Lui and Cook, 2013) present a dialect classification approach to identify Australian, British, and
Canadian English. They present results where they draw training and test data from different sources.
The successful transfer of models from one text source to another is evidence that their classifier indeed
captures dialectal rather than stylistic or formal differences. Language identification of related languages
is also addressed in the DSL (Discriminating Similar Languages) task of the present Vardial workshop
at COLING 14 (Tan et al., 2014).

While most of the above work focuses on document-level language classification, recent work on
handling Arabic dialect data addresses the problem of sentence-level classification (Zaidan and Callison-
Burch, 2011; Zaidan and Callison-Burch, 2014; Elfardy and Diab, 2013; Zaidan and Callison-Burch,
2014). The work is based on the data collection effort by (Zaidan and Callison-Burch, 2014) which
crowdsources the annotation task to workers on Amazons Mechanical Turk. The classification results
by (Zaidan and Callison-Burch, 2014) are based on n-gram language-models, where the n-grams are
defined both on words and characters. The authors find that unigram word-based models perform best.
The word-based models are obtained after a minimal amount of preprocessing such as proper handling
of HTML entities and Arabic numbers. Classification accuracy is significantly reduced for shorter sen-
tences. (Elfardy and Diab, 2013) presents classifcation result based on various tokinization and ortho-
graphic normalization techniques as well as so-called meta features that estimate the informalness of the
data. Like our work, the authors focus on a binary dialect classification based on the ARZ-MSA portion
of the dataset in (Zaidan and Callison-Burch, 2011).

3 Classification Model

We use a linear model and compute a score s(tn1 ) for a tokenized input sentence consisting of n tokens
ti:

s(tn1 ) =
d∑

s=1

ws ·
n∑

i=1

φs(ci, ti) (1)

where φs(ci, ti) is a binary feature function which takes into account the context ci of token ti. w ∈ Rd

is a high-dimensional weight vector obtained during training. In our experiments, we classify a tokenized
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Description MSA ARZ
# sentences # words # sentences # words

ARZ-MSA portion of AOC 13, 512 334K 12, 527 327K
DEV12 tune set 585 8.4K 634 9.3K

Table 1: We used the following dialect data: 1) the ARZ-MSA portion of the AOC data from commen-
taries of the Egyptian newspaper Al-Youm Al-Sabe’, and 2) the DEV12 tune set (1219 sentences) which
is the LDC2012E30 corpus BOLT Phase 1 dev-tune set. The DEV12 tune set was annotated by a native
speaker of Arabic.

sentence as being Egyptian dialect (ARZ) if s(tn1 ) > 0. To train the weights w in Eq. 1, we use a linear
SVM approach (Hsieh et al., 2008; Fan et al., 2008). The trainer can easily handle a huge number of
instances and features. The training data is given as instance-label pairs (xi, yi) where i ∈ {1, · · · , l} and
l is the number of training sentences. The xi are d-dimensional vectors of integer-valued features that
count how often a binary feature fired for a tokenized sentence tn1 . yi ∈ {+1,−1} are the class labels
where a label of ‘+1’ represents Egyptian dialect. During training, we solve the following optimization
problem:

min
w
||w||1 + C

l∑
i=1

max(0, 1− yi wT xi ) , (2)

i.e. we use L1 regularized L2-loss support vector classification. We set the penalty term C = 0.5. For
our experiments, we use the data set provided in (Zaidan and Callison-Burch, 2011) which also has been
used in the experiments in (Elfardy and Diab, 2013; Zaidan and Callison-Burch, 2014). We focus on the
binary classification between MSA and ARZ. Details on the data sources can be found in Table 1. We
present accuracy results in terms of 10-fold stratified cross-validation which are comparable to previously
published work.

3.1 Tokenization and Dictionaries
The Arabic tokenizer used in the current paper is based on (Lee et al., 2003). It is a general purpose
tokenizer which has been optimized towards improving machine translation quality of SMT systems
rather than dialect classification. Together with the tokenized text, a maximum-entropy based tagger
provides the part-of-speech (PoS) tags for each token. In addition, we have explored a range of features
that are based on the output of the AIDA software package (Elfardy and Diab, 2012; Mona Diab et
al., 2009 2011). The AIDA software has been made available to the participants of the DARPA-funded
Broad Operational Language Translation (BOLT) project. AIDA is a system for dialect identification,
classification and glossing on the token and sentence level for written Arabic. AIDA aggregates several
components including dictionaries and language models in order to perform named entity recognition,
dialect identification classification, and MSA English linearized glossing of the input text. We created
a dictionary from AIDA resources that includes about 41 000 ARZ tokens. In addition, we obtained a
second small dictionary of about 70 ARZ dialect tokens with the help of a native speaker of Arabic. The
list was created by training two IBM Model 1 lexicons, one on Egyptian Arabic data and another on
MSA data. We then inspected the ARZ lexicon entries with the highest cosine distance to their MSA
counterparts and kept the ones that are strong ARZ words. The tokens in both dictionaries are not ARZ
exclusive, but could occur in MSA as well.

3.2 Feature Set
In our work, we employ a simple set of binary feature functions based on the tokenized Arabic sentence.
For example, we define a token bigram feature as follows:

φBi(tk, tk−1) =

{
1 tk = ‘ø
 ñ�̄’ and tk−1 = ‘ñÊg’

0 otherwise
. (3)
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Token unigram and trigram features are defined accordingly. We also define unigram, bigram, and tri-
gram features based on PoS tags. Currently, just PoS unigrams are used in the experiments. We define
dictionary-based features as follows:

φDictl(tk) =
{

1 tk = ‘ �I�̄ñËX’ and tk ∈ Dictl
0 otherwise

, (4)

where we use the two dictionaries Dict1 and Dict2 as described in Section 3.1. The dictionaries are
handled as token sets and we generate separate features for each of them. We generate some features
based on the AIDA tool output. AIDA provides a dialect label for each input token tk as well as a single
dialect label at the sentence level. A sentence-level binary feature based on the AIDA sentence level
classification is defined as follows:

φAIDA(tn1 ) =
{

1 AIDA(tn1 ) is ARZ
0 otherwise

(5)

where AIDA(tn1 ) is the sentence-level classification of the AIDA tool. A word-level feature φAIDA(tk) is
defined accordingly. These features improve the classification accuracy of our best system significantly.

We have also experimented with some real-valued feature. For example, we derived a feature from
dialect-specific language model probabilities:

φLM (tn1 ) = 1/n · [ log(pMSA(tn1 )) − log(pARZ(tn1 ))] ,

where log(pARZ(tn1 )) is the language-model log probability for the dialect class ARZ . We used a trigram
language model. pMSA(·) is defined accordingly. In addition, we have implemented a range of so-called
‘meta’ features similar to the ones defined in (Elfardy and Diab, 2013). For example, we define a feature
φExcl(tn1 ) which is equal to the length of the longest consecutive sequence of exclamation marks in
the tokenized sentence tn1 . Similarly, we define features that count the longest sequence of punctuation
marks, the number of tokens, the averaged character-length of a token in the sentence, and the percentage
of words with word-lengthening effects. These features do not directly model dialectalness of the data
but rather try to capture the degree of in-formalness. Contrary to (Elfardy and Diab, 2013) we find that
those features do not improve accuracy of our best model in the cross-validation experiments. On the
DEV12 set, the use of the meta features results in a significant drop in accuracy.

4 Experiments

In this section, we present experimental results. Firstly, Section 4.1 demonstrates that our data is anno-
tated consistently. In Section 4.2, we present dialect prediction results in terms of accuracy and F-score
on our two data sets. In Section 4.3, we perform some qualitative error analysis for our classifier. In
Section 4.4, we present some preliminary effects on training a SMT system.

4.1 Annotator Agreement
To confirm the consistent annotation of our data, we have measured some inter-annotator and intra-
annotator agreement on it. A native speaker of Arabic was asked to classify the ARZ-MSA portion
of the dialect data using the following three labels: ARZ, MSA, Other. We randomly sampled 250
sentences from the ARZ-MSA portion of the Zaidan data maintaining the original dialect distribution.
The confusion matrix is shown in Table 2. It corresponds to a kappa value of 0.84 (using the definition of
(Fleiss, 1971)), which indicates a very high agreement. In addition, we did re-annotate a sub-set of 200
sentences from the DEV12 set over a time period of three months using our own annotator. The kappa
value of the corresponding confusion matrix is 0.93, indicating very high agreement as well.

4.2 Classification Experiments
Following previous work, we present dialect prediction results in terms of accuracy:

ACC =
# sent correctly tagged

# sent
, (6)
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Predicted Class (IBM)
ARZ MSA Other

Actual ARZ 125 4 1
Class MSA 14 105 1
(AOC) Other 0 0 0

Table 2: Inter annotator agreement on 250 randomly selected AOC sentences from the data in Table 1.
An in-lab annotator’s dialect prediction is compared against the AOC data gold-standard dialect labels.

where ‘# sent’ is the number of sentences. In addition, we present dialect prediction results in terms of
precision, recall, and F-score. They are defined as follows:

Prec =
# sent correctly tagged as ARZ

# sent tagged as ARZ
(7)

Recall =
# sent correctly tagged as ARZ

# ref sent tagged as ARZ

F =
2 · Prec ·Recall
(Prec+Recall)

.

MSA prediction F-score is defined analogously. Experimental results are presented in Table 3, where we
present results for different sets of feature types and the two test sets in Table 1. In the top half of the
table, results are presented in terms of 10-fold cross validation on the ARZ-MSA portion of the AOC
data. In the bottom half, we present results on DEV12 tune set, where we use the entire dialect data in
Table 1 for training (about 26K sentences).

As our baseline we have re-implemented the language-model-perplexity based approach reported in
(Zaidan and Callison-Burch, 2011). We train language models on the dialect-labeled commentary train-
ing data for each of the dialect classes c ∈ {MSA,ARZ}. During testing, we compute the language
model probability of a sentence s for each of the classes c. We assign a sentence to the class c with the
highest probability (or the lowest perplexity) . For the 10-fold cross validation experiments, 10 language
models are built and perplexities are computed on 10 different test sets. The resulting (averaged) ac-
curacy is 83.3 % for cross-validation and 82.2 % on the DEV12 tune set. In comparison, (Elfardy and
Diab, 2013) reports an accuracy of 80.4 % as perplexity-based baseline. We have carried out additional
experiments with a simple feature set that consists of only unigram token and bigram token features as
defined in Eq. 3. Such a system performs surprisingly well under both testing conditions: we achieved an
accuracy of 87.7 % on the AOC data and an accuracy of 83.4 % on the DEV12 test set. On the AOC set
using 10-fold cross validation, we achieve only a small improvement from using the dictionary features
defined in Eq. 4. The accuracy is improved from 87.7 % to 88.0 %. On the DEV12 set, we obtain a
much larger improvement from using these features. Furthermore, we have investigated the usefulness
of the AIDA-based features. The stand-alone sentence-level classification of the AIDA tool performs
quite poorly. On the DEV12 set, it achieves an accuracy of just 77.9 %. But using the AIDA assigned
sentence-level and token-level dialect labels based on the binary features defined in Eq. 5 improves ac-
curacy significantly, e.g. from 85.3 % to 87.8 % on the DEV12 set. In the current experiments, the
so-called meta features which are computed at the sentence level do not improve classification accuracy.
The meta features are only useful in classifying dialect data based on the in-formalness of the data, i.e.
the ARZ news commentaries tend to exhibit more in-formalness than the MSA commentaries. Finally,
the sentence-level perplexity feature defined in Eq. 6 did not improve accuracy as well (no results for this
feature are presented in Table 3).

4.3 Classifier Analysis

In this section, we perform a simple error analysis of the classifier performance on some dialect data for
which the degree of dialectalness is known. The data comes from news sources that differ from the data
used to train the classifier. The classifier is evaluated on data from the DARPA-funded BOLT project.
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Feature Types MSA ARZ
ACC [%] PREC REC F PREC REC F

10-fold language-model 83.3 86.7 90.2 88.4 89.0 85.0 86.9
AOC aida-sentence label 81.0 84.2 78.0 81.0 78.0 84.3 81.0

uni,bi 87.7 86.6 90.2 88.4 89.0 85.0 86.9
uni,bi,dict,pos 88.0 86.9 90.4 88.6 89.2 85.3 87.2
uni,bi,dict,pos,aida 89.1 87.5 92.2 89.8 91.1 85.7 88.3
uni,bi,dict,pos,aida,meta 88.8 87.4 91.7 89.5 90.6 85.7 88.1

DEV12 language-model 82.2 85.1 76.2 80.4 80.0 87.7 83.7
aida-sentence label 77.9 80.9 70.8 75.5 75.8 84.5 79.9
uni,bi 83.4 81.1 85.1 83.1 85.6 81.7 83.6
uni,bi,dict,pos 85.3 83.5 87.5 85.5 88.0 84.1 86.0
uni,bi,dict,pos,aida 87.8 83.4 93.0 88.0 92.8 83.0 87.6
uni,bi,dict,pos,aida,meta 68.3 61.8 90.8 73.5 85.0 48.3 61.6

Table 3: Arabic Dialect Classification Results: predicting MSA vs. (ARZ) dialect in terms of 10-fold
cross-validation on the AOC data and on the DEV12 set using all the AOC data for training.

Corpus #Sent #Sent [ARZ] %[ARZ]
ARZ web forum 299K 183K 61%
Broadcast 169K 18K 11%
Newswire 885K 29K 3%

Table 4: Sub-corpora together with total number as well as percentage of sentences that are classified as
ARZ.

The BOLT data consists of several corpora collected from various resources. These resources include
newswire, web-logs, ARZ web forum data and others. Classification statistics are presented in Table 4,
where we report the number of sentences along with the percentage of those sentences classified as ARZ.
The distribution of the dialect labels in the classifier output appears to correspond to the expected origin
of the data. For example, the ARZ web forum data contains a majority of ARZ sentences, but quite a
few sentences are MSA such as greetings and quotations from Islamic resources (Quran, Hadith ...). The
broadcast conversation data is mainly MSA, but sometimes the speaker switches to dialectal usage for
a short phrase and then switches back to MSA. Lastly, the newswire data has a vast majority of MSA
sentences. Examining a small portion of newswire sentences classified as ARZ, the sentences labeled as
ARZ are mostly classification errors.

Example sentence classifications from the BOLT data are shown in Table 5. The first two text frag-
ments are taken from the Egyptian Arabic (ARZ) web forum data. In the first document fragment, the
user starts with MSA sentences, then switches to Egyptian (ARZ) dialect marked by the ARZ indicator

ú
ÎË@ and using the prefix # H. before a verb which is not allowed in MSA. The user then switches back
to MSA. The classifier is able to classify the Egyptian Arabic (ARZ) sentence correctly. In the second
document fragment, the user uses several Egyptian Arabic (ARZ) words. In the forth sentence no ARZ
words exist, and the classifier correctly classifies the sentence as MSA. The third text fragment shows
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Predicted Arabic English
Dialect
MSA . XðXQË@ ð ¨ñ 	�ñÖÏ @ �H@Q�̄ A 	K @ i read the topic and the replies .

MSA . �èñÊg �èQº 	̄ ¨ñ 	�ñÖÏ @ the topic is great !

ARZ Èñ�®K
 # H. ú
ÎË @ pB@ ©Ó A 	K @ # ð i agree with the brother who said

MSA �ék. Ag É¿ ú

	̄ ÑêÓ 	áK
YË@ Islam is significant in all

ARZ ZCJ. Ë @ ú
Î« �HQ�.� ø
 X �A	JË @ 	àA ��Ê« because they accept affliction with patience

ARZ PA��J 	K @ Q�.» @ �èX �AÔg è+ �IÊÔ« ú
ÎË@ ð what Hamas did was a victory

ARZ ÈC�Jk@ ��ð ú

	̄ @ñ 	®�̄ð �AÔg ø
 	P who encountered the occupation

MSA PA�k ú
Î« @ðQ�.� ð and they were patient despite the siege

ARZ Ñë+ ú 	̄ A¿ A 	K+ H. P èY» 	àA ��Ê« that ’s why Allah rewarded them
ARZ* é» ø
 X ú


�G �HXA�̄ Y�̄ # ð tdk ... led

ARZ* �éÖ ßCË@# H. É�®	JË @ Z @Q�. 	g ñj	JK
 # ð transport experts blame
ARZ* . ø
 + # È è+ ÈA�̄ AÓ Q» 	Y�K ©J
¢���@ B i cannot remember what he told me

Table 5: Automatic classification examples for the dialect classes ARZ and MSA. Arabic source and
English target sentences are given. Dialectal words are in bold. Incorrect predictions are marked by an
asterisk (*).

some sentences from the newswire corpus that are mis-classified. The first sentence contains the word
ø
 X which corresponds to the letter ‘d’ in the abbreviation ‘tdk’. The word is contained in one of our ARZ
dictionaries such that the binary AIDA-based feature in Eq. 5 fires and triggers a mis-classification. In
this context, the word is part of an abbreviation which is split in the Arabic text. In the other examples,
only a few of the binary features defined in Section 3.2 apply and features that correspond to Arabic
prefixes tend to support a classification as ARZ dialect.

4.4 Preliminary Application for SMT

The dialect classification of Arabic data for SMT can be used in various ways. Examples include domain-
specific tuning, mixture modeling, and the use of so-called provenance features (Chiang et al., 2011)
among others . As a motivation for the future use of the dialect classifier in SMT, we classify the BOLT
bilingual training data into ARZ and MSA parts and examine the effect on the phrase table scores. Phrase
translation pairs demonstrating the use of the classified training data are shown in Table 6. The ARZ web
forum data is split into an ARZ part and an MSA part and two separate phrase probability tables are
trained on these two splits. The ARZ web forum data is highly ambiguous with respect to dialect and it
is difficult to obtain good dialect-dependent splits of the data. In the first example in the table, the word�éJ
K. QªË@ could mean ‘Arab’ in MSA, but in ARZ it could also mean ‘car’. The phrase table scores obtained
from the classifier-split training data correctly reflect this ambiguity. The phrase pair with ‘car’ has the
lowest translation score for the BOLT.ARZ phrase table, while it has a higher cost in the BOLT.MSA
phrase table. In the full phrase table (BOLT), ‘car’ is the fifth translation candidate with a score of 2.09.
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BOLT.ARZ BOLT.MSA
f e cost e cost

�éJ
K. QªË@
the car 1.20 arab 0.80
arab 1.25 the arab 1.32
the arab 1.70 Arabic 1.52

ú
æ�QÓ
merci 1.53 marsa 1.99
marsa 1.63 thanks 2.01
mursi 1.91 morcy 2.13

Table 6: Phrase tables based on classified training data. BOLT.ARZ is trained on the ARZ portion of
the ARZ web forums data, while BOLT.MSA is trained on the MSA part. The table includes Arabic
words and the top three phrase translation candidates, sorted (first is best) by the phrase model cost
(cost= −log(p(f |e)) ).

In the second example, the word ú
æ�Q Ó could function as a proper noun with its English translation
‘mursi’ or ‘marsa’, but only in ARZ it could also be translated as ‘thanks’ (‘merci’). In this case, the
classifier is unable to distinguish between the ARZ dialect and the MSA usage. We found out that the
word token ‘merci’ appears only 4 times in the training data, rendering its binary features unreliable
reliable. In general we note that the phrase tables build on the classified data become more domain-
specific, and it is left to future work to check whether improvements could carry over to the translation
quality.

5 Discussion and Future Work

The ultimate goal is to use the ARZ vs. MSA dialect classifier for training an adapted SMT system.
We split the training data at the sentence level using our classifier and train dialect-specific systems
on each of these splits along with a general dialect-independent system. We will be using techniques
similar to (Koehn and Schroeder, 2007; Chiang et al., 2011; Sennrich, 2012; Chen et al., 2013) to adapt
the general SMT system to a target domain with a predominant dialect. Or, we will be adopting an
SMT system to a development or test set where we use the classifier to predict the dialect for each
sentence and use a dialect-specific SMT system on each of them individually. Our approach of using
just binary feature functions in connection with a sentence-level global linear model can be related to
work on PoS-tagging (Collins, 2002). (Collins, 2002) trains a linear model based on Viterbi decoding
and the perceptron algorithm. The gold-standard PoS tags are given at the word-level, but the training
uses a global representation at the sentence level. Similarly, we use linear SVMs (Hsieh et al., 2008)
to train a classification model at the sentence level without access to sentence length statistics, i.e. our
best performing classifier does not compute features like the percentage of punctuation, numbers, or
averaged word length as has been proposed previously (Elfardy and Diab, 2013). All of our features are
actually computed at the token level (with the exception of a single sentence-level AIDA-based feature).
An interesting direction for future work could be to train the dialect classifier at the sentence level, but
use it to compute token-level predictions for a more fine-grained analysis. Even though the token-level
prediction task corresponds to a word-level tag set of just size 2, Viterbi decoding techniques could be
used to introduce novel context-dependent features, e.g. dialect tag n-gram features. Such a token-level
predictions might be used for weighting each phrase pair in an SMT system using methods like the
instance-based adaptation approach in (Foster et al., 2010).
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Abstract

DSLRAE is a hierarchical classifier for similar written languages and varieties based on
maximum-entropy (maxent) classifiers. In the first level, the text is classified into a language
group using a simple token-based maxent classifier. At the second level, a group-specific maxent
classifier is applied to classify the text as one of the languages or varieties within the previously
identified group. For each group of languages, the classifier uses a different kind and combination
of knowledge-poor features: token or character n-grams and ‘white lists’ of tokens. Features were
selected according to the results of applying ten-fold cross-validation over the training dataset.
The system presented in this article1 has been ranked second in the Discriminating Similar Lan-
guage (DSL) shared task co-located within the VarDial Workshop at COLING 2014 (Zampieri
et al., 2014).

1 Introduction

Language identification (LI) can be defined as the task of determining the language of a written text.
LI is also a cross-cutting technology supporting many other text analysis tasks: sentiment analysis,
political tendency or topic classification. There are some interesting problems around written language
identification that have attracted some attention recently, as native language identification (NLI, Tetreault
et al., 2013), the identification of the country of origin or the discrimination between similar or closely
related languages (DSL, Tiedemann and Ljubešić, 2012).

LI has reached a great success in discriminating between languages with unique character sets and lan-
guages belonging to different language groups or typologically distant. However, according to Zampieri
(2013), multilingualism, noisy or non-standard features in text and discrimination between similar lan-
guages, varieties or dialects remain as the major known bottlenecks in language identification. For this
reason, DSL can be considered as a sub-task in language identification. Interestingly enough, LI seems
to work well with what Kloss (1967) called abstandsprache or language by distance (because Basque
is an isolate, it is generally regarded as a distant language) but fails in dealing with ausbausprache or
language by development (a standard variety together with all varieties heteronomous with respect to it,
e. g. Basque Batua koiné and the various vernacular dialects).

Mass media, educational centres, administrations and communications favour standard languages in-
stead of other varieties. Standard varieties of languages are then seen by sociolinguists and dialectologists
as political and cultural constructs (Trudgill, 2004). However, languages and varieties are not just sys-
tems for communication between individuals, they are also used by groups and they are a crucial part
of their identity and culture. Language variation is systematic, both inter- and intra-personal. It can be
related to political, social, geographical, situational, communicative or instrumental factors. Variation
within a language can be found at different levels: alphabet, orthography (diacritics), word structure
(syllable composition, morphology), lexical choice or even syntax. Similar or closely related languages
often reflect a common origin and are members of a dialect continuum (Bloomfield, 1935).

1We wish to thank an anonimous reviewer for her valuable comments and suggestions.
This work is licensed under a Creative Commons Attribution 4.0 International Licence. Page numbers and proceedings footer
are added by the organisers. Licence details: http://creativecommons.org/licenses/by/4.0/
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Solutions to language identification are often based either on generative or discriminative character
n-gram language models. While character-based methods provide a means to distinguish between differ-
ent languages on the basis of coarse-grained statistics on n-grams, it seems that discriminating between
similar languages needs more fine-grained distinctions not always reflected by n-gram character distribu-
tions. According to Tiedemann and Ljubešić (2012), character-based n-gram methods fail for languages
with a high lexical overlap, since the more shared words between two languages, the more similar will
their n-gram character frequency profiles be.

Group Model Lang/Var Precision Recall F1-score

A C 1-5
bs 0.930 0.889 0.909
hr 0.924 0.941 0.932
sr 0.929 0.953 0.941

B L 1
id 0.988 0.994 0.991
my 0.994 0.988 0.991

C T 1-2
cz 1.000 0.999 0.999
sk 0.999 1.000 0.999

D T 1-2
pt-BR 0.933 0.964 0.948
pt-PT 0.963 0.930 0.946

E T 1-2
es-AR 0.942 0.816 0.874
es-ES 0.837 0.949 0.890

F L 1
en-GB 0.959 0.411 0.575
en-US 0.643 0.932 0.761

Overall without F 0.949 0.947 0.947
Overall 0.926 0.932 0.928

Table 1: Macro-averaged Precision, Recall and F1-score on the DSL training dataset resulting from 10-
fold cross-validation using the best model for each group of languages o varieties. Model has a letter
code indicating the kind of elements considered: C (characters), T (tokens), L (tokens from the list of the
10,000 most frequent tokens), and a number indicating how many consecutive elements have been taken
in a feature: 1 (unigrams), 1-2 (unigrams and bigrams), 1-5 (sequences of length one to five).

2 Previous Approaches

Although focused on formal languages, Gold (1967) is usually credited as the first to attempt compu-
tational language identification. In particular, two common LI approaches, namely n-gram language
models and white (or black) lists, echo Gold’s information presentation methods. In the 1990s, language
identification was formulated as a sub-task of text categorization and varied approaches were explored.
Beesley (1988) pioneered the use of character n-grams models, which were also used by Dunning (1994)
and Cavnar and Trenkle (1994). Grefenstette (1995) compared this approach to Ingle (1978), based on
the frequency of short words. The interested reader is referred to Zampieri (2013) for a review of some
statistical and machine learning proposals and to both Baldwin and Lui (2010) and Lui and Baldwin
(2011) for an overview of some linguistically motivated models.

As Baldwin and Lui (2010) or Tiedemann and Ljubešić (2012) point out, language identification is
erroneously considered an easy and solved problem2, in part because of some general purpose systems
being available, notably TextCat3, Xerox Language Identifier4 and, more recently, langid.py (Lui
and Baldwin, 2012). While it is true that it is possible to obtain brilliant results for a small number of
languages (Baldwin and Lui, 2010) or typologically distant languages (Zampieri et al., 2013), accurately
discriminating among closely related languages or varieties of the same language has been repeatedly
reported as a bottleneck for language identification systems, in particular for those based on n-grams.

2See McNamee (2005) eloquent title.
3http://odur.let.rug.nl/vannoord/TextCat
4http://open.xerox.com/Services/LanguageIdentifier
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Back in 2004, Padró and Padró concluded that “since the tested systems tend to fail when distinguishing
similar languages (e.g. Spanish and Catalan), further research could be done to solve these cases.”
Martins and Silva (2005) report similar difficulties in discriminating among European and Brazilian
Portuguese. Ranaivo-Malançon (2006) motivates her work on the unsatisfactory performance of (then)
available language identifiers when dealing with close languages such as Malay and Indonesian. Ljubešić
et al. (2007) do not even attempt to distinguish Bosnian from Croatian when developing a Croatian
identifier because of their closeness. Trieschnigg et al. (2012) come as an exception as they report
satisfactory results in identifying sixteen varieties of Dutch with TextCat.

Ranaivo-Malançon (2006) presents a cascaded language identifier for Malay and Indonesian. It first
distinguishes Malay or Indonesian from other four European languages using trigrams extracted from
the most frequent words from each language. Texts classified as Malay or Indonesian are subsequently
scanned for some linguistic features (format of numbers and exclusive words), yielding a more precise
performance than TextCat.

Ljubešić et al. (2007) also propose a cascaded identifier that relies on ‘black lists’ to discard non-
Balkan languages and a second order Markov model on n-grams to discriminate among them, aug-
mented with a ‘black list’ component that raises accuracy up to 0.99 when dealing with the most difficult
pair (Croatian and Serbian). This work is followed up in Tiedemann and Ljubešić (2012) where 9%
of improvement over standard approaches is reported and where support for Bosnian discrimination is
included.

Huang and Lee (2008) use a bag of the most frequent words to build a voting identifier for three Chi-
nese varieties with a top accuracy of 0.929. More recently, Zampieri (2013) compares the performance
of n-gram based models to machine learning methods using bag of words when discriminating similar
languages and varieties obtaining comparable performance with both approaches.

Grouin et al. (2010) present the shared task DEFT 2010. Participants were challenged to identify
the decade, country (France and Canada) and newspaper for a set of journalistic texts. As far as the
country labeling is concerned, they report an upper 0.964 F1-measure and an average of 0.767. Very
brief descriptions of the systems are also offered.

Zampieri and Gebre (2012) present a log-likelihood estimation method for language models built on
orthographical (character n-grams), lexical (word unigrams) and lexico-syntactic (word bigrams) fea-
tures. They report a 0.998 accuracy distinguishing European and Brazilian Portuguese with a language
model based on character 4-grams. This approach is adapted in Zampieri et al. (2013) to deal with Span-
ish varieties, where the role of knowledge-rich features (POS tags) is also explored. They report a 0.99
accuracy when binarily distinguishing Argentinean and Mexican Spanish with single words or bigrams.

Trieschnigg et al. (2012) compare the performance of TextCat to the nearest neighbour and nearest
prototype in combination with a cosine distance when distinguishing among sixteen varieties of Dutch.
They report a micro-average F1-score of 0.799 (and a macro-average F1-score of 0.527) with a top
F1-score of 0.987 when dealing with Frisian.

Lui and Cook (2013) report experiments with different classifiers to map English documents to their
country of origin. An SVM classifier with bag of words is top ranked with a macro-average 0.911 F1-
score in a cross-domain setting and 0.975 in an in-domain setting.

All these previous works (with the sole exception of Trieschnigg et al. (2012), where a general purpose
LI system yields a satisfactory performance) agree in the specificity of DSL regarding LI. Maybe because
of that, two level approaches are not uncommon. Features used to discriminate seem to be language-
group specific, altough word rather than character features seem to perform better (Zampieri and Gebre
(2012) report best results for character 4-grams, however, given that European and Brazilian Portuguese
do not completely share ortography).

3 Maximum Entropy Models and Feature Engineering

Maximum Entropy modelling is a general purpose machine learning framework that has proven to be
highly expressive and powerful in many areas. Maximum Entropy (maxent) was first introduced into
natural language processing by Berger et al. (1996) and Della Pietra et al. (1997). Since its introduction,
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Maximum Entropy techniques and the more general framework of Random Fields have been applied
extensively to natural language processing problems, where maxent classifiers are commonly used as an
alternative to Naı̈ve Bayes classifiers. In maxent modelling, the probability that an example x is in a
class c is estimated from its bag of words (or n-grams) as:

p(c|x) =
1
Z

exp
∑

y∈bow(x)

N∑
i=1

wci · fi(c, y)

where fi(c, y) are indicator functions, wci is the weight assigned to feature i in class c, and Z is a
normalization factor. Features are modelled by indicator functions fi(c, y), which are evaluated to one
when the feature i for a particular class c is true for a word y and zero otherwise. The following is an
example of an indicator function modelling the presence of a particular word in a class:

f1(c, y) =
{

1, c = en-GB ∧ y = ‘colour’
0, otherwise

The class assigned to an example x is the most probable one:

ĉ = arg max
c∈C

p(c|x)

The maxent classifiers are implemented with the toolkit of Zhang Le (2004), and the parameters of the
model are estimated using Generalized Iterative Scaling (Darroch and Ratcli, 1972).

Having chosen a closed approach to the DSL shared task, no other resources than the text samples
given as training and development datasets have been used in features design. In this knowledge-poor
approach to the problem, the maxent classifier has been trained with token and character n-gram features.
Character-based features are obtained with a simple character tokenizer. However, for token-based fea-
tures, texts are tokenized using an orthographic tokenizer which splits punctuation from words. Several
bags of features have been considered during the experiments: single tokens (T1), single words from the
list of the 10,000 most frequent tokens (L1), token bigrams (T2), and n-grams of character sequences of
length from one to five (C1-5). We will also refer to the lists of the 10,000 most frequent words as ‘white
list’, which have a complementary role to the ‘black lists’ of Tiedemann and Ljubešić (2012).

To determine which features are best suited to each group, we measured their performance using ten-
fold cross-validation on the training dataset and using the development dataset for testing. For group A,
best results were obtained using bag of features consisting of variable length character n-grams ranging
from one to five (C1-5). On group B, token bigrams (T2) performed slightly better in the development
set than in the training set than the ‘white list’ of tokens (L1), which seems to indicate a better general-
isation of the former on unseen examples. Results for group C were similar for all features considered.
Regarding groups D and E, token-based features got similar results, with slightly better results for token
bigrams. Finally, for English (group F) results were generally bad, reaching the ‘white list’ the better
results. Group F is known to contain more than a few misclassifications due to news cross citing be-
tween American and British press. Results for each group’s best model using ten-fold cross-validation
on the training dataset are shown in Table 1. All figures have been macro averaged, i.e., they have been
computed averaging the ten folds.

Because best results for each group are obtained with different feature sets, a new classifier is in-
troduced. This classifier determines the language/variety group of each example before applying its
particular group classifier. As can be seen in Table 2, the degree of token overlap between languages and
varieties of different groups is rather low compared with the degree of overlap within the same group.
Using only tokens, total accuracy is reached on the training dataset using cross validation. A classifier
applying several classifiers in the way we propose is known as a hierarchical two-level classifier.

4 Evaluation and Error Analysis

Having as a goal to assess the performance of the hierarchical maxent classifier with the DSL task
dataset, models were trained using all the examples provided in the training and development datasets.
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bs hr sr id my sk cz pt-BR pt-PT es-AR es-ES en-GB en-US
bs 35.51 31.29 2.25 2.05 2.09 1.95 1.91 2.00 1.92 1.99 2.09 2.10
hr 41.18 2.47 2.21 2.15 2.04 2.08 2.20 2.12 2.16 2.42 2.39
sr 2.06 1.74 1.95 1.79 1.63 1.72 1.69 1.69 1.68 1.68
id 19.02 2.36 2.47 4.00 4.14 4.35 4.21 6.81 6.74
my 1.91 2.00 3.43 3.61 3.75 3.52 6.40 6.23
sk 9.45 2.12 2.15 2.20 2.22 2.55 2.56
cz 2.18 2.25 2.24 2.27 2.73 2.70

pt-BR 29.17 12.04 11.63 4.62 4.60
pt-PT 12.14 12.50 4.92 4.94
es-AR 30.91 5.52 5.52
es-ES 4.89 4.90
en-GB 32.76
en-US

Table 2: Lexical overlap between pairs of languages as a percentage. Only orthographic forms and
punctuation signs appearing more than once in the training dataset has been considered.

Group Model Lang/Var Precision Recall F1-score

A C 1-5
bs 0.903 0.875 0.889
hr 0.923 0.931 0.927
sr 0.928 0.951 0.939

B L 1
id 0.991 0.996 0.993
my 0.996 0.991 0.993

C T 1-2
cz 1.000 1.000 1.000
sk 1.000 1.000 1.000

D T 1-2
pt-BR 0.933 0.964 0.948
pt-PT 0.962 0.931 0.946

E T 1-2
es-AR 0.950 0.819 0.879
es-ES 0.840 0.957 0.895

F L 1
en-GB 0.486 0.713 0.578
en-US 0.463 0.247 0.322

Overall without F 0.948 0.948 0.947
Overall 0.875 0.870 0.872

Table 3: Macro-averaged Precision, Recall and F1-score on the DSL test dataset. Models are described
in Table 1.

Table 4 shows the confusion matrix for the classifier on the test dataset and Table 1 the results in terms
of precision, recall and F1-score for each language and variety. As can be seen in Table 4, no example
has been classified outside in a wrong group.

Tan et al. (2014) provide a baseline using a Naı̈ve Bayes classifier on character 5-grams. As can be
seen if Table 3 is compared with Table 4 of Tan et al. (2014), figures for group A are slightly below the
baseline, groups B and C achieve the same results, D and E groups get slightly better results with the
maxent classifier, and the biggest difference is found in group F, having better results Naı̈ve Bayes. The
overall result without group F is similar: an F1-score of 0.947 for maxent and 0.942 for Naı̈ve Bayes.

The DSL Corpus is composed of journalistic comparable texts to make the corpus suitable for discrim-
inating similar languages and languages varieties but not text types or genres. Tiedemann and Ljubešić
(2012) avoid biases towards topic and domain by experimenting with parallel texts reaching an overall
accuracy of 90.3% for group A (br, hr, sr) using a ‘black list’ classifier and comparing its results with a
Naı̈ve Bayes approach. They found that the ‘black list’ classifier generalise better than the Naı̈ve Bayes
approach when moving from parallel to comparable corpora, since the former classifier is based on more
informative features than the later.

Results of ten-fold cross-validation on the training dataset for different feature settings for group E
(Spanish) were consistent with those of Zampieri et al. (2013), where word bigrams are reported to
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bs hr sr id my cz sk pt-BR pt-PT es-AR es-ES en-GB en-US
bs 875 61 64 0 0 0 0 0 0 0 0 0 0
hr 60 931 9 0 0 0 0 0 0 0 0 0 0
sr 33 16 951 0 0 0 0 0 0 0 0 0 0
id 0 0 0 996 4 0 0 0 0 0 0 0 0
my 0 0 0 9 991 0 0 0 0 0 0 0 0
cz 0 0 0 0 0 1,000 0 0 0 0 0 0 0
sk 0 0 0 0 0 0 1,000 0 0 0 0 0 0

pt-BR 0 0 0 0 0 0 0 964 36 0 0 0 0
pt-PT 0 0 0 0 0 0 0 69 931 0 0 0 0
es-AR 0 0 0 0 0 0 0 0 0 819 181 0 0
es-ES 0 0 0 0 0 0 0 0 0 43 957 0 0
en-GB 0 0 0 0 0 0 0 0 0 0 0 571 229
en-US 0 0 0 0 0 0 0 0 0 0 0 602 198

Table 4: Confusion matrix for the hierarchical maxent classifier on languages and varieties in the DSL
test dataset. The 1,000 Bosnian texts have been classified as Bosnian (875), Croatian (61) and Serbian
(64).

Group Language/Variety Code

A
Bosnian bs
Croatian hr
Serbian sr

B
Indonesian id
Malay my

C
Czech cz
Slovak sk

D
Brazilian Portuguese pt-BR
European Portuguese pt-PT

E
Argentine Spanish es-AR
European Spanish es-ES

F
British English en-GB
American English en-US

Table 5: Languages and varieties groups and codes.

outperform character n-grams. Given that datasets are not identical, it is difficult to draw any conclusion
from the 1.2% difference in accuracy between DSLRAE and Zampieri et al. (2013). Manual inspection
of misclassified news suggests some textual properties that are specially challenging: a) high density of
foreign proper names (Russian, Baby, Pony, Jack, . . . ) may dilute the evidence provided by vernacular
words; b) conversely, low density of features specific to any variant (such as place or family names5,
demonyms, lexical choices) may be insufficient to drive the text to the right class; this is also the case of
some perfectly neutral sentences where a trained linguist could not spot any clue about their origin; c)
certain syntactical idiosyncrasies (for example Argentinian idioms la pasas bien, tal como muchas veces,
en exceso de) are not captured by bigrams; d) there are instances of cross-information, e. g., Argentinian
news about Spain and vice versa where maybe more of a topic rather than a variety is being detected
(e. g., news about Urdangarı́n or Fernández de Kirchner); e) there are some typos and misspellings
(carabanas, dosco) whose role remains unclear; e) finally, there is at least one text misclassified in the
gold standard: it is labeled as Argentinian but it was written by the Spanish EFE news agency. Some of
these difficulties cross-cut all language groups and are not specific to Spanish but rather to DSL as a task.

In contrast to what Zampieri and Gebre (2012) found, ten-fold cross-validation on the training dataset
for different feature settings on the DSL dataset did not find character n-grams to outperform word n-
grams for group D (Portuguese). It could be hypothesized that they used a unique source (newspaper)
for each variety and therefore rigid editorial conventions could be at play; moreover, the collections were

5Zampieri and Gebre (2012) highlight the importance of proper nouns when using word n-grams.
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three years distant, so topic consistency could also be compromised6. Manual inspection of mislabeled
sentences shows some already known categories: evidence diluted by foreign words (Red Brick Ware-
house, Mészáros, Fat Duck), poor evidence (Valongo, Sao Paulo) or cross-information (TAP, Brası́lia).
There is, however, a Portuguese-specific issue: some texts obey the 1990 Orthographic Agreement7

which blurs the orthographic distinctions regarding diacritics or consonant clusters; in fact, one sentence
contains words following both standards (perspectiva and reprodução). It remains unexplained why
word bigrams did not capture the Brazilian preference for passive voice (foram rebaixados), auxiliary +
gerund chunks (estamos utilizando) or clitic dropping (lembro).

Despite findings by Tiedemann and Ljubešić (2012), character n-grams performed better during ten-
fold cross-validation on the training dataset for different feature settings on the DSL dataset for group A
(Bosnian, Croatian and Serbian). Misclassified sentences involve failing to capture adapted place names
(Belgiji, Švedskoj) or derivational choices (organiziranog).

Results of ten-fold cross-validation on the training dataset for different feature settings for group B
(Indonesian and Malay) top ranked word unigrams. Ranaivo-Malançon (2006) uses number formatting
and exclusive word lists. It can be hypothesized that lexical overlap is low (see Table 2) and/or frequency
distributions are dissimilar thus allowing word unigrams to perform as well as ‘white lists’.

Languages of group C (Czech and Slovak) are dissimilar both orthographically and lexically. These
dissimilarities are surprisingly well captured by the top 10,000 most frequent words.

5 Conclusions and Future Work

In this paper, we have shown that a hierarchical classifier is well suited to discriminate among different
language groups and languages or varieties therein. Different features are shown to better suit typological
traits of supported languages. A comparison to previous approaches is provided, when available.

In a multilingual setting, the effect of adding Galician to group D could be investigated. Focusing on
Spanish language, we plan to geographically expand the classifier to deal with all national varieties, a
much harder task as both Baldwin and Lui (2010) and Zampieri et al. (2013) remark. Moreover, the
classifier could be used, as Tiedemann and Ljubešić (2012) suggest, to learn varieties discriminators to
label texts beyond national classes (e.g. both Caribbean and Andean Spanish cross-cut national borders
and, conversely, nations involved are known not to be dialectally uniform). Given that error analysis
showed that word bigrams fail to capture certain syntactical idiosyncrasies, a model with longer n-grams
and/or knowledge-richer features such as POS sequences could also be explored, although Zampieri et al.
(2013) report lower performance than knowledge-poor features. Finally, classification techniques such as
those described in Gyawali et al. (2013) may be used to discard translations when building monolingual,
vernacular corpora.

A diachronic expansion, such as Trieschnigg et al. (2012), is also in mind. Medieval Castilian coex-
isted with other Romance varieties such as Leonese or Aragonese whose features permeated Castilian
texts. Researchers are in need of a tool to properly classify diachronic texts to accurately describe older
stages of Spanish. Following the suggestion of Tiedemann and Ljubešić (2012), we envisage the use of
parallel texts such as versions of the Bible from different areas to learn the differences among varieties.
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Abstract

The Discriminating between Similar Languages (DSL) shared task at VarDial challenged partici-
pants to build an automatic language identification system to discriminate between 13 languages
in 6 groups of highly-similar languages (or national varieties of the same language). In this
paper, we describe the submissions made by team UniMelb-NLP, which took part in both the
closed and open categories. We present the text representations and modeling techniques used,
including cross-lingual POS tagging as well as fine-grained tags extracted from a deep grammar
of English, and discuss additional data we collected for the open submissions, utilizing custom-
built web corpora based on top-level domains as well as existing corpora.

1 Introduction

Language identification (LangID) is the problem of determining what natural language a document is
written in. Studies in the area often report high accuracy (Cavnar and Trenkle, 1994; Dunning, 1994;
Grefenstette, 1995; Prager, 1999; Teahan, 2000). However, recent work has shown that high accu-
racy is only achieved under ideal conditions (Baldwin and Lui, 2010), and one area that needs further
work is accurate discrimination between closely-related languages (Ljubešić et al., 2007; Tiedemann
and Ljubešić, 2012). The problem has been explored for specific groups of confusable languages, such
as Malay/Indonesian (Ranaivo-Malancon, 2006), South-Eastern European languages (Tiedemann and
Ljubešić, 2012), as well as varieties of English (Lui and Cook, 2013), Portuguese (Zampieri and Gebre,
2012), and Spanish (Zampieri et al., 2013). The Discriminating Similar Language (DSL) shared task
(Zampieri et al., 2014) was hosted at the VarDial workshop at COLING 2014, and brings together the
work on these various language groups by proposing a task on a single dataset containing text from 13
languages in 6 groups, drawn from a variety of news text datasets (Tan et al., 2014).

In this paper, we describe the entries made by team UniMelb NLP to the DSL shared task. We took
part in both the closed and the open categories, submitting to the main component (Groups A-E) as well
as the separate English component (Group F). For our closed submissions, we focused on comparing a
conventional LangID methodology based on individual words and language-indicative letter sequences
(Section 2.1) to a methodology that uses a de-lexicalized representation of language (Section 2.3). For
Groups A-E we use cross-lingual POS-tagger adaptation (Section 2.3.1) to convert the raw text to a
POS stream using a per-group tagger, and use n-grams of POS tags as our de-lexicalized representation.
For English, we also use a de-lexicalized representation based on lexical types extracted from a deep
grammar (Section 2.3.2), which can be thought of as a very fine-grained tagset. For the open submissions,
we constructed new web-based corpora using a standard methodology, targeting per-language top-level
domains (Section 2.4.2). We also compiled additional training data from existing corpora (Section 2.4.1).

This work is licensed under a Creative Commons Attribution 4.0 International Licence. Page numbers and proceedings footer are
added by the organisers. Licence details: http://creativecommons.org/licenses/by/4.0/
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2 Overview

Our main focus was to explore novel methods and sources of training data for discriminating similar
languages. In this section, we describe techniques and text representations that we tested, as well as the
external data sources that we used to build language identifiers for this task.

2.1 Language-Indicative Byte Sequences

Lui and Baldwin (2011) introduced the LD feature set, a document representation for LangID that is
robust to variation in languages across different sources of text. The LD feature set can be thought of as
language-indicative byte sequences, i.e. sequences of 1 to 4 bytes that have been selected to be strongly
characteristic of a particular language or set of languages regardless of the text source. Lui and Baldwin
(2012) present langid.py,1 an off-the-shelf LangID system that utilizes the LD feature set. In this
work, we re-train langid.py using the training data provided by the shared task organizers, and use
this as a baseline result representative of the state-of-the-art in LangID.

2.2 Hierarchical LangID

In LangID research to date, systems generally do not take into account any form of structure in the
class space. In this shared task, languages are explicitly grouped into 6 disjoint groups. We make use
of this structure by introducing a two-level LangID model. The first level implements a single group-
level classifier, which takes an input sentence and identifies the language group (A–F) that the sentence
is from. The output of this group-level classifier is used to select a corresponding per-group classifier,
that is trained only on data for languages in the group. This per-group classifier is applied to the input
sentence and the output thereof is the final label for the sentence.

2.3 De-Lexicalized Text Representation for DSL

One of the challenges in a machine learning approach to discriminating similar languages is to learn
differences between languages that are truly representative of the distinction between varieties, rather
than differences that are merely representative of peculiarities of the training data (Kilgarriff, 2001). One
possible confounding factor is the topicality of the training data — if the data for each variety is drawn
from different datasets, it is possible that a classifier will simply learn the topical differences between
datasets. Diwersy et al. (2014) carried out a study of colligations in French varieties, where the variation
in the grammatical function of noun lemmas was studied across French-language newspapers from six
countries. In their initial analysis the found that the characteristic features of each country included the
name of the country and other country-specific proper nouns, which resulted in near 100% classification
accuracy but do not provide any insight into national varieties from a linguistic perspective.

One strategy that has been proposed to mitigate the effect of such topical differences is the use of
a de-lexicalized text representation (Lui and Cook, 2013). The de-lexicalization is achieved through
the use of a Part-Of-Speech tagger, which labels each word in a sentence according to its word class
(such as Noun, Verb, Adjective etc). De-lexicalized text representations through POS tagging were first
considered for native language identification (NLI), where they were used as a proxy for syntax in order
to capture certain types of grammatical errors (Wong and Dras, 2009). Syntactic structure is known to
vary across national dialects (Trudgill and Hannah, 2008), so Lui and Cook (2013) investigated POS plus
function word n-grams as a proxy for syntactic structure, and used this representation to build classifiers
to discriminate between Canadian, British and American English. They found that classifiers using such a
representation achieved above-baseline results, indicating some systematic differences between varieties
could be captured through the use of such a de-lexicalized representation. In this work, we explore this
idea further — in particular, we examine (1) the applicability of de-lexicalized text representations to
other languages using automatically-induced crosslingual POS taggers, and (2) the difference in accuracy
for discriminating English varieties between representations based on a coarse-grained universal tagset
(Section 2.3.1) as compared to a very fine-grained tagset used in deep parsing (Section 2.3.2).

1http://github.com/saffsd/langid.py
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Sandy quit on Tuesday Sandy quit Tuesday
UT NOUN VERB ADP NOUN NOUN VERB NOUN
LTT n - pn v np* p np i-tmp n - c-dow n - pn v np* n - c-dow

British English American English

Table 1: Example of tags assigned with coarse-grained Universal Tagset (UT) and fine-grained lexical
type tagset (LTT).

2.3.1 Crosslingual POS Tagging
A key issue in generating de-lexicalized text representations based on POS tags is the lack of availability
of POS taggers for many languages. While some languages have some tools available for POS tagging
(e.g. Treaties (Schmid, 1994) has parameter files for Spanish and Portuguese), the availability of POS
taggers is far from universal. To address this problem for the purposes of discriminating similar lan-
guages, we draw on previous work in unsupervised cross-lingual POS tagging (Duong et al., 2013) to
build a POS tagger for each group of languages, a method which we will refer to hereafter as “UMPOS”.

UMPOS employs a 12-tag Universal Tagset introduced by Petrov et al. (2012), which consists of the
tags NOUN, VERB, ADJ (adjective), ADV (adverb), PRON (pronoun), DET (determiner or article), ADP
(preposition or postposition), NUM (numeral), CONJ (conjunction), PRT (particle), PUNCT (punctua-
tion), and X (all other categories, e.g., foreign words or abbreviations). These twelve basic tags constitute
a “universal” tagset in that they can be used to describe the morphosyntax of any language at a coarse
level.

UMPOS generates POS taggers for new languages in an unsupervised fashion, by making use of
parallel data and an existing POS tagger. The input for UMPOS is: (1) parallel data between the source
and target languages; and (2) a supervised POS tagger for the source language. The output will be the
tagger for the target language. The parallel data acts as a bridge to transfer POS annotation information
from the source language to the target language.

The steps used in UMPOS are as follow. First, we collect parallel data which has English as the source
language, drawing from Europarl (Koehn, 2005) and EUbookshop (Skadiņš et al., 2014). UMPOS word-
aligns the parallel data using the Giza++ alignment tool (Och and Ney, 2003). The English side is POS-
tagged using the Stanford POS tagger (Toutanova et al., 2003), and the POS tags are then projected from
English to the target language based solely on one-to-one mappings. Using the sentence alignment score,
UMPOS ranks the “goodness” of projected sentences and builds a seed model for the target language on
a subset of the parallel data. To further improve accuracy, UMPOS builds the final model by applying
self-training with revision to the rest of the data as follows: (1) the parallel corpus data is divided into
different blocks; (2) the first block is tagged using the seed model; (3) the block is revised based on
alignment confidence; (4) a new tagger is trained on the first block and then used to tag the second block.
This process continues until all blocks are tagged. In experiments on a set of 8 languages, Duong et al.
(2013) report accuracy of 83.4%, which is state-of-the-art for unsupervised POS tagging.

2.3.2 English Tagging Using ERG Lexical Types
Focusing specifically on language Group F — British English and American English — we leveraged
linguistic information from the analyses produced by the English Resource Grammar (ERG: Flickinger
(2002)), a broad-coverage, handcrafted grammar of English in the HPSG framework (Pollard and Sag,
1994) and developed within the DELPH-IN2 research initiative. In particular, we extracted the lexical
types assigned to tokens by the parser for the best analysis of each input string. In accordance with
the heavily lexicalized nature of HPSG, lexical types are the primary means of distinguishing between
different morphosyntactic contexts in which a given lexical entry can occur. They can be thought of as
fine-grained POS tags, containing subcategorisation information in addition to part of speech informa-
tion, and semantic information in cases that it directly impacts on morphosyntax. The version of the
ERG we used (the “1212” release) has almost 1000 lexical types.

Table 1 illustrates an example of the type of syntactic variation that can be captured with the finer-

2http://www.delph-in.net
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Group Language Code
Web Corpora Existing Corpora

TLD # words # datasets # words
A Bosnian bs .ba 817383 4 715602
A Croatian hr .hr 43307311 5 1536623
A Serbian sr .rs 1374787 4 1204684
B Indonesian id .id 23812382 3 564824
B Malaysian my .my 2596378 3 535221
C Czech cz .cz 17103140 8 2181486
C Slovakian sk .sk 17253001 8 2308083
D Brazilian Portuguese pt-BR .br 27369673 4 860065
D European Portuguese pt-PT .pt 22620401 8 2860321
E Argentine Spanish es-AR .ar 45913651 2 619500
E Peninsular Spanish es-ES .es 30965338 9 3458462
F British English en-GB .uk 20375047 1 523653
F American English en-US .us 21298230 1 527915

Table 2: Word count of training data used for open submissions.

grained lexical types, that would be missed with the coarse-grained universal tagset. In American En-
glish, both Sandy resigned on Tuesday and Sandy resigned on Tuesday are acceptable whereas British
English does not permit the omission of the preposition before dates. In the coarse-grained tagset, the
American English form results in a sequence VERB : NOUN, which is not particularly interesting as we
expect this to occur in both English varieties, whereas the fine-grained lexical types allow us to capture
the sequence v np* ntr : n - c-dow (verb followed by count noun [day of week]), which we expect
to see in American English but not in British English.

Since the ERG models a sharp notion of grammaticality, not all inputs receive an analysis — whether
due to gaps in the coverage of the grammar or genuinely ungrammatical input. The ERG achieved
a coverage of 86% over the training data across both British English and American English. Sentences
which failed to parse were excluded from use as input into the classifier. However the inability to classify
any sentence which we cannot parse is unsatisfactory. We solved this problem by generating lexical type
features for sentences which failed to parse using the ERG-trained übertagger of Dridan (2013), which
performs both tokenisation and supertagging of lexical types and improves parser efficiency by reducing
ambiguity in the input lattice to the parser.

2.4 External Corpora
The DSL shared task invited two categories of participation: (1) Closed, using only training data provided
by the organizers (Tan et al., 2014); and (2) Open, using any training data available to participants. To
participate in the latter category, we sourced additional training data through: (1) collection of data
relevant to this task from existing text corpora; and (2) automatic construction of web corpora. The
information about the additional training data is shown in Table 2.

2.4.1 Existing Corpora
We collected training data from a number of existing corpora, as shown in Table 3. Many of the cor-
pora that we used are part of OPUS (Tiedemann, 2012), which is a collection of sentence-aligned text
corpora commonly used for research in machine translation. The exceptions are: (1) debian, which
was constructed using translations of message strings from the Debian operating system,3; (2) BNC —
the British National Corpus (Burnard, 2000); (3) OANC — the open component of the Second Release
of the American National Corpus (Ide and Macleod, 2001), and (4) Reuters Corpus Volume 2 (RCV2);4

a corpus of news stories by local reporters in 13 languages. We sampled approximately 19000 sentences
from each of the BNC and OANC, which we used as training data to generate ERG lextype features (Sec-
tion 2.3.2) for British English (en-GB) and American English (en-US), respectively. From RCV2 we

3http://www.debian.org
4http://trec.nist.gov/data/reuters/reuters.html
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bs hr sr pt-PT pt-BR id my cz sk es-ES es-AR en-US en-GB

BNC X
debian X X X X X X X X X X X
ECB X X X X
EMEA X X X X
EUconst X X X X
Europarl X X X X
hrenWaC X
KDE4 X X X X X X X X X
KDEdoc X X X X
OANC X
OpenSubtitles X X X X X X X X X X
RCV2 X X
SETIMES2 X X X
Tatoeba X X

Table 3: Training data compiled from existing corpora.

used the Latin American Spanish news stories as a proxy for Argentine Spanish (es-AR). Note that, for
a given text source, we didn’t necessarily use data for all available languages. For example, debian
contains British English and American English translations, which we did not use.

2.4.2 Web Corpus Construction
Each existing corpus we describe in Section 2.4.1 provides incomplete coverage over the set of languages
in the shared task dataset. In order to have a resource that covers all the languages in the shared task
drawn from a single source, we constructed web corpora for each language. Our approach was strongly
inspired by the approach used to create ukWaC (Ferraresi et al., 2008), and the creation of each sub-
language’s corpus involved crawling the top level domains of the primary countries associated with
those sub-languages. Based on the findings of Cook and Hirst (2012), the assumption underlying this
approach is that text found in the top-level domains (TLDs) of those countries will primarily be of
the sub-language dominant in that country. For instance, we assume that Portuguese text found when
crawling the .pt TLD will primarily be European Portuguese, while the Portuguese found in .br will
be primarily Brazilian Portuguese.

The process of creating a corpus for each sub-language involved translating a sample of 200 of the
original ukWaC queries into each language using Panlex (Baldwin et al., 2010).5 These queries were then
submitted to the Bing Search API using the BootCaT tools (Baroni and Bernardini, 2004), constraining
results to the relevant TLD. For each query, we took the first 10 URLs yielded by Bing and appended
them to a list of seed URLs for that language. After deduplication, the seed URLs were then fed to a
Heritrix 3.1.16 instance with default settings other than constraining the crawled content to the relevant
TLD.

Corpora were then created from the data gathered by Heritrix. Following the ukWaC approach,
only documents with a MIME type of HTML and size between 5k and 200k bytes were used. Jus-
text (Pomikálek, 2011) was used to extract text from the selected documents. langid.py (Lui and
Baldwin, 2012) was then used to discard documents whose text was not in the relevant language or lan-
guage group. The corpus was then refined through deduplication. First, near-deduplication was done at
the paragraph level using Onion (Pomikálek, 2011) with its default settings. Then, exact-match sentence-
level deduplication, ignoring whitespace and case, was applied.

3 Results and Discussion

Table 4 summarizes the runs submitted by team UniMelb NLP to the VarDial DSL shared task. We
submitted the maximum number of runs allowed, i.e. 3 closed runs and 3 open runs, to both the “general”
Groups A–E subtask as well as the English-specific Group F subtask. We applied different methods to
Group F, as some of the tools (the ERG) and resources (BNC/OANC) were specific to English. For clarity
in discussion, we have labeled each of our runs according to a 3-letter code: the first letter indicates the

5A sample of the queries was used because of time and resource limitations.
6https://webarchive.jira.com/wiki/display/Heritrix
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Run Description
Macro-avg F-Score
dev tst

Grp A-E closed
AC1 langid.py 13-way 0.822 0.817
AC2 langid.py per-group 0.923 0.918
AC3 POS features 0.683 0.671

Grp F closed
FC1 Lextype features 0.559 0.415
FC2 langid.py per-group 0.548 0.403
FC3 POS features 0.545 0.435

Grp A-E open
AO1 Ext Corpora (word-level model) 0.705 0.703
AO2 Web Corpora (word-level model) 0.771 0.767
AO3 5-way voting 0.881 0.878

Grp F open
FO1 Lextype features using BNC/OANC training data 0.491 0.572
FO2 Web Corpora (word-level model) 0.490 0.581
FO3 5-way voting 0.574 0.442

Table 4: Summary of the official runs submitted by UniMelbNLP. “dev” indicates scores from our
internal testing on the development partition of the dataset.

subtask (A for Groups A–E, F for Group F), the second indicates Closed (“C”) or Open (“O”), and the
final digit indicates the run number.

AC1 represents a benchmark result based on the LangID system (Lui and Baldwin, 2012). We used
the training tools provided with langid.py to generate a new model using the training data provided
by the shared task organizers, noting that as only data from a single source is used, we are not able to
fully exploit the cross-domain feature selection (Lui and Baldwin, 2011) implemented by langid.py.
The macro-averaged F-score across groups is substantially lower than that on standard LangID datasets
(Lui and Baldwin, 2012).

AC2 and FC2 are a straightforward implementation of hierarchical LangID (Section 2.2), using
mostly-default settings of langid.py. A 6-way group-level classifier is trained, and well as 6 different
per-group classifiers. We increase the number of features selected per class (i.e. group or language) to
500 from the default of 300, to compensate for the smaller number of classes (langid.py off-the-
shelf supports 97 languages). In our internal testing on the provided development data, the group-level
classifier achieved 100% accuracy in classifying sentences at the group level, essentially reducing the
problem to within-group disambiguation. Despite being one of the simplest approaches, overall this
was our best-performing submission for Groups A–E. It also represents a substantial improvement on
AC1, further emphasizing the need to implement hierarchical LangID in order to attain high accuracy in
discriminating similar languages.

AC3 and FC3 are based solely on POS-tag sequences generated by UMPOS, and implement a hierar-
chical LangID approach similar to AC2/FC2. Each sentence in the training data is mapped to a POS-tag
sequence in the 12-tag universal tagset, using the per-group POS tagger for the language group. Each tag
was represented using a single character, allowing us to make use of langid.py to train 6 per-group
classifiers based on n-grams of POS-tags. We used n-grams of order 1–6, and selected 5000 top-ranked
sequences per-language. To classify test data, the same group-level classifier used in AC2 was used to
map sentences to language groups, and then the per-group POS tagger was applied to derive the corre-
sponding stream of POS tags for each sentence. The corresponding per-group classifier trained on POS
tag sequences was then applied to produce the final label for the sentence. For Groups A–E, we find that
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bs hr sr id my cz sk
T 53.0 23.2 60.0 VHN 0.9 1.3 .1.1 1.0 1.2
TV 32.4 13.2 43.3 DHN 0.1 0.1 1.1. 2.0 2.2
NT 31.5 13.9 43.2 N.1. 12.1 3.1 1.1 4.0 4.4
TVN 24.8 9.8 34.3 N.N 63.3 48.0 .N.1 0.5 0.7
VT 19.4 6.1 27.1 .DNV 1.8 1.1 .C 39.0 33.5
TN 29.1 10.9 29.6 DH 1.7 2.1 .1.. 0.7 1.0
NTV 18.6 8.4 29.4 N.DN 3.2 2.0 .P 51.2 41.8
TVNN 16.8 6.9 23.7 VH 11.3 14.9 1. 14.0 13.9
NVT 11.2 2.9 15.5 PNV1 0.5 0.4 1.. 1.2 1.6
VTV 11.0 3.2 17.0 .1. 13.2 3.8 .R 44.0 30.0

pt-BR pt-PT es-AR es-ES en-GB en-US
X 3.4 2.8 .. 22.6 43.3 NNN 48.2 43.2
N.NN 22.2 15.3 N.. 16.4 31.7 HV 41.5 46.4
.NN 29.9 22.9 .P 52.2 68.3 NN 86.3 83.0
XN 0.4 0.4 P. 6.6 16.8 H 61.8 65.9
NNNN 6.2 3.2 D. 4.4 12.6 R 61.5 65.5
D 99.2 99.5 ..$ 0.0 0.0 RR 7.2 9.4
NNN 28.3 18.6 J.. 5.0 12.6 NNNN 21.7 18.5
.NNN 6.7 4.0 ..VV 0.9 5.2 .C 15.8 18.8
N.D 58.6 47.8 DN.. 4.2 11.0 ... 0.8 0.3
NX 0.8 0.5 .PD 24.5 36.3 N.C 11.3 13.6

Table 5: Top 10 POS features per-group by Information Gain, along with percentage of sentences in each
language in which the feature appears. The notation used is as follows: . = punctuation, J = adjective,
P = pronoun, R = adverb, C = conjunction, D = determiner/article, N = noun, 1 = numeral, H = pronoun,
T = particle, V = verb, and X = others

the POS-tag sequence features are not as effective as the character n-grams used in AC2. Nonetheless,
the results attained are above baseline, indicating that there are systematic differences between languages
in each group that can be captured by an unsupervised approach to POS-tagging using a coarse-grained
tagset. This extends the similar observation made by Lui and Cook (2013) on varieties of English, show-
ing that the same is true for the other language groups in this shared task. Also of interest is the higher
accuracy attained by the POS-tag features on Groups A–E (i.e. AC3) than on English (Group F, FC3).
The top-10 sequences per-group are presented in Table 5, where it can be seen that the sequences are
often slightly more common in one language in the group than the other language(s). One limitation of
the Information Gain based feature selection used in langid.py is that each feature is scored inde-
pendently, and each language receives a binarized score. This can be seen in the features selected for
Group A, where all the top-10 features selected involve particles (labelled T). Overall, this indicates that
Croatian (hr) appears to use particles much less frequently than Serbian (sr) or Bosnian (bs), which is
an intriguing finding. However, most of the top-10 features are redundant in that they all convey very
similar information.

Similar to FC3, a hierarchical LangID approach is used in FC1, in conjunction with per-group classi-
fiers based on a sequence of tags derived from the original sentence. The difference between the taggers
used for FC3 and FC1 is that the FC3 tagger utilizes the 12-tag universal tagset, whereas the FC1 tagger
uses the English-specific lexical types from the ERG (Section 2.3.2), a set of approximately 1000 tags.
There is hence a trade-off to be made between the degree of distinction between tags, and the relative
sparsity of the data — having a larger tagset means that any given sequence of tags is proportionally less
likely to occur. On the basis of the results of FC1 and FC3 on the dev data, the lexical type features
marginally outperform the coarse-grained universal tagset. However, this result is made harder to inter-
pret by the mismatch between the dev and tst partitions of the shared task dataset. We will discuss
this issue in more detail below, in the context of examining the results on Group F for the open category.

In the open category, we focused primarily on the effect of using different sources of training data.
AO1 and AO2 both implement a hierarchical LangID approach, again using the group-level classifier
from AC2. For the per-group classifiers, runs AO1 and AO2 use a naive Bayes model on a word-level
representation, with feature selection by Information Gain. The difference between the two is that A01
uses samples from existing text corpora (Section 2.4.1), whereas A02 uses web corpora that we prepared
specifically for this shared task (Section 2.4.2). In terms of accuracy, both types of corpora perform
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substantially better than baseline, indicating that at the word level, there are differences between the
language varieties that are consistent across the different corpus types. This result is complementary to
Cook and Hirst (2012), who found that web corpora from specific top-level domains were representative
of national varieties of English. AO2 (web corpora) outperforms AO1 (existing corpora), further high-
lighting the relevance of web corpora as a source of training data for discriminating similar languages.
However, our models trained on external data were not able to outperform the models trained on the
official training data for Groups A–E. A03 consists of a 5-way majority vote between results AC1, AC2,
AC3, AO1 and AO2. Including the predictions from the closed submissions substantially improves the
result with respect to AO1/AO2, but overall our best result for Groups A–E was obtained by run AC2.

For Group F, FO1 utilizes ERG lexical type features in the same manner as FC1, the difference being
that FC1 uses the shared task trn partition, whereas FO1 uses sentences sampled from existing corpora,
specifically BNC for en-GB and OANC for en-US. FO2 implements the same concept as AO2, namely a
word-level naive Bayes model trained using web corpora. For the Group F (i.e. English) subtask, this was
our best-performing submission overall. FO3 is a 5-way vote between FC1, FC2, FC3, FO1 and FO2,
similar to AO3. Notably, our Group F submissions based on the supplied training data all performed
substantially better on the dev partition of the shared task dataset than on the tst partition. The inverse
is true for our submissions based on external corpora, where all our entries performed substantially better
on the tst partition than on the dev partition. Furthermore, the differences are fairly large, particularly
since Group F is a binary classification task with a 50% baseline. This implies that, at least under our
models, the en-GB portion of the trn partition is a better model of the en-US portion of the tst partition
than the en-GB portion thereof. This is likely due to the manual intervention that was only carried out
on the test portion of the dataset (Zampieri et al., 2014).

Our Group F results appear to be inferior to previous work on discriminating English varieties (Lui
and Cook, 2013). However, there are a number of differences that make it difficult to compare the
results: Lui and Cook (2013) studied differences between Australian, British and Canadian English,
whereas the shared task focused on differences between British and American English. Lui and Cook
(2013) also draw on training data from a variety of domains (national corpora, web corpora and Twitter
messages), whereas the shared task used a dataset collected from newspaper texts (Tan et al., 2014).
Consistent with Cook and Hirst (2012) and Lui and Cook (2013), we found that web corpora appear to be
representative of national varieties, and consistent with Lui and Cook (2013) we found that de-lexicalized
representations of text are able to provide better than baseline discrimination between national varieties.
Overall, these results highlight the need for further research into discriminating between varieties of
English.

4 Conclusion

Discriminating between similar languages is an interesting sub-problem in language identification, and
the DSL shared task at VarDial has given us an opportunity to examine possible solutions in greater
detail. Our most successful methods implement straightforward hierarchical LangID, firstly identifying
the language group that a sentence belongs to, before identifying the specific language. We examined a
number of text representations for the per-group language identifiers, including a standard representation
for language identification based on language-indicative byte sequences, as well as with de-lexicalized
text representations. We found that the performance of de-lexicalized representations was above baseline,
however we were not able to fully investigate approaches to integrating predictions from lexicalized
and de-lexicalized text representations due to time constraints. We also found that when using external
corpora, web corpora constructed by scraping per-country top-level domains performed as well as (if
not better than) data collected from existing text corpora, supporting the hypothesis that web corpora
are representative of national varieties of respective languages. Overall, our best result was obtained by
applying two-level hierarchical LangID, firstly identifying the language group that a sentence belongs
to, and then disambiguating within each group. Our best result was achieved by applying an existing
LangID method (Lui and Baldwin, 2012) to both the group-level and the per-group classification tasks.

136



Acknowledgments

The authors wish to thank Li Wang, Rebecca Dridan and Bahar Salehi for their kind assistance with
this research. NICTA is funded by the Australian Government as represented by the Department of
Broadband, Communications and the Digital Economy and the Australian Research Council through the
ICT Centre of Excellence program.

References
Timothy Baldwin and Marco Lui. 2010. Language identification: The long and the short of the matter. In

Proceedings of Human Language Technologies: The 11th Annual Conference of the North American Chapter
of the Association for Computational Linguistics (NAACL HLT 2010), pages 229–237, Los Angeles, USA.

Timothy Baldwin, Jonathan Pool, and Susan M Colowick. 2010. Panlex and lextract: Translating all words of
all languages of the world. In Proceedings of the 23rd International Conference on Computational Linguistics:
Demonstrations, pages 37–40, Beijing, China.

Marco Baroni and Silvia Bernardini. 2004. BootCaT: Bootstrapping corpora and terms from the Web. In Pro-
ceedings of the Fourth International Conference on Language Resources and Evaluation (LREC 2004).

Lou Burnard. 2000. User Reference Guide for the British National Corpus. Technical report, Oxford University
Computing Services.

William B. Cavnar and John M. Trenkle. 1994. N-gram-based text categorization. In Proceedings of the Third
Symposium on Document Analysis and Information Retrieval, pages 161–175, Las Vegas, USA.

Paul Cook and Graeme Hirst. 2012. Do Web corpora from top-level domains represent national varieties of
English? In Proceedings of the 11th International Conference on Textual Data Statistical Analysis, pages
281–293, Liège, Belgium.
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Abstract

We describe the system built by the National Research Council Canada for the ”Discriminating
between similar languages” (DSL) shared task. Our system uses various statistical classifiers
and makes predictions based on a two-stage process: we first predict the language group, then
discriminate between languages or variants within the group. Language groups are predicted
using a generative classifier with 99.99% accuracy on the five target groups. Within each group
(except English), we use a voting combination of discriminative classifiers trained on a variety
of feature spaces, achieving an average accuracy of 95.71%, with per-group accuracy between
90.95% and 100% depending on the group. This approach turns out to reach the best performance
among all systems submitted to the open and closed tasks.

1 Introduction

Language identification is largely considered a solved problem in the general setting, except in frontier
cases such as identifying languages from very little data, from mixed input or when discriminating similar
languages or language variants.

The ”Discriminating between similar languages” (DSL) shared task proposes such a situation, with
an interesting mix of languages, as can be seen in Table 1. Three groups contain similar languages
(Bosnian+Croatian+Serbian, Indonesian+Malaysian, Czech+Slovakian); three groups contain variants
of the same language (Portuguese, Spanish and English). In addition, instances to classify are single
sentences, a more realistic and challenging situation than full-document language identification.

Our motivation for taking part in this evaluation was threefold. First, we wanted to evaluate our
in-house implementation of document categorization on a real and useful task in a well controlled ex-
perimental setting.1 Second, classifiers that can discriminate between similar languages can be applied
to tasks such as identifying close dialects, and may be useful for training Statistical Machine Translation
systems more effectively. For instance, Zbib et al. (2012) show that small amounts of data from the
right dialect can have a dramatic impact on the quality of Dialectal Arabic Machine Translation systems.
Finally, we view the DSL task as a first step towards building a system that can identify code-switching
in, for example, social media data, a task which has recently received increased attention from the NLP
community2 (Elfardy et al., 2013).

The next section reviews the modeling choices we made for the shared task, and section 3 describes
our results in detail. Additional analysis and comparisons with other submitted systems are available in
the shared task report (Zampieri et al., 2014).

2 Modeling

Our approach relies on a two-stage process. We first predict the language group, then discriminate the
languages or variants within the group. This approach works best if the first stage (i.e. group) classifier

c©2014, The Crown in Right of Canada.
1A previous version of our categorization tool produced good results on a Native Language Identification task in 2013

(Tetreault et al., 2013; Goutte et al., 2013).
2http://emnlp2014.org/workshops/CodeSwitch/
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has high accuracy, because if the wrong group is predicted, it is impossible to recover from that mistake
in the second stage. On the other hand, as most groups only comprise two languages or variants, our
two-stage process makes it possible to rely on a simple binary classifier within each group, and avoid the
extra complexity that comes with multiclass modeling.

We were able to build a high-accuracy, generative group classifier (Section 2.2) and rely on Support
Vector Classifiers within each group to predict the language or variant (Section 2.3). Group F was treated
in a slightly different way, although the underlying model is identical (Section 2.4). Before describing
these classifiers, we briefly describe the features that we extract from the textual data.

2.1 Feature Extraction

The shared task uses sentences as basic observations, which is a reasonable granularity for this task. As
we want to extract lexical as well as spelling features, we focus on two types of features:

• Word ngrams: Within sentence consecutive subsequences of n words. In our experiments we con-
sidered unigrams (bag of words) and bigrams (bag of bigrams); performance seems to degrade for
higher order ngrams, due to data sparsity. For bigrams, we use special tokens to mark the start and
end of sentences.

• Character ngrams: Consecutive subsequences of n characters. In our experiments we use n =
2, 3, 4, 5, 6. We use special characters to mark the start and end of sentences.

For each type of feature, we index all the ngrams observed at least once in the entire collection.
Although it may seem that we risk having a combinatorial explosion of character ngram features for
large values of n, the number of actually observed ngrams is clearly sub-exponential and grows roughly
as O(n6).

2.2 Language Group Classifier

Predicting the language group is a 6-way classification task, for which we use the probabilistic model
described in (Gaussier et al., 2002; Goutte, 2008). We consider this model because it is more convenient
in a multiclass setting than the multiclass SVM approach described below: only one model is required
and training is extremely fast. We ended up choosing it because it provided slightly better estimated
performance on the group prediction task.

This is a generative model for co-occurrences of words w in documents d. It models the probability
of co-occurrence P (w, d) as a mixture model over classes c:

P (w, d) =
∑

c

P (w|c)P (d|c)P (c) = P (d)
∑

c

P (w|c)P (c|d), (1)

where P (w|c) is the profile for class c, ie the probability that each word3 w in the vocabulary may be
generated for class c, and P (c|d) is the profile for document d, ie the probability that a word from that
document is generated from each class.

In essence, this is a supervised version of the Probabilistic Latent Semantic Analysis model (Hof-
mann, 1999). It is similar to the Naive Bayes model (McCallum and Nigam, 1998), except that instead
of sampling the class once per document and generating all words from that class, this model can re-
sample the class for each word in the document. This results in a much more flexible model, and higher
performance.

Given a corpus of documents labelled with class information, and assuming that all co-occurrences
in a document belong to the class of that document,4 the maximum likelihood parameter estimates are
identical to Naive Bayes. From the counts n(w, d) of the occurences of word w in document d, and de-
noting |c| = ∑

d∈c

∑
w n(w, d), the total number of words in class c, the maximum likelihood estimates

3In the context of this study, a ”word” w may be a (word or character) ngram, according to Section 2.1.
4This means that for a training document d in class cd, P (cd|d) ≡ 1.
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for the profile parameters are:

P̂ (w|c) =
1
|c|

∑
d∈c

n(w, d). (2)

Maximum likelihood estimates for parameters P (d) and P (c|d) may be obtained similarly, but they are
not useful for predicting new documents. The model is therefore solely represented by a set of class
profile vectors giving lexical probabilities in each class.

Note that this is a generative model for the training collection only. In order to predict class assignment
for a new document, we need to introduce the new document d̃ and associated, unknown parameters P (d̃)
and P (c|d̃). We estimate the posterior assignment probability P (c|d̃) by folding in d̃ into the collection
and maximizing the log-likelihood of the new document,

L̃ =
∑
w

n(w, d̃) log P (d̃)
∑

c

P (c|d̃)P (w|c),

with respect to P (c|d̃), keeping the class profiles P (w|c) fixed. This is a convex optimization problem
that may be efficiently solved using the iterative Expectation Maximization algorithm (Dempster et al.,
1977). The resulting iterative, fixed-point equation is:

P (c|d̃)← P (c|d̃)
∑
w

n(w, d̃)

|d̃|
P (w|c)∑

c P (c|d̃)P (w|c)
, (3)

with |d̃| = ∑
w n(w, d̃) is the length of document d̃. Because the minimization is convex w.r.t. P (c|d̃),

the EM update converges to the unique maximum.
Given a corpus of annotated documents, we estimate model parameters using the maximum likelihood

solution (2). This is extremely fast and ideal for training on the large corpus available for this evalua-
tion. At test time, we initialize P (c|d̃) with the uniform distribution and run the EM equation (3) until
convergence for each test sentence. This is relatively slow (compared to training), but may be easily and
efficiently parallelized on, e.g. multicore architecture.

Note that although group prediction is a 6-way classification task, we ended up using a 13-class model
predicting the languages or variants, mapping the predictions from the 13 language classes into the 6
groups. This provided slightly better estimated performance on group prediction, although the prediction
on the individual languages was weaker than what we obtained with the models described in the following
sections.

2.3 Language Classifiers within Groups A to E
Setting aside Group A for a moment, within each of the other groups, we need to discriminate between
two languages or language variants, as summarized in Table 1. This is the ideal situation for a powerful
binary discriminative classifier such as the Support Vector Machines. We use a Support Vector Machine
(SVM) classifier, as implemented in SVMlight (Joachims, 1998).

Note that the probabilistic classifier described in the previous section may provide predictions over
all 13 classes (11 without English) of the shared task with one single model. However, preliminary
experiments showed that the resulting performance was slightly below what we could achieve using
binary SVMs within each groups in the two-stage approach.

We trained a binary SVM on each of the feature spaces described in Section 2.1. We used a linear
kernel, and set the C parameter in SVMlight to the default value. Prediction with a linear kernel is very
fast as it only requires computing the dot product of the vector space representation of a document with
the equivalent linear weight vector.

Multiclass (Group A)
For group A, we need to handle the 3-way multiclass situation to discriminate between Bosnian, Croatian
and Serbian. This is done by first training one linear SVM per class in a one-versus-all fashion. We then
apply a calibration step using a Gaussian mixture on SVM prediction scores in order to transform these
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scores into proper posterior probabilities (Bennett, 2003). We then predict the class with the highest
calibrated probability. Once the calibration model has been estimated on a small held-out set, applying
the calibration to the three models and picking the highest value is very efficient.

Voting

The different ngram feature spaces lead to different models with varying performance. We combine these
models using a simple voting strategy. Within each group, we rank the models trained on each feature
space by performance, estimated by cross-validation (CV). We then perform a majority voting between
predictions, breaking possible ties according to the estimated performance of the individual models.

When voting, adding models of lower performance typically improves the voting performance as long
as their predictions are not too correlated with models that are already included in the vote. We therefore
need to set the number of models to include in the vote carefully: this is also done by maximizing the
performance based on the cross-validation estimator.

2.4 Classifier for Group F (English)

The specific issue of the English data from Group F is discussed in more details in the shared task report
(Zampieri et al., 2014) so we only mention a few points that are specific to our system.

Due to the poor cross-validation performance (distinguishing GB and US english is difficult but obvi-
ously not impossible) we suspected early on that there was an issue with the data. We asked two native
English speakers to perform a human evaluation on a small sample of the training and development data,
which confirmed both our suspicion, and the fact that this was a difficult task. On the sentences that
our judges confidently tagged GB or US (60% of the sample), they were wrong slightly more often than
chance. We therefore suspected that if the test data was more reliable, a statistical model estimated on
the training data may also do worse than chance.

We therefore decided to train a straightforward SVM model on bigrams of words. From this, we
submitted two runs: one with the SVM predictions (run1), and the second with the same predictions
flipped (run2).

3 Experimental Results

3.1 Data

The data provided for the evaluation is described in more detail in (Tan et al., 2014). Table 1 summarizes
the size of the corpus across groups and languages for the training (including development) and test sets.
Training and test data are balanced across languages and variants.

In order to provide an estimate of performance and guide our modeling choices, we use a 10-fold,
stratified cross-validation estimator. We split the training examples for each language into ten equal-
sized parts, and test on each fold the models trained on the remaining nine folds. The test predictions
obtained on all the folds are then used to compute the cross-validation estimator.

3.2 Group Prediction

Training the group classifier using the probabilistic model described in section 2.2 on the 260,000 sen-
tences using character 4-grams as features takes 133 seconds on a single, 32-core Linux workstation.
Predicting the group for the 11,000 test documents (groups A-E) takes just 18 seconds, approximately
1.6ms/sentence.

The performance of the group predictor is near perfect: a single document is predicted incorrectly
(Spanish instead of Portuguese) out of the 11,000 test sentences. This matches the excellent performance
estimated by 10-fold cross-validation to an error of 0.038%.

3.3 Language Prediction in Groups A to E

For each group from A to E, we submitted:
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# sentences
Group Language Train Test

Bosnian 20,000 1000
A Croatian 20,000 1000

Serbian 20,000 1000
B Indonesian 20,000 1000

Malaysian 20,000 1000
C Czech 20,000 1000

Slovak 20,000 1000
D Brazil Portuguese 20,000 1000

Portugal Portuguese 20,000 1000
E Argentine Spanish 20,000 1000

Spain Spanish 20,000 1000
F GB English 20,000 800 (∗)

US English 20,000 800 (∗)
Table 1: Number of training (including development) and test sentences accross groups and languages.
(*): the English test data was available separately.

run1: The single best SVM model obtained on a single feature space (no voting), according to the
10-fold cross-validation. Depending on the group, the best feature space is either character 5grams
or 6grams.

run2: Same model as run1, with additional tuning of the prediction threshold to ensure balanced predic-
tions on the cross-validated data. On groups B to E, run1 uses a natural threshold of 0 to predict the
language or variant. When the SVM score is positive, run1 predicts one class, when it is negative,
run1 predicts the other. In constrast, run2 uses the fact that we know that the classes are balanced,
and adjusts the threshold to force predictions to be balanced across classes.

run3: The best voting combination. It is obtained by ranking the various feature spaces by decreasing
10-fold CV performance, and picking the number of votes that yields the highest cross-validation
estimate for the voting combination. Depending on the group, the best combination involves be-
tween 1 and 7 models.

Training the SVM models for group A, including calibration, on the 60,000 training sentences takes 7
minutes and 33 seconds for the best model (character 5grams), and 31 minutes overall for the 7 feature
spaces. Prediction for the best model takes 16 seconds, approximately 1.5ms/sentence; for all 7 models
used in the vote, prediction requires a total of 1 minute and 16 seconds.

Training on groups B to E is faster because we only need one SVM model per feature space. In
addition, for group C, only one model is necessary because no vote outperforms the best model. Training
the best model on each group (character 6gram) requires between 242 and 721 seconds depending on the
group. Training all models used in the vote requires up to 29 minutes. Prediction with the best model
takes 1.4 to 2.1ms/sentence, while computing all predictions used in the vote requires up to 8ms/sentence.

Table 2 summarizes the performance for our three runs on the 5 target groups. We give the cross-
validation estimator computed before submission, as well as the test error obtained from the gold standard
data released with the official results. Although there are small differences between actual test results
and the CV estimates, the CV estimates are fairly reliable. They always indicate that run3 is best, which
is only incorrect on Group D, where the actual test performance of run1 is only very slightly better.5

According to the official results (Zampieri et al., 2014), this allowed our system to get the best per-
group accuracy on all groups, as well as the best overall accuracy with 95.71%. This is also higher than
the two open submissions.

5The difference corresponds to only 2 sentences.
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Group A Group B Group C Group D Group E
CV Test CV Test CV Test CV Test CV Test

run1 (1-best) 6.12 6.70 0.720 0.600 0.0075 0.00 4.85 4.40 10.59 9.85
run2 (thresh.) 6.12 6.70 0.720 0.600 0.0075 0.00 4.87 4.50 10.57 10.05
run3 (vote) 5.54 6.40 0.642 0.450 0.0075 0.00 4.47 4.50 9.91 9.05

Table 2: Cross-validated (CV) and test error (1-accuracy), in %, on Groups A to E.

(Group F) CV Test
run1 (bag-of-bigrams) 44.67 52.37
run2 (flipped) 55.33 47.63

Table 3: Cross-validated (CV) and test error (1-accuracy), in %, on Group F (English).

3.4 Group F (English)
Because of the data issue in that group, our submission used one of the simpler models. As a conse-
quence, training and test times are of less relevance. Training the bigram model on 40,000 sentences
took 2 minutes while prediction on the 1600 English test sentences took 4 seconds, i.e. 2.5ms/sentences.

Table 3 shows the cross-validation and test errors of our two runs on the English data. This illustrates
that the cross-validated estimate for accuracy was poor for our system. As suspected, the more reliable
test data shows that our system (run1) was in fact not learning the right task. As a result, our submission
with flipped predictions (run2) yields better accuracy on the test set.

In fact it appears from official evaluation results that our run2 was the only close task submission that
performed better than chance on the test data.

4 Summary

Using fairly straightforward modeling tools, a probabilistic document classifier and linear Support Vector
Machines, we built a two stage system that classifies language variants in the shared task with an average
accuracy of 95.71%, providing the best overall performance for both open and closed task submissions.
The individual language group performance varies from 91% to 100% depending on the group. This
systems seems like a good baseline for experimenting with dialect identification, or code-switching in
social media data. We are especially interested in investigating how performance evolves with smaller
segments of texts.
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Abstract

Language identification is a simple problem that becomes much more difficult when its usual
assumptions are broken. In this paper we consider the task of classifying short segments of text in
closely-related languages for the Discriminating Similar Languages shared task, which is broken
into six subtasks, (A) Bosnian, Croatian, and Serbian, (B) Indonesian and Malay, (C) Czech
and Slovak, (D) Brazilian and European Portuguese, (E) Argentinian and Peninsular Spanish,
and (F) American and British English. We consider a number of different methods to boost
classification performance, such as feature selection and data filtering, but we ultimately find that
a simple naı̈ve Bayes classifier using character and word n-gram features is a strong baseline that
is difficult to improve on, achieving an average accuracy of 0.8746 across the six tasks.

1 Introduction

Language identification constitutes the first stage of many NLP pipelines. Before applying tools trained
on specific languages, one must determine the language of the text. It is also is often considered to be a
solved task because of the high accuracy of language identification methods in the canonical formulation
of the problem with long monolingual documents and a set of mostly dissimilar languages to choose
from. We consider a different setting with much shorter text in the form of single sentences drawn from
very similar languages or dialects.

This paper describes experiments related to and our submissions to the Discriminating Similar Lan-
guages (DSL) shared task. This shared task has six subtasks, each a classification task in which a sentence
must be labeled as belonging to a small set of related languages:

• Task A: Bosnian vs. Croatian vs. Serbian
• Task B: Indonesian vs. Malay
• Task C: Czech vs. Slovak

• Task D: Brazilian vs. European Portuguese
• Task E: Argentinian vs. Peninsular Spanish
• Task F: American vs. British English

The first three tasks involve classes that could be rightly called separate languages or dialects. The
classes of each of the final three tasks have high mutual intelligibility and are so similar that some
linguists may not even classify them as separate dialects. We will use the term “language variant” to
refer to such classes.

In this paper we experiment with several types of methods aimed at improving the classification ac-
curacy of these tasks: machine learning methods, data pre-processing, feature selection, and additional
training data. We find that a simple naı̈ve Bayes classifier using character and word n-gram features is
a strong baseline that is difficult to improve on. Because this paper covers so many different types of
methods, its format eschews the standard “Results” section, instead providing comparisons of methods
as they are presented.

This work is licenced under a Creative Commons Attribution 4.0 International License. Page numbers and proceedings footer
are added by the organizers. License details: http://creativecommons.org/licenses/by/4.0/
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2 Related Work

Recent directions in language identification have included finer-grained language identification (King
and Abney, 2013; Nguyen and Dogruoz, 2013; Lui et al., 2014), language identification for microblogs
(Bergsma et al., 2012; Carter et al., 2013), and the task of this paper, language identification for closely
related languages.

Language identification for closely related languages has been considered by several researchers,
though it has lacked a systematic evaluation before the DSL shared task. The problem of distinguish-
ing Croatian from Serbian and Slovenian is explored by Ljubešić et al. (2007), who used a list of most
frequent words along with a Markov model and a word blacklist, a list of words that are not allowed
to appear in a certain language. A similar approach was later used by Tiedemann and Ljubešić (2012)
to distinguish Bosnian, Croatian, and Serbian. They further develop the idea of a blacklist classifier,
loosening the binary restriction of the earlier work’s blacklist and considering the frequencies of words
rather than their absolute counts. This blacklist classifier is able to outperform a naı̈ve Bayes classifier
with large amounts of training data. They also find training on parallel data to be important, as it al-
lows the machine learning methods to pick out features relating to the differences between the languages
themselves, rather than learning differences in domain.

Zampieri et al. consider classes that would be most often classified as language varieties rather than
separate languages or dialects (Zampieri et al., 2012; Zampieri and Gebrekidan, 2012; Zampieri et al.,
2013). A similar problem of distinguishing among Chinese text from mainland China, Singapore, and
Taiwan is considered by Huang and Lee (2008) who approach the problem by computing similarity
between a document and a corpus according to the size of the intersection between the sets of types in
each.

A similar, but somewhat different problem of automatically identifying lexical variants between
closely related languages is considered in (Peirsman et al., 2010). Using distributional methods, they
are able to identify Netherlandic Dutch synonyms for words from Belgian Dutch.

3 Data

This paper’s training data and evaluation data both come from the DSL corpus collection (DSLCC)
(Tan et al., 2014). We use the training section of this data for training and the development section for
evaluation. The training section consists of 18,000 labeled instances per class, while the development
section has 2,000 labeled instances per class.

In order to try to increase classifier accuracy (and to avoid the problems with the task F training
data), we decided to collect additional training data for each open-class task. For each task, we collected
newspaper text from the appropriate websites for each of the 2–3 languages. We used regular expressions
to split the text into sentences, and created a set of rules to filter out strings that were unlikely to be good
sentences. Because the pages on the newspaper websites tended to have some boilerplate text, we collated
all the sentences and only kept one copy of each sentence.

Task Language/Dialect Newspaper Sentences Words

A
Bosnian Nezavisne Novine 175,741 3,250,648
Croatian Novi List 231,271 4,591,318
Serbian Vec̆ernje Novosti 239,390 5,213,507

B Indonesian Kompas 114,785 1,896,138
Malay Berita Harian 36,144 695,597

C Czech Denı́k 160,972 2,432,393
Slovak Dennı́k SME 62,908 970,913

D Brazilian Portuguese O Estado de S. Paulo 558,169 11,199,168
European Portuguese Correio da Manhã 148,745 2,979,904

E Argentinian Spanish La Nación 333,246 7,769,941
Peninsular Spanish El Paı́s 195,897 4,329,480

F American English The New York Times 473,350 10,491,641
British English The Guardian 971,097 20,288,294

Table 1: Sources and amounts of training data collected for the open track for each task.
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In order to create balanced training data, for each task we downsampled the number of sentences of
the larger collection(s) to match the number of sentences in the smaller collection. For example, we
downsampled the British English collection to 473,350 sentences and combined it with the American
English sentences to create the training data for English. Figure 1 shows results of training using this
external data.

3.1 Features

We use many types of features that have been found to be useful in previous language identification
work: word unigrams, word bigrams, and character n-grams (2 ≤ n ≤ 6). Character n-grams are simply
substrings of the sentence and may include in addition to letters, whitespace, punctuation, digits, and
anything else that might be in the sentence. Words, for the purpose of word unigrams and bigrams, are
simply maximal tokens not containing any punctuation, digit, or whitespace.

When instances are encoded into feature vectors, each feature has a value equal to the number of times
it occured in the corresponding sentence, so the majority of features have a value of 0 for any given
instance, but it is possible for a feature to occur multiple times in a sentence and have a value greater
than 1.0 in the feature vector. Table 2 below compares the performance of a naı̈ve Bayes classifier using
each of the different feature groups below.

Word Character
Task All 1 2 2 3 4 5 6
Bosnian/Croatian/Serbian 0.9348 0.9290 0.8183 0.7720 0.8808 0.9412 0.9338 0.9323
Indonesian/Malay 0.9918 0.9943 0.9885 0.8545 0.9518 0.9833 0.9908 0.9930
Czech/Slovak 0.9998 1.0000 0.9985 0.9980 0.9998 0.9998 1.0000 1.0000
Portuguese 0.9535 0.9468 0.9493 0.7935 0.8888 0.9318 0.9468 0.9570
Spanish 0.8623 0.8738 0.8625 0.7673 0.8273 0.8513 0.8610 0.8660
English 0.4970 0.4948 0.5005 0.4825 0.4988 0.5010 0.5048 0.4993
Average 0.8732 0.8731 0.8529 0.7780 0.8412 0.8681 0.8729 0.8746

Table 2: Accuracies compared for different sets of features compared. The classifier used here is naı̈ve
Bayes.

4 Methods

Our baseline method against which we compare all other models is a naı̈ve Bayes classifier using word
unigram features trained on the DSL-provided training data. The methods we compare to it can be
broken into three classes: other machine learning methods, feature selection methods, and data filtering
methods.

The classification pipeline used here has the following stages: (1) data filtering, (2) feature extraction,
(3) feature selection, (4) training, and (5) classification.

4.1 Machine Learning Methods

We will use the following notation throughout this section. An instance x, that is, a sentence to be
classified, with a corresponding class label y is encoded into a feature vector f(x), where each entry
is an integer denoting how many times the feature corresponding to that entry’s index occurred in the
sentence. The class label here is a language and it’s drawn from a small set y ∈ Y .

In addition to the naı̈ve Bayes classifier, we also experiment with two versions of logistic regression
and a support vector machine classifier. The MALLET machine learning library implementations are
used for the first three classifiers (McCallum, 2002) and SVMLight is used for the fourth (Joachims, ).

Naı̈ve Bayes A naı̈ve Bayes classifier models the class label as an independent combination of input
features.
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P (y|f(x)) =
1

P (f(x))
P (y)

n∏
i=1

P (f(x)i|y) (1)

As naı̈ve Bayes is a generative classifier, it has been shown to be able to outperform discriminative
classifiers when the number of training instances is small compared to the number of features (Ng and
Jordan, 2002). This classifier is additionally advantageous in that it has a simple closed-form solution
for maximizing its log likelihood.

Logistic Regression A logistic regression classifier is a discriminative classifier whose parameters are
encoded in a vector θ. The conditional probability of a class label over an instance (x, y) is modeled as
follows:

P (y|x; θ) =
1

Z(x; θ)
exp {f(x, y) · θ} ; Z(x, θ) =

∑
y∈Y

exp {f(x, y) · θ} (2)

The parameter vector θ is commonly estimated by maximizing the log-likelihood of this function over
the set of training instances (x, y) ∈ T in the following way:

θ = argmaxθ
∑

(x,y)∈T
logP (yi|xi; θ)− λR(θ) (3)

The term R(θ) above is a regularization term. It is common for such a classifier to overfit the pa-
rameters to the training data. To keep this from happening, a regularization term can be added which
keeps the parameters in θ from growing too large. Two common choices for this function are L2 and L1
normalization:

RL2 = ||θ||22 =
n∑
i=1

θ2
i , RL1 = ||θ||1 =

n∑
i=1

|θi| (4)

L2 regularization is well-grounded theoretically, as it is equivalent to a model with a Gaussian prior
on the parameters (Rennie, 2004). But L1 regularization has a reputation for enforcing sparsity on the
parameters. In fact, it has been shown to be quite effective when the number of irrelevant dimensions is
greater than the number of training examples, which we expect to be the case with many of the tasks in
this paper (Ng, 2004).

Support Vector Machines A support vector machine (SVM) is a type of linear classifier that attempts
to find a boundary that linearly separates the training data with the maximum possible margin. SVMs
have been shown to be a very efficient and high accuracy method to classify data across a wide variety
of different types of tasks (Tsochantaridis et al., 2004).

Table 3 below compares these machine learning methods. Because of its consistently good perfor-
mance across tasks, we use a naı̈ve Bayes classifier throughout the rest of the paper.

4.2 Feature Selection Methods
We expect that the majority of features are not relevant to the classification task, and so we experimented
with several methods of feature selection, both manual and automatic.

Information Gain As a fully automatic method of feature extraction, we used information gain to
score features according to their expected usefulness. Information gain (IG) is an information theoretic
concept that (colloquially) measures the amount of knowledge about the class label that is gained by
having access to a specific feature. If f is the occurence an individual feature and f̄ the non-occurence
of a feature, we measure its information gain by the following formula:

G(f) = P (f)

∑
y∈Y

P (y|f)logP (y|f)

 + P (f̄)

∑
y∈Y

logP (y|f̄)logP (y|f̄)

 (5)
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Task
Logistic

Regression
(L2-norm)

Logistic
Regression
(L1-norm)

Naı̈ve Bayes SVM

Bosnian/Croatian/Serbian 0.9138 0.9135 0.9290 0.9100
Indonesian/Malay 0.9878 0.9810 0.9943 0.9873
Czech/Slovak 0.9983 0.9958 1.0000 0.9985
Portuguese 0.9383 0.9368 0.9468 0.9325
Spanish 0.8843 0.8770 0.8738 0.8768
English 0.5000 0.4945 0.4948 0.4958
Average 0.8704 0.8648 0.8731 0.8668

Table 3: Comparison of different machine learning methods using word unigram features on the six
tasks.

To reduce the number of features being used in classification (and to hopefully remove irrelevant
features), we choose the 10,000 features with the highest IG scores. IG considers each feature indepen-
dently, so it is possible that redundant feature sets could be chosen. For example, it might happen that
both the quadrigram ther and the trigram the score highly according to IG and are both selected, even
though they are highly correlated with one another.

Parallel Text Feature Selection Because IG feature selection often seemed to choose features more
related to differences in domain than to differences in language (see Table 7), we wanted to try to isolate
features that are specific to language differences. It has been shown in previous work that training on
parallel text can help to isolate language differences since the domains of the languages are identical
(Tiedemann and Ljubešić, 2012). For each of the tasks,1 we use translations of the complete Bible as a
parallel corpus, running IG feature selection exactly as above. Table 4 below gives more details about
the texts used.

Task Language/Dialect Bible

B Indonesian Alkitab dalam Bahasa Indonesia Masa Kini
Malay 2001 Today’s Malay Version

C Czech Ceský studijnı́ preklad
Slovak Slovenský Ekumenický Biblia

D Brazilian Portuguese a BÍBLIA para todos
European Portuguese Almeida Revista e Corrigida (Portugal)

E Argentinian Spanish La Palabra (versión hispanoamericana)
Peninsular Spanish La Palabra (versión española)

F American English New International Version
British English New International Version Anglicized

Table 4: Bibles used as parallel corpora for feature selection.

Manual Feature Selection We also used manual feature selection, selecting features to use in the clas-
sifiers from lists published on Wikipedia comparing the two languages. Of course some of the features in
lists like these are features that are quite difficult to detect using NLP (especially before the language has
been identified) such as characteristic passive or genitive constructions. But there are many features that
we are able to detect and use in a list of manually selected features, such as character n-grams relating
to morphology and spelling and word n-grams relating to vocabulary differences.

Table 5 below compares these feature selection methods on each task. Since the manual feature selec-
tion suggested all types of features, including character n-gram and word unigram and bigram features,
the experiments in this section use all features described in Section 3.1. The results show that any type
of feature selection consistently hurts performance, though IG hurts the least, and it should be noted
that in certain cases with other machine learning methods, IG feature selection actually yielded better

1excluding Task A, for which we were unable to find a Bible in Latin-script Serbian or any Bible in Bosnian
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performance than all features. That the feature selection methods designed to isolate language-specific
features performed so poorly is one indicator that the labeled data has additional differences that are not
tied to the languages themselves. We discuss this idea further in Section 5.

Task No feature selection IG Parallel Manual
Bosnian/Croatian/Serbian 0.9348 0.9300 – 0.6328
Indonesian/Malay 0.9918 0.9768 0.8093 0.8485
Czech/Slovak 0.9998 0.9995 0.9940 0.8118
Portuguese 0.9535 0.9193 0.7215 0.6888
Spanish 0.8623 0.8310 0.5210 0.7023
English 0.4970 0.4978 0.5020 0.5053
Average 0.8732 0.8590 – 0.6982

Table 5: Comparison of manual and automatic feature selection methods. IG and parallel feature selec-
tion both use the 10,000 features with the highest IG scores.

4.3 Data Filtering Methods
English Word Removal In looking through the training data for the non-English tasks, we observed
that it was not uncommon for sentences in these languages to contain English words and phrases. Be-
cause foreign words should be independent of the language/dialect used, English words included in the
sentences for other tasks should just be noise that, if removed will improve classification performance.

For each of the non-English tasks (A, B, C, D, and E), we create a new training set for identifying
English/non-English words by mixing together 1,000 random English words with 10,000 random task-
language words. The imbalance in the classes is a compromise, approximating the actual proportions in
the test without leading to a degenerate classifier. Because English and the other classes are so dissimilar,
the performance of the English word classifier is very insensitive to the actual ratio. From this data, we
train a naı̈ve Bayes classifier using character 3-grams, 4-grams, and 5-grams.

We manually labeled the words of 150 sentences from the five non-English tasks in order to evaluate
the English word classifier. Across the five tasks, the precision was 0.76 and the recall was 0.66, leading
to an F1-score of 0.70. Any words labeled as English by the classifier were removed from the sentence
and it was passed on to the feature extraction, classification, and training stages.

Named Entity Removal We also observed another common class of word that could potentially act
as a noise source: named entities. Across all the languages listed studied here, it is common for named
entities to begin with a capital letter. Lacking named entity recognizers for all the languages here, we
instead used the property of having an initial capital letter as a surrogate for recognizing a word as a
named entity. Because all the languaes studied here also have the convention of capitalizing the first
word of a sentence, we remove all words beginning with a capital letter except for the first and pass this
abridged sentence on to the feature extraction, classification, and training stages.

Task No data filtering English Word
Removal

Named Entity
Removal

Bosnian/Croatian/Serbian 0.9138 0.9105 0.9003
Indonesian/Malay 0.9878 0.9885 0.9778
Czech/Slovak 0.9983 0.9980 0.9973
Portuguese 0.9383 0.9365 0.9068
Spanish 0.8843 0.8835 0.8555
English 0.5000 0.5000 0.5050
Average 0.8704 0.8695 0.8571

Table 6: Comparison of data filtering methods using word unigram features on the six tasks.
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Figure 1: Learning curves for the six tasks as the number of training instances per language is varied.
The line marked “DSL” is the learning curve for the DSL-provided training data evaluated against the
developement data. The line marked “external” is our external newspaper training data evaluated against
the development data. The line marked “external (CV)” is our external training data evaluated using
10-fold cross-validation.
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Bosnian/Croatian/Serbian Indonesian/Malay Czech/Slovak Portuguese Spanish English
da bisa sa Portugal the I

kako berkata se R Rosario you
sa kerana aj euros han The

kazao karena ako Brasil euros said
takode daripada ve cento Argentina Obama
rekao saat pre governo PP your
evra dari pro Lusa Fe If

tijekom beliau ktoré PSD Rajoy that
posle selepas sú Ele España but
posto bahwa ktorý Governo Madrid It

Table 7: The ten word-unigram features given the highest weight by information gain feature selection
for each of the six tasks.

5 Discussion

Across many of the tasks, there was evidence that performance was tied more strongly to domain-specific
features of the two classes rather than to language- (or language-variant-) specific features. For example,
Table 7 shows the best word-unigram features selected by information gain feature selection for each of
the tasks. The Portuguese, Spanish, and English tasks specifically have as many of their most important
features named entities and other non-language specific features.

It seems that for many of the tasks, it is easier to distinguish the subject matter written about than it is to
distinguish the languages/dialects themselves. With Portuguese, for example, Brazilian dialect speakers
were much more likely to discuss places in Brazil and mention Brazilian reais (currency, abbreviated
as R), while European speakers mentioned euros, places in Portugal, and discussed Portuguese politics.
While there are definite linguistic differences between Brazilian and European Portuguese, these seem
to be less pronounced than the superficial differences in subject matter.

Practically, this is not necessarily a bad thing for this shared task, as the domain information gives extra
clues that allow the task to be completed with higher accuracy than would otherwise be possible. This
would become problematic if one wanted to apply a classifier trained on this data to general domains,
where the classifier may not be able to rely on the speaker talking about a certain subject matter. To
address this, the classifier would either need to focus on features specific to the language pair itself or
would need to be trained on data that spanned many domains.

Further evidence of domain overfitting comes from the fact that the larger training sets drawn from
newspaper text were not able to improve performance on the development set over the provided training
data, which is presumably drawn from the same collection as the development data. Figure 1 shows
learning curves for each of the six tasks. Though all the external text is self-consistent (cross-validation
results in high accuracy), in none of the cases does training on a large amount of external data allow the
classifier to exceed the accuracy achieved by training on the DSL data.

6 Conclusion

In this paper we experimented with several methods for classification of sentences in closely-related lan-
guages for the DSL shared task. Our analysis showed that, when dealing with closely related languages,
the task of classifying text according to its language was difficult to untie from the taks of classifying
other text characteristics, such as the domain. Across all our types of methods, we found that a naı̈ve
Bayes classifier using character n-gram, word unigram, and word bigram features was a strong baseline.

In future work, we would like to try to improve on these results by incorporating features that try to
capture syntactic relationships. Certainly some of the pairs of languages considered here are close enough
that they could be chunked, tagged, or parsed before knowing exactly which variety they belong to. This
would allow for the inclusion of features related to transitivity, agreement, complementation, etc. For
example, in British English, the verb “provide” is monotransitive, but ditransitive in American English. It
is unclear how much features like these would improve accuracy, but it is likely that they would ultimately
be necessary to improve classification of similar languages to human levels of performance.
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Abstract

This paper describes an approach to discriminating similar languages using word- and character-
based features, submitted as the Queen Mary University of London entry to the Discriminating
Similar Languages shared task. Our motivation was to investigate how well a simple, data-
driven, linguistically naive method could perform, in order to provide a baseline by which more
linguistically complex or knowledge-rich approaches can be judged. Using a standard supervised
classifier with word and character n-grams as features, we achieved over 90% accuracy in the test;
on fixing simple file handling and feature extraction bugs, this improved to over 95%, comparable
to the best submitted systems. Similar accuracy is achieved using only word unigram features.

1 Introduction and Approach

Most approaches to written language detection use character or byte ngram features to capture charac-
teristic orthographic sequences – see e.g. (Cavnar and Trenkle, 1994) to (Lui et al., 2014) and many
in between, as well as implementations such as the widely used open-source Chromium Compact Lan-
guage Detector.1 Some approaches determine these characteristic features from linguistic properties of
the language (e.g. (Lins and Gonçalves, 2004)), while some determine them from data (e.g. (Cavnar and
Trenkle, 1994)). A wide range of approaches to modelling and classification can be used, ranging from
simple Naı̈ve Bayes models (Grefenstette, 1995) to more complex generative mixture models for tasks
with multilingual texts (Lui et al., 2014). Our interest in this task was to see how well a naive, entirely
data-driven baseline method would perform in the task of discriminating similar languages (DSL) as
posed by the DSL Shared Task (Zampieri et al., 2014).

Our approach was intended to capture two basic insights into variation between similar languages.
First, that closely related languages often use quite different words for the same concept: e.g. US English
elevator vs UK English lift; Croatian tjedan vs Serbian nedelja vs Bosnian sedmica. Second, that there
are often regular variations in the details of a word’s orthographic or phonological form: e.g. US English
color, favorite vs UK English colour, favourite; Croatian/Bosnian rijeka, htjeti vs Serbian reka, hteti.
The former insight can be approximated by use of word ngrams; the latter via character ngrams. While
such ngram features cannot capture similarity of meaning or non-sequential dependencies, they may do
a reasonable job of capturing similarity of sentential context (often taken to be an indicator of lexical
meaning) and sequential phenomena.

Together with simplicity in method, speed and simplicity of implementation was also an objective.
We therefore used only the training and development data available in the shared task — see (Tan et
al., 2014) — together with a standard freely available discriminative SVM classifier and common text
pre-processing methods.

This work is licensed under a Creative Commons Attribution 4.0 International Licence. Page numbers and proceedings
footer are added by the organisers. Licence details: http://creativecommons.org/licenses/by/4.0/

1https://code.google.com/p/chromium-compact-language-detector/
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2 Background and Related Work

Shared Task The Discriminating Similar Languages (DSL) Shared Task was established as part of the
2014 VarDial workshop.2 The task provided datasets for 13 different languages in 6 groups of closely
related languages, shown in Table 1. Data was divided into training, development and test sets: for each
language, 18,000 labelled training instances and 2,000 labelled development instances were provided;
an unlabelled and previously unseen test set containing 1,000 instances per language was then used for
evaluation by the organisers – see (Tan et al., 2014) for full details of the dataset, and (Zampieri et al.,
2014) for the task and evaluation.

Group A Bosnian (bs), Croatian (hr), Serbian (sr)
Group B Indonesian (id), Malaysian (my)
Group C Czech (cz), Slovakian (sk)
Group D Brazilian Portuguese (pt-BR), European Portuguese (pt-PT)
Group E Peninsular Spain (es-ES), Argentine Spanish (es-AR)
Group F American English (en-US), British English (en-GB)

Table 1: Languages and groups in the DSL Shared Task.

However, problems were discovered in labelling the languages in Group F, and an evaluation for
groups A-E was therefore performed separately; we discuss only this latter task and evaluation here.

Related Work Classification approaches based on character or byte sequences have shown success in
providing general models of language identification; see e.g. (Lui et al., 2014). In more specific exper-
iments into discriminating between pairs or triples of similar languages, many researchers have found
that word-based features can aid accuracy; but classification method and feature choice vary widely.

When distinguishing Malay from Indonesian, Ranaivo-Malançon (2006) combines character n-gram
frequencies with heuristics based on number format and lists of words unique to each language. Ljubešić
et al. (2007) use a character trigram-based probabilistic language model, again in combination with a
unique-word list, to distinguish between Croatian, Serbian and Slovenian, achieving high accuracies
(over 99%); Tiedemann and Ljubešić (2012) extend this task to include Bosnian and improve perfor-
mance by using a Naive Bayes classifier with unigram word features to achieve accuracies over 95%.

Some research suggests that word-based features can even outperform character-based approaches.
For Brazilian vs European Portuguese, Zampieri and Gebre (2012) found that word unigrams gave very
similar performance to character n-gram features when used in a probabilistic language model; Zampieri
et al. (2013) then showed that word 1- or 2-grams outperformed character ngrams of any length from 1
to 5 (and that both outperformed features based purely on syntactic part-of-speech), when distinguishing
different varieties of Spanish. Lui and Cook (2013) likewise found that bag-of-words features generally
outperformed features based on syntax or character sequences when distinguishing between Canadian,
Australian and UK English. However, Zampieri (2013) found that in some cases (e.g French) character
n-grams might give benefits above simple word unigram features.

In this work, then our interest was to investigate whether these simple, knowledge-poor approaches can
generalise and apply across several language groups, using a single integrated approach to classification
incorporating character- and word-based features within one model; and to compare the utility of word
and character features.

3 Methods

Processing and training We tokenise the training texts from (Tan et al., 2014) based on transitions
between alphanumeric and non-alphanumeric characters, and remove URLs, email addresses, Twitter
usernames and emoticons. We then form feature vectors with entries for all observed word (token) uni-
grams, and character ngrams of lengths 1-3; feature values are counts (raw term frequencies) normalised

2http://corporavm.uni-koeln.de/vardial/
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by the text length in tokens or characters respectively. We then train a single multi-class linear-kernel sup-
port vector machine using LIBLINEAR (Fan et al., 2008) with the language identifiers (en-US, en-UK,
hr, bs, sr etc.) as labels. SVMs are well-suited to high-dimensional feature spaces; and SVMs with
ngrams of these lengths have shown good performance in other language identification work (Baldwin
and Lui, 2010). Features were given numerical indices corresponding to the unique ngram type (i.e.
we used a feature dictionary with no hashing). No feature selection or frequency cutoff was used. No
part-of-speech tagging or grammatical analysis was attempted; no external language resources or tools
were used other than described above.

Development and testing Development and test set texts were tokenised and featurised using the same
process; feature indices were taken from the dictionary generated during training, with unseen ngram
types ignored. LIBLINEAR was then used to predict the most likely language identifier label.

By re-using a standard set of in-house utilities for tokenisation and featurisation,3 the code for train-
ing and parameter testing (see below) was written and tested for functionality in around 30 minutes.
Pre-processing, featurisation and vectorisation then took around 25 minutes over the training and devel-
opment sets, and writing out LIBLINEAR format files around 15 minutes, running on a MacBook Air
with 1.7GHz Intel Core i7 processor and 8Gb memory. Classifier training then takes around 1 minute,
depending on exact parameter settings. Testing on the development set or test set takes around 1 second
per language group.

4 Experiments and Results

Development We used 10-fold cross-validation on the training set, and testing on the development set,
to choose a suitable SVM cost parameter (tradeoff between error and maximum margin criterion). We
cross-validated over the training set to check overall multi-class accuracy while varying the cost over
a range from 1 to 100 – see Table 2. We then trained on the full training set, and tested accuracy on
the development across each language group – see Table 3. Given reported problems with the group F
dataset (en-UK/en-US), we focussed on groups A-E.

Cost: 1.0 3.0 10.0 30.0 50.0 100.0
Overall A-E 91.36 93.24 94.44 94.83 94.86 94.85

Table 2: 10-fold cross-validation accuracy on training set with varying SVM cost.

Cost: 1.0 3.0 10.0 30.0 50.0 100.0
Group A bs/hr/sr 88.93 91.96 93.20 93.56 93.46 93.26
Group B id/my 97.11 97.72 98.14 98.28 98.31 98.42
Group C cz/sk 99.90 99.92 99.95 99.97 99.97 99.95
Group D pt-BR/pt-PT 89.83 91.99 93.52 94.12 94.00 94.05
Group E es-AR/es-ES 82.72 85.82 87.78 89.26 89.24 89.01

Overall A-E 91.34 93.28 94.34 94.86 94.81 94.73

Table 3: Accuracy on development set with varying SVM cost.

A cost parameter value of 30 to 50 appeared to perform best across all groups, so these two values
were used for separate runs in the shared task test. Note though that performance appears relatively
stable over a cost range of 10-100 (perhaps 30-100 for group E). The classifier performs worst for group
E (es-AR/es-ES), with only this language group failing to reach 90% accuracy. Group C (cz/sk)
performs best with almost perfect accuracy; this may be due to the existence of characters which are
highly discriminative on their own (e.g. ô is used in Slovak, but not in Czech, ů in Czech but not in
Slovak – although a few dozen examples appear labelled as Slovak in this dataset).

3Tools with equivalent functionality are widely available e.g. as part of NLTK, http://www.nltk.org/.
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Test – Shared Task A blind run on the test set was then performed and submitted as part of the shared
task. Overall accuracy was 90.61% (macro-averaged F-score 92.51%), placing us 5th amongst the task
entrants; results per group are shown in Table 4.

Cost: 30.0
Group A bs/hr/sr 87.87
Group B id/my 93.50
Group C cz/sk 96.20
Group D pt-BR/pt-PT 90.45
Group E es-AR/es-ES 86.45

Overall A-E 90.61

Table 4: Accuracy on test set as submitted for the shared task.

Corrected Test However, after submission of the test run, a bug was discovered in the code which
paired test sentences with predictions; predictions had been omitted for about 500 of the 11,000 test
texts (i.e. 4.5% of the data) due to an unfortunate combination of unpaired double-quote characters in the
test data with the use of a standard CSV-file handling library. After release of the gold-standard test set
labels, the classifier was therefore re-run, with resulting accuracies as shown in Table 5.

Cost: 1.0 3.0 10.0 30.0 50.0 100.0
Group A bs/hr/sr 87.97 90.70 92.40 92.90 93.00 93.17
Group B id/my 98.30 98.85 99.05 99.15 99.15 99.15
Group C cz/sk 99.90 99.95 99.95 99.95 99.95 99.95
Group D pt-BR/pt-PT 88.50 91.45 93.25 93.95 93.90 93.80
Group E es-AR/es-ES 83.65 86.70 88.45 89.35 89.45 89.45

Overall A-E 91.33 93.27 94.42 94.86 94.90 94.93

Table 5: True accuracy on test set after restoring omitted predictions.

Accuracies are very similar to those on the development set. Overall accuracy at the chosen cost
parameter range of 30-50 is 94.9%, slightly worse than the 1st and slightly better than the 2nd-placed
systems in the official test (95.71% and 94.68% respectively). Increasing the cost parameter setting
could perhaps give a very slight boost to performance. Again, group E performs worst, and Group C
best; per-group and overall accuracies are very similar to those achieved on the development set.

A second unintended feature of the feature generation code was subsequently discovered: character
n-grams were being extracted spanning word boundaries (including the whitespace characters separating
words). These were removed, leaving only the intended character n-grams within words, and accuracies
are shown in Table 6. Again, overall performance increases slightly, now to over 95%, although Group
A accuracy shows a slight decrease (0.1%). Group E accuracy improves by over 1% and is now over
90% at the chosen cost parameter.

Cost: 1.0 3.0 10.0 30.0 50.0 100.0
Group A bs/hr/sr 89.83 92.13 92.73 92.77 92.63 92.67
Group B id/my 98.55 99.15 99.25 99.35 99.35 99.35
Group C cz/sk 99.95 99.95 99.95 99.95 99.95 99.95
Group D pt-BR/pt-PT 91.00 93.25 94.80 95.15 95.10 95.15
Group E es-AR/es-ES 86.10 88.35 90.30 90.85 90.95 91.15

Overall A-E 92.79 94.35 95.16 95.35 95.33 95.37

Table 6: Accuracy on test set after removing spurious character n-grams.
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Effect of features To investigate the utility of our chosen feature sets and their insights into lexical and
orthographic distinctions, we then compared the overall performance to that achieved when removing
certain features. Table 7 shows the accuracies achieved without word unigram features (i.e. using only
character ngrams of lengths 1-3); Table 8 shows accuracies without character ngram features (i.e. using
only word unigrams).

Cost: 1.0 3.0 10.0 30.0 50.0 100.0
Group A bs/hr/sr 81.43 85.40 88.03 89.77 90.10 90.70
Group B id/my 91.80 94.15 96.05 96.95 97.20 97.50
Group C cz/sk 99.90 99.95 99.95 99.95 99.95 99.95
Group D pt-BR/pt-PT 82.75 86.70 89.15 90.80 91.50 91.80
Group E es-AR/es-ES 77.80 80.95 83.50 85.20 85.10 85.65

Overall A-E 86.25 89.06 91.04 92.28 92.53 92.90

Table 7: Accuracy on test set without word unigrams.

Cost: 1.0 3.0 10.0 30.0 50.0 100.0
Group A bs/hr/sr 86.83 89.63 91.73 92.20 92.43 92.07
Group B id/my 97.70 98.65 98.85 99.10 99.15 99.10
Group C cz/sk 99.70 99.70 99.80 99.90 99.90 99.90
Group D pt-BR/pt-PT 86.65 90.55 92.55 93.25 93.40 93.20
Group E es-AR/es-ES 85.10 87.10 88.35 89.35 89.35 89.45

Overall A-E 90.80 92.81 94.02 94.53 94.63 94.50

Table 8: Accuracy on test set using only word unigrams.

Neither system performs as well as the classifier with the full, combined feature set (Table 6). How-
ever, the system with only word unigrams does almost as well as the full system, losing a maximum of
2% performance at the extreme range of cost parameter values, and less than 1% at the chosen optimal
values. The system with only character ngrams, however, loses noticably more performance, with around
3% lost even at optimal cost values.

5 Conclusions

A simple approach using ngram features and discriminative classification achieves competitive results
on the task of discriminating similar languages, and the availability of existing language processing and
machine learning tools makes setting up and training such a system easy and extremely quick. Simple
word unigram features perform well on their own, although combination with character n-gram features
improves performance; the choice of classifier parameters is important but seems to generalise well
across different languages. Future extensions of this work could include features which take into account
longer word or character sequences and/or more flexible characterisations and combinations of those
features, for example via the convolutional neural network approach of (Kalchbrenner et al., 2014).
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