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Introduction

The Seventh Workshop on Syntax, Semantics and Structure in Statistical Translation (SSST-7) was held
on 13 June 2013 following the NAACL 2013 conference in Atlanta, GA, USA. Like the first six SSST
workshops in 2007, 2008, 2009, 2010, 2011 and 2012, it aimed to bring together researchers from
different communities working in the rapidly growing field of structured statistical models of natural
language translation.

We selected 8 papers for this year’s workshop, many of which reflect statistical machine
translation’s movement toward not only tree-structured and syntactic models incorporating stochastic
synchronous/transduction grammars, but also increasingly semantic models and the closely linked
issues of deep syntax and shallow semantics.

In the third year since “Semantics” was explicitly added to the workshop name, the work exploring
SMT’s connections to semantics has continued to grow. Carpuat shows that word sense disambiguation
tasks can be viewed as a method for semantic evaluation of machine translation lexical choice. Singh
studies the impact of the orthographic representation of Manipuri, a Sino-Tibetan language on the task
of SMT to and from English, and explores its impact on lexical ambiguity.

Several papers deepen our understanding of theoretical and practical issues associated with structured
statistical translation models.

Maillette de Buy Wenniger and Sima’an show how to extend rules in a hierarchical phrase-based
system with reordering information, by defining more specific nonterminals and augmenting rules
with features. Huck, Vilar, Freitag and Ney present a detailed empirical study of cube pruning for
hierarchical phrase-based systems. Herrmann, Niehues and Waibel incorporate a syntactic tree-based
reordering method to model long-range reorderings in a phrase-based machine translation system, and
combine reordering models at different levels of linguistic representation.

Saers, Addanki and Wu present an unsupervised method for inducing an Inversion Transduction
Grammar based on the Minimum Description Length principle. Maillette de Buy Wenniger and
Sima’an propose a precise definition of what it means for an Inversion Transduction Grammar to
cover the word alignment of a sentence, and experiment with human and machine-made alignments.
Kaeshammer explores the expressiveness of synchronous linear context-free rewriting systems for
machine translation by computing derivation coverage on manually word aligned parallel text.

Thanks are due once again to our authors and our Program Committee for making the seventh SSST
workshop another success.

Marine Carpuat, Lucia Specia, and Dekai Wu
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A Semantic Evaluation of Machine Translation Lexical Choice

Marine Carpuat
National Research Council Canada

1200 Montreal Rd,
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Abstract

While automatic metrics of translation qual-
ity are invaluable for machine translation re-
search, deeper understanding of translation
errors require more focused evaluations de-
signed to target specific aspects of translation
quality. We show that Word Sense Disam-
biguation (WSD) can be used to evaluate the
quality of machine translation lexical choice,
by applying a standard phrase-based SMT sys-
tem on the SemEval2010 Cross-Lingual WSD
task. This case study reveals that the SMT
system does not perform as well as a WSD
system trained on the exact same parallel data,
and that local context models based on source
phrases and target n-grams are much weaker
representations of context than the simple
templates used by the WSD system.

1 Introduction

Much research has focused on automatically eval-
uating the quality of Machine Translation (MT) by
comparing automatic translations to human transla-
tions on samples of a few thousand sentences. Many
metrics (Papineni et al., 2002; Banerjee and Lavie,
2005; Giménez and Márquez, 2007; Lo and Wu,
2011, for instance) have been proposed to estimate
the adequacy and fluency of machine translation and
evaluated based on their correlatation with human
judgements of translation quality (Callison-Burch et
al., 2010). While these metrics have proven in-
valuable in driving progress in MT research, finer-
grained evaluations of translation quality are neces-
sary to provide a more focused analysis of transla-
tion errors. When developing complex MT systems,

comparing BLEU or TER scores is not sufficient to
understand what improved or what went wrong. Er-
ror analysis can of course be done manually (Vilar
et al., 2006), but it is often too slow and expensive
to be performed as often as needed during system
development.

Several metrics have been recently proposed to
evaluate specific aspects of translation quality such
as word order (Birch et al., 2010; Chen et al., 2012).
While word order is indirectly taken into account by
BLEU, TER or METEOR scores, dedicated metrics
provide a direct evaluation that lets us understand
whether a given system’s reordering performance
improved during system development. Word order
metrics provide a complementary tool for targeting
evaluation and analysis to a specific aspect of ma-
chine translation quality.

There has not been as much work on evaluating
the lexical choice performance of MT: does a MT
system preserve the meaning of words in transla-
tion? This is of course measured indirectly by com-
monly used global metrics, but a more focused eval-
uation can help us gain a better understanding of the
behavior of MT systems.

In this paper, we show that MT lexical choice can
be framed and evaluated as a standard Word Sense
Disambiguation (WSD) task. We leverage exist-
ing WSD shared tasks in order to evaluate whether
word meaning is preserved in translation. Let us em-
phasize that, just like reordering metrics, our WSD
evaluation is meant to complement global metrics of
translation quality. In previous work, intrinsic eval-
uations of lexical choice have been performed us-
ing either semi-automatically constructed data sets
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based on MT reference translations (Giménez and
Màrquez, 2008; Carpuat and Wu, 2008), or man-
ually constructed word sense disambiguation test
beds that do not exactly match MT lexical choice
(Carpuat and Wu, 2005). We will show how ex-
isting Cross-Lingual Word Sense Disambiguation
tasks (Lefever and Hoste, 2010; Lefever and Hoste,
2013) can be directly seen as machine translation
lexical choice (Section 2): their sense inventory is
based on translations in a second language rather
than arbitrary sense representations used in other
WSD tasks (Carpuat and Wu, 2005); unlike in MT
evaluation settings, human annotators can more eas-
ily provide a complete representation of all correct
meanings of a word. Second, we show how us-
ing this task for evaluating the lexical choice perfor-
mance of several phrase-based SMT systems (PB-
SMT) gives some insights into their strengths and
weaknesses (Section 5).

2 Selecting a Word Sense Disambiguation
Task to Evaluate MT Lexical Choice

Word Sense Disambiguation consists in determining
the correct sense of a word in context. This chal-
lenging problem has been studied from a rich variety
of persectives in Natural Language Processing (see
Agirre and Edmonds (2006) for an overview.) The
Senseval and SemEval series of evaluations (Ed-
monds and Cotton, 2001; Mihalcea and Edmonds,
2004; Agirre et al., 2007) have driven the standard-
ization of methodology for evaluating WSD sys-
tems. Many shared tasks were organized over the
years, providing evaluation settings that vary along
several dimensions, including:

• target vocabulary: in all word tasks, systems
are expected to tag all content words in run-
ning text (Palmer et al., 2001), while in lexical
sample tasks, the evaluation considers a smaller
predefined set of target words (Mihalcea et al.,
2004; Lefever and Hoste, 2010).

• language: English is by far the most studied
language, but the disambiguation of words in
other languages such as Chinese (Jin et al.,
2007) has been considered.

• sense inventory: many tasks use WordNet
senses (Fellbaum, 1998), but other sense repre-

sentations have been used, including alternate
semantic databases such as HowNet (Dong,
1998), or lexicalizations in one or more lan-
guages (Chklovski et al., 2004).

The Cross-Lingual Word Sense Disambiguation
(CLWSD) task introduced at a recent edition of Se-
mEval (Lefever and Hoste, 2010) is an English lex-
ical sample task that uses translations in other Eu-
ropean languages as a sense inventory. As a result,
it is particularly well suited to evaluating machine
translation lexical choice.

2.1 Translations as Word Sense
Representations

The CLWSD task is essentially the same task as
MT lexical choice: given English target words in
context, systems are asked to predict translations in
other European languages. The gold standard con-
sists of translations proposed by several bilingual
humans, as can be seen in Table 1. MT system
predictions can be compared to human annotations
directly, without introducing additional sources of
ambiguity and mismatches due to representation dif-
ferences. This contrasts with our previous work on
evaluating MT on a WSD task (Carpuat and Wu,
2005), which used text annotated with abstract sense
categories from the HowNet knowledge base (Dong,
1998). In HowNet, each word is defined using a
concept, constructed as a combination of basic units
of meaning, called sememes. Words that share the
same concept can be viewed as synonyms. Evaluat-
ing MT using a gold standard of HowNet categories
requires to map translations from the MT output to
the HowNet representation. Some categories are an-
notated with English translations, but additional ef-
fort is required in order to cover all translation can-
didates produced by the MT system.

2.2 Controlled Learning Conditions

Another advantage of the CLWSD task is that it pro-
vides controlled learning conditions (even though it
is an unsupervised task with no annotated training
data.) The gold labels for CLWSD are learned from
parallel corpora. As a result MT lexical choice mod-
els can be estimated on the exact same data. Trans-
lations for English words in the lexical sample are
extracted from a semi-automatic word alignment of
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Target word ring
English context The twelve stars of the European flag are depicted on the outer ring.
Gold translations anillo (3);cı́rculo (2);corona (2);aro (1);
English context The terrors which Mr Cash expresses about our future in the community have a familiar ring

about them.
Gold translations sonar (3);tinte (3);connotación(2);tono (1);
English context The American containment ring around the Soviet bloc had been seriously breached only by

the Soviet acquisition of military facilities in Cuba.
Gold translations cerco (2);cı́rculo (2);cordón (2);barrera (1);blindaje (1);limitación (1);

Table 1: Example of annotated CLWSD instances from the SemEval 2010 test set. For each gold Spanish
translation, we are given the number of annotators who proposed it (out of 3 annotators.)

sentences from the Europarl parallel corpus (Koehn,
2005). These translations are then manually clus-
tered into senses. When constructing the gold an-
notation, human annotators are given occurrences of
target words in context. For each occurrence, they
select a sense cluster and provide all translations
from this cluster that are correct in this specific con-
text. Since three annotators contribute, each test oc-
currence is therefore tagged with a set of translations
in another language, along with a frequency which
represents the number of annotators who selected it.
A more detailed description of the annotation pro-
cess can be found in (Lefever and Hoste, 2010).

Again, this contrasts with our previous work on
evaluating MT on a HowNet-based Chinese WSD
task, where Chinese sentences were manually anno-
tated with HowNet senses which were completely
unrelated to the parallel corpus used for training the
SMT system. Using CLWSD as an evaluation of MT
lexical choice solves this issue and provides con-
trolled learning conditions.

2.3 CLWSD evaluates the semantic adequacy
of MT lexical choice

A key challenge in MT evaluation lies in decid-
ing whether the meaning of the translation is cor-
rect when it does not exactly match the reference
translation. METEOR uses WordNet synonyms and
learned paraphrases tables (Denkowski and Lavie,
2010). MEANT uses vector-space based lexical
similarity scores (Lo et al., 2012). While these
methods lead to higher correlations with human
judgements on average, they are not ideal for a
fine-grained evaluation of lexical choice: similar-
ity scores are defined independently of context and

might give credit to incorrect translations (Carpuat et
al., 2012). In contrast, CLWSD solves this difficult
problem by providing all correct translation candi-
dates in context according to several human anno-
tators. These multiple translations provide a more
complete representation of the correct meaning of
each occurrence of a word in context.

The CLWSD annotation procedure is designed
to easily let human annotators provide many cor-
rect translation alternatives for a word. Producing
many correct annotations for a complete sentence is
a much more expensive undertaking: crowdsourc-
ing can help alleviate the cost of obtaining a small
number of reference translation (Zbib et al., 2012),
but acquiring a complete representation of all pos-
sible translations of a source sentence is a much
more complex task (Dreyer and Marcu, 2012). Ma-
chine translation evaluations typically use between
one and four reference translations, which provide
a very incomplete representation of the correct se-
mantics of the input sentence in the output language.
CLWSD provides a more complete representation
through the multiple gold translations available.

2.4 Limitations

The main drawback of using CLWSD to evaluate
lexical choice is that CLWSD is a lexical sample
task, which only evaluates disambiguation of 20 En-
glish nouns. This arbitrary sample of words does not
let us target words or phrases that might be specifi-
cally interesting for MT.

In addition, the data available through the shared
task does not let us evaluate complete translations
of the CLWSD test sentences, since full references
translations are not available. Instead of using
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a WSD dataset for MT purposes, we could take
the converse approach andautomatically construct
a WSD test set based on MT evaluation corpora
(Vickrey et al., 2005; Giménez and Màrquez, 2008;
Carpuat and Wu, 2008; Carpuat et al., 2012). How-
ever, this approach suffers from noisy automatic
alignments between source and reference, as well as
from a limited representation of the correct mean-
ing of words in context due to the limited number of
reference translations.

Other SemEval tasks such as the Cross-Lingual
Lexical Substitution Task (Mihalcea et al., 2010)
would also provide an appropriate test bed. We
focused on the CLWSD task, since it uses senses
drawn from the Europarl parallel corpus, and there-
fore offers more constrained settings for comparison
between systems. The lexical substitution task tar-
gets verbs and adjectives in addition to nouns, and
would therefore be an interesting test case to con-
sider in future work.

2.5 Official and MT-centric Evaluation Metrics

In order to make comparison with other systems pos-
sible, we follow the standard evaluation framework
defined for the task and score the output of all our
systems using four different metrics, computed us-
ing the scoring tool made available by the organiz-
ers.

The difference between system predictions and
gold standard annotations are quantified using pre-
cision and recall scores1 , defined as follows. Given
a set T of test items and a set H of annotators, Hi is
the set of translation proposed by all annotators h for
instance i ∈ T . Each translation type res in Hi has
an associated frequency freqres, which represents
the number of human annotators which selected res
as one of their top 3 translations. Given a set of sys-
tem answers A of items i ∈ T such that the system
provides at least one answer, ai : i ∈ A is is the set
of answers from the system for instance i. For each
i, the scorer computes the intersection of the system
answers ai and the gold standard Hi.

Systems propose as many answers as deemed nec-

1In this paper, we focus on evaluating translation systems
whose task is to produce a single complete translation for a
given sentence. As a result, we only focus on the 1-best MT
output and do not report the relaxed out-of-five evaluation set-
ting also considered in the official SemEval task.

essary, but the scores are divided by the number of
guesses in order not to favor systems that output
many answers per instance.

Precision = 1
|A|

∑
ai:i∈A

∑
res∈ai

freqres

|ai||Hi|

Recall = 1
|T |

∑
ai:i∈T

∑
res∈ai

freqres

|ai||Hi|
We also report Mode Precision and Mode Recall

scores: instead of comparing system answers to the
full set of gold standard translations Hi for an in-
stance i ∈ T , the Mode Precision and Recall scores
only use a single gold translation, which is the trans-
lation chosen most frequently by the human annota-
tors.

In addition, we compute the 1-gram precision
component of the BLEU score (Papineni et al.,
2002), denoted as BLEU1 in the result tables2. In
contrast with the official CLWSD evaluation scores
described above, BLEU1 gives equal weight to all
translation candidates, which can be seen as multi-
ple references.

3 PBSMT system

We use a typical phrase-based SMT system trained
for English-to-Spanish translation. Its application
to the CLWSD task affects the selection of training
data and its preprocessing, but the SMT model de-
sign and learning strategies are exactly the same as
for conventional translation tasks.

3.1 Model

We use the NRC’s PORTAGE phrase-based SMT
system, which implements a standard phrasal beam-
search decoder with cube pruning. Translation hy-
potheses are scored according to the following fea-
tures:

• 4 phrase-table scores: phrasal translation prob-
abilites with Kneser-Ney smoothing and Zens-
Ney lexical smoothing in both translation direc-
tions (Chen et al., 2011)

• 6 hierarchical lexicalized reordering scores,
which represent the orientation of the current
phrase with respect to the previous block that
could have been translated as a single phrase
(Galley and Manning, 2008)

2even though it does not include the length penalty used in
the BLEU score.
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• a word penalty, which scores the length of the
output sentence

• a word-displacement distortion penalty

• a Kneser-Ney smoothed 5-gram Spanish lan-
guage model

Weights for these features are learned using a batch
version of the MIRA algorithm(Cherry and Foster,
2012). Phrase pairs are extracted from IBM4 align-
ments obtained with GIZA++(Och and Ney, 2003).
We learn phrase translation candidates for phrases of
length 1 to 7.

Converting the PBSMT output for CLWSD re-
quires a final straightforward mapping step. We
use the phrasal alignment between SMT input and
output to isolate the translation candidates for the
CLWSD target word. When it maps to a multi-
word phrase in the target language, we use the word
within the phrase that has the highest translation
IBM1 translation probability given the CLWSD tar-
get word of interest. Note that there is no need to
perform any manual mapping between SMT output
and sense inventories as in (Carpuat and Wu, 2005).

3.2 Data
The core training corpus is the exact same set of
sentences from Europarl that were used to learn
the sense inventory, in order to ensure that PBSMT
knows the same translations as the human annotators
who built the gold standard. There are about 900k
sentence pairs, since only 1-to1 alignments that ex-
ist in all the languages considered in CLWSD were
used (Lefever and Hoste, 2010).

We exploit additional corpora from the
WMT2012 translation task, using the full Eu-
roparl corpus to train language models, and for one
experiment the news-commentary parallel corpus
(see Section 9.)

These parallel corpora are used to learn the trans-
lation, reordering and language models. The log-
linear feature weights are learned on a development
set of 3000 sentences sampled from the WMT2012
development test sets. They are selected based on
their distance to the CLWSD trial and test sentences
(Moore and Lewis, 2010).

We tokenize and lemmatize all English and
Spanish text using the FreeLing tools (Padró and

Stanilovsky, 2012). We use lemma representations
to perform translation, since the CLWSD targets and
translations are lemmatized.

4 WSD system

4.1 Model

We also train a dedicated WSD system for this task
in order to perform a controlled comparison with the
SMT system. Many WSD systems have been eval-
uated on the SemEval test bed used here, however,
they differ in terms of resources used, training data
and preprocessing pipelines. In order to control for
these parameters, we build a WSD system trained
on the exact same training corpus, preprocessing and
word alignment as the SMT system described above.

We cast WSD as a generic ranking problem with
linear models. Given a word in context x, translation
candidates t are ranked according to the following
model: f(x, t) =

∑
i λiφi(x, t), where φi(x, t) rep-

resent binary features that fire when specific clues
are observed in a context x.

Context clues are based on standard feature tem-
plates in many supervised WSD approaches (Flo-
rian et al., 2002; van Gompel, 2010; Lefever et al.,
2011):

• words in a window of 2 words around the dis-
ambiguation target.

• part-of-speech tags in a window of 2 words
around the disambiguation target

• bag-of-word context: all nouns, verbs and ad-
jectives in the context x

At training time, each example (x, t) is assigned
a cost based on the translation observed in parallel
corpora: f(x, t) = 0 if t = taligned, f(x, t) = 1 oth-
erwise . Feature weights λi can be learned in many
ways. We optimize logistic loss using stochastic gra-
dient descent3.

4.2 Data

The training instances for the supervised WSD sys-
tem are built automatically by (1) extracting all oc-
currences of English target words in context, and (2)
annotating them with their aligned Spanish lemma.

3we use the optimizer from http://hunch.net/˜ vw v7.1.2
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Mode Mode
System Prec. Rec. Prec. Rec. BLEU1
WSD 25.96 25.58 55.02 54.13 76.06
PBSMT 23.72 23.69 45.49 45.37 62.72
MFStest 21.35 21.35 44.50 44.50 65.50
MFStrain 19.14 19.14 42.00 42.00 59.70

Table 2: Main CLWSD results: PBSMT yields com-
petitive results, but WSD outperforms PBSMT

We obtain a total of 33139 training instances for all
targets (an average of 1656 per target, with a mini-
mum of 30 and a maximum of 5414). Note that this
process does not require any manual annotation.

5 WSD systems can outperform PBSMT

Table 2 summarizes the main results. PBSMT out-
performs the most frequent sense baseline by a wide
margin, and interestingly also yields better results
than many of the dedicated WSD systems that par-
ticipated in the SemEval task. However, PBSMT
performance does not match that of the most fre-
quent sense oracle (which uses sense frequencies ob-
served in the test set rather than training set). The
WSD system trained on the same word-aligned par-
allel corpus as the PBSMT system achieves the best
performance. It also obtains better results than all
but the top system in the official results (Lefever and
Hoste, 2010).

The results in Table 2 are quite different from
those reported by Carpuat and Wu (2005) on a Chi-
nese WSD task. The Chinese-English PBSMT sys-
tem performed much worse than any of the dedi-
cated WSD systems on that task. While our WSD
system outperforms PBSMT on the CLWSD task
too, the difference is not as large, and the PBSMT
system is competitive when compared to the full set
of systems that were evaluated on this task. This
confirms that the CLWSD task represents a more fair
benchmark for comparing PBSMT with WSD sys-
tems.

6 Impact of PBSMT Context Models

What is the impact of PBSMT context models
on lexical choice accuracy? Table 3 provides an
overview of experiments where we vary the context
size available to the PBSMT system. The main PB-

Mode Mode
System Prec. Rec. Prec. Rec. BLEU1
PBSMT 23.72 23.69 45.49 45.37 62.72
max source phrase length l
l = 1 24.44 24.36 44.50 44.38 65.43
l = 3 24.27 24.22 46.52 46.41 64.33
n-gram LM order
n = 3 23.60 23.55 44.58 44.47 61.62
n = 7 23.58 23.53 46.06 45.94 62.22
n = 2 23.40 23.35 44.75 44.63 63.02
n = 1 22.92 22.87 43.00 42.89 58.62
+bilingual LM
4-gram 23.89 23.84 45.49 45.37 62.62

Table 3: Impact of source and target context models
on PBSMT performance

SMT system in the top row uses the default settings
presented in Section 3.

In the first set of experiments, we evaluate the
impact of the source side context on CLWSD per-
formance. Phrasal translations represent the core
of PBSMT systems: they capture collocational con-
text in the source language, and they are therefore
are less ambiguous than single words (Koehn and
Knight, 2003; Koehn et al., 2003). The default
PBSMT learns translations for sources phrases of
length ranging from 1 to 7 words.

Limiting the PBSMT system to translate shorter
phrases (Rows l = 1 and l = 3 in Table 3) surpris-
ingly improves CLWSD performance, even though
it degrades BLEU score on WMT test sets. The
source context captured by longer phrases therefore
does not provide the right disambiguating informa-
tion in this context.

In the second set of experiments, we evaluate the
impact of the context size in the target language, by
varying the size of the n-gram language model used.
The default PBSMT system used a 5-gram language
model. Reducing the n-gram order to 3, 2, 1 and in-
creasing it to 7 both degrade performance. Shorter
n-grams do not provide enough disambiguating con-
text, while longer n-grams are more sparse and per-
haps do not generalize well outside of the training
corpus.

Finally, we report a last experiment which uses a
bilingual language model to enrich the context rep-
resentation in PBSMT (Niehues et al., 2011). This
language model is estimated on word pairs formed
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Mode Mode
System Prec. Rec. Prec. Rec. BLEU1
+ hier 23.72 23.69 45.49 45.37 62.72
+ lex 23.69 23.64 46.66 46.54 62.22
dist 23.42 23.37 45.43 45.30 62.22

Table 4: Impact of reordering models: lexicalized
reodering does not hurt lexical choice only when hi-
erarchical models are used

by target words augmented with their aligned source
words. We use a 4-gram model, trained using Good-
Turing discounting. This only results in small im-
provements (< 0.1) over the standard PBSMT sys-
tem, and remains far below the performance of the
dedicated WSD system.

These results show that source phrases are weak
representations of context for the purpose of lexical
choice. Target n−gram context is more useful than
source phrasal context, which can surprisingly harm
lexical choice accuracy.

7 Impact of PBSMT Reordering Models

While the phrase-table is the core of PBSMT sys-
tem, the reordering model used in our system is
heavily lexicalized. In this section, we evaluate its
impact on CLWSD performance. The standard PB-
SMT system uses a hierarchical lexicalized reorder-
ing model (Galley and Manning, 2008) in addition to
the distance-based distortion limit. Unlike lexical-
ized reordering(Koehn et al., 2007), which models
the orientation of a phrase with respect to the pre-
vious phrase, hierarchical reordering models define
the orientation of a phrase with respect to the previ-
ous block that could have been translated as a single
phrase.

In Table 4, we show that lexicalized reordering
model benefit CLWSD performance, and that the hi-
erarchical model performs slightly better than the
non-hierarchical overall.

8 Impact of phrase translation selection

In this section, we consider the impact of various
methods for selecting phrase translations on the lex-
ical choice performance of PBSMT.

First, we investigate the impact of limiting the
number of translation candidates considered for

Mode Mode
System Prec. Rec. Prec. Rec. BLEU1
PBSMT 23.72 23.69 45.49 45.37 62.72
Number t of translations per phrase
t = 20 23.68 23.63 45.66 45.54 62.32
t = 100 23.65 23.60 45.65 45.53 62.52
Other phrase-table pruning methods
stat sig 23.71 23.66 45.19 45.07 62.62

Table 5: Impact of translation candidate selection on
PBSMT performance

each source phrase in the phrase-table. The main
PBSMT system uses t = 50 translation candidates
per source phrase. Limiting that number to 20 and
increasing it to 100 both have a very small impact on
CLWSD.

Second, we prune the phrase-table using a sta-
tistical significance test to measure (Johnson et al.,
2007). This pruning strategy aims to drastically de-
crease the size of the phrase-table without degrading
translation performance by removing noisy phrase
pairs.

9 Impact of training corpus

Since increasing the amount of training data is a re-
liable way to improve translation performance, we
evaluate the impact of training the PBSMT system
on more than the Europarl data used for controlled
comparison with WSD. We increase the parallel
training corpus with the WMT-12 News Commen-
tary parallel data 4. This yields an additional training
set of roughly160k sentence pairs. We build linear
mixture models to combine translation, reordering
and language models learned on Europarl and News
Commentary corpora (Foster and Kuhn, 2007). As
can be seen in Table 6, this approach improves all
CLWSD scores except for 1-gram precision. The
decrease in 1-gram precision indicates that the addi-
tion of the news corpus introduces new translation
candidates that differ from those used in the gold in-
ventory. Interestingly, the additional data is not suf-
ficient to match the performance of the WSD system
learned on Europarl only (see Table 2). While ad-
ditional data should be used when available, richer
context features are valuable to make the most of
existing data.

4http://www.statmt.org/wmt12/translation-task.html
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Mode Mode
System Prec. Rec. Prec. Rec. BLEU1
Europarl 23.72 23.69 45.49 45.37 62.72
+ News 24.34 24.28 47.49 47.37 61.22

Table 6: Impact of training corpus on PBSMT per-
formance: adding news parallel sentences helps Pre-
cision and Recall, but does not match WSD on the
Europarl only.

10 Conclusion

We use a SemEval Cross-Lingual WSD task to
evaluate the lexical choice performance of a typi-
cal phrase-based SMT system. Unlike conventional
WSD task that rely on abstract sense inventories
rather than translations, cross-lingual WSD provides
a fair setting for comparing SMT with dedicated
WSD systems. Unlike conventional evaluations of
machine translation quality, the cross-lingual WSD
task lets us isolate a specific aspect of translation
quality and show how it is affected by different com-
ponents of the phrase-based SMT system.

Unlike in previous evaluations on conventional
WSD tasks (Carpuat and Wu, 2005), phrase-based
SMT performance is on par with many dedicated
WSD systems. However, the phrase-based SMT
system does not perform as well as a WSD sys-
tem trained on the exact same parallel data. Anal-
ysis shows that while many SMT components can
potentially have an impact on SMT lexical choice,
CLWSD accuracy is most affected by the length of
source phrases and order of target n-gram language
models. Using shorter source phrases actually im-
proves lexical choice accuracy. The official results
for the CLWSD task at SemEval 2013 evaluation
provide further insights (Lefever and Hoste, 2013):
our PBSMT system can achieve top precision as
measured using the top prediction as in this paper,
but does not perform as well as other submitted sys-
tems when taking into account the top 5 predictions
(Carpuat, 2013). This suggests that local context
models based on source phrases and target n-grams
are much weaker representations of context than the
simple templates used by WSD systems, and that
even strong PBSMT systems can benefit from con-
text models developed for WSD.

New learning algorithms (Chiang et al., 2009;

Cherry and Foster, 2012, for instance) finally make
it possible for PBSMT to reliably learn from many
more features than the typical system used here.
Evaluations such as the CLWSD task will provide
useful tools for analyzing the impact of these fea-
tures on lexical choice and inform feature design in
increasingly large and complex systems.
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Abstract 

The statistical machine translation (SMT) sys-
tem heavily depends on the sentence aligned 
parallel corpus and the target language model. 
This paper points out some of the core issues 
on switching a language script and its reper-
cussion in the phrase based statistical machine 
translation system development. The present 
task reports on the outcome of English-
Manipuri language pair phrase based SMT 
task on two aspects – a) Manipuri using Ben-
gali script, b) Manipuri using transliterated 
Meetei Mayek script. Two independent views 
on Bengali script based SMT and transliter-
ated Meitei Mayek based SMT systems of the 
training data and language models are pre-
sented and compared. The impact of various 
language models is commendable in such sce-
nario. The BLEU and NIST score shows that 
Bengali script based phrase based SMT 
(PBSMT) outperforms over the Meetei Mayek 
based English to Manipuri SMT system. 
However, subjective evaluation shows slight 
variation against the automatic scores. 

 

1 Introduction 

The present finding is due to some issue of socio-
linguistics phenomenon called digraphia - a case of 
Manipuri language (a resource constrained Indian 
languages spoken mainly in the state of Manipur) 
using two different scripts namely Bengali script1 
                                                           
1 http://unicode.org/charts/PDF/U0980.pdf 

and Meetei Mayek2. Meetei Mayek (MM) is the 
original script which was used until the 18th cen-
tury to represent Manipuri text. Its earliest use is 
dated between the 11th and 12th centuries CE3. 
Manipuri language is recognized by the Indian Un-
ion and has been included in the list of 8th sched-
uled languages by the 71st amendment of the 
constitution in 1992. In the recent times, the Ben-
gali script is getting replaced by Meetei Mayek at 
schools, government departments and other admin-
istrative activities. It may be noted that Manipuri is 
the only Tibeto-Burman language which has its 
own script. Digraphia has implications in language 
technology as well despite the issues of language 
planning, language policy and language ideology. 
There are several examples of languages written in 
one script that was replaced later by another script. 
Some of the examples are Romanian which origi-
nally used Cyrillic then changed to Latin; Turkish 
and Swahili began with the Arabic then Latin, and 
many languages of former Soviet Central Asia, 
which abandoned the Cyrillic script after the disso-
lution of the USSR. The present study is a typical 
case where the natural language processing of an 
Indian language is affected in case of switching 
script. 

Manipuri is a monosyllabic, morphologically 
rich and highly agglutinative in nature. Tone is 
very prominent. So, a special treatment of these 
tonal words is absolutely necessary. Manipuri lan-
guage has 6 vowels and their tone counterparts and 
6 diphthongs and their tone counterparts. Thus, a 

                                                           
2 http://unicode.org/charts/PDF/UABC0.pdf 
3 http://en.wikipedia.org/wiki/Meitei_language 
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Manipuri learner should know its tone system and 
the corresponding word meaning.  

Natural language processing tasks for Manipuri 
language is at the initial phase. We use a small par-
allel corpus and a sizable monolingual corpus col-
lected from Manipuri news to develop English-
Manipuri statistical machine translation system. 
The Manipuri news texts are in Bengali script. So, 
we carry out transliteration from Bengali script to 
Meetei Mayek as discussed in section 3. Typically, 
transliteration is carried out between two different 
languages –one as a source and the other as a tar-
get. But, in our case, in order to kick start the MT 
system development, Bengali script (in which most 
of the digital Manipuri text are available) to Meetei 
Mayek transliteration is carried out using different 
models. The performance of the rule based translit-
eration is improved by integrating the conjunct and 
syllable handling module in the present rule based 
task along with transliteration unit (TU). However, 
due to the tonal characteristic of this language, 
there is loss of accents for the tonal words when 
getting translated from Bengali script. In other 
words, there is essence of intonation in Manipuri 
text; the differentiation between Bengali characters 
such as �◌ (i) and ◌� (ee) or ◌�  (u) and ◌�  (oo) cannot 
be made using Meetei Mayek. This increases the 
lexical ambiguity on the transliterated Manipuri 
words in Meetei Mayek script. 
 

2 Related Work  

Several SMT systems between English and mor-
phologically rich languages are reported. (Tou-
tonova et al., 2007) reported the improvement of 
an SMT by applying word form prediction models 
from a stem using extensive morphological and 
syntactic information from source and target lan-
guages. Contributions using factored phrase based 
model and a probabilistic tree transfer model at 
deep syntactic layer are made by (Bojar and Hajič, 
2008) of English-to-Czech SMT system. (Yeniterzi 
and Oflazer, 2010) reported syntax-to-morphology 
mapping in factored phrase-based Statistical Ma-
chine Translation (Koehn and Hoang, 2007) from 
English to Turkish relying on syntactic analysis on 
the source side (English) and then encodes a wide 
variety of local and non-local syntactic structures 
as complex structural tags which appear as addi-
tional factors in the training data. On the target side 

(Turkish), they only perform morphological analy-
sis and disambiguation but treat the complete com-
plex morphological tag as a factor, instead of 
separating morphemes. (Bojar et al., 2012) pointed 
out several pitfalls when designing factored model 
translation setup. All the above systems have been 
developed using one script for each language at the 
source as well as target. 

Manipuri is a relatively free word order where 
the grammatical role of content words is largely 
determined by their case markers and not just by 
their positions in the sentence. Machine Transla-
tion systems of Manipuri and English is reported 
by (Singh and Bandyopadhyay, 2010b) on devel-
opment of English-Manipuri SMT system using 
morpho-syntactic and semantic information where 
the target case markers are generated based on the 
suffixes and semantic relations of the source sen-
tence. The above mentioned system is developed 
using Bengali script based Manipuri text. SMT 
systems between English and morphologically rich 
highly agglutinative language suffer badly if the 
adequate training and language resource is not 
available. Not only this, it is important to note that 
the linguistic representation of the text has implica-
tions on several NLP aspects not only in machine 
translations systems. This is our first attempt to 
build and compare English-Manipuri language pair 
SMT systems using two different scripts of Ma-
nipuri. 

3 Transliterated Parallel Corpora 

The English-Manipuri parallel corpora and Ma-
nipuri monolingual corpus collected from the news 
website www.thesangaiexpress.com are based on 
Bengali script. The Bengali script has 52 conso-
nants and 12 vowels. The modern-day Meetei 
Mayek script is made up of a core repertoire of 27 
letters, alongside letters and symbols for final con-
sonants, dependent vowel signs, punctuation, and 
digits. Meetei Mayek is a Brahmic script with con-
sonants bearing the inherent vowel and vowel ma-
tras modifying it. However, unlike most other 
Brahmi-derived scripts, Meetei Mayek employs 
explicit final consonants which contain no final 
vowels. The use of the killer (which refers to its 
function of killing the inherent vowel of a conso-
nant letter) is optional in spelling; for example, 
while ꯗꯔ may be read dara or dra, ꯗ꯭ꯔ must be read 
dra. Syllable initial combinations for vowels can 
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occur in modern usage to represent diphthongs.  
The Meetei Mayek has 27 letters (Iyek Ipee), 8 
dependent vowel signs (Cheitap Iyek), 8 final con-
sonants (Lonsum Iyek), 10 digits (Cheising Iyek) 
and 3 punctuation (Cheikhei, Lum Iyek and Apun 
Iyek).  
 

Bengali 
Script 

Meetei Mayek 

�, �, 	,  
 K (Sam) 
�, � e (Na) 
, � f (Til) 
�, � F (Thou) 
�, � \ (Yang) 
�, � r (Dil) 
�, � R (Dhou) 
�, � B (Un) 
�, � T (Ee) 

�, �, � j (Rai) 
�◌, ◌� g (Inap) 
◌� , ◌�  b (Unap) 

 
Table 1 – Many-to-One mapping table 

 
There is no possibility of direct one-to-one map-
ping for the 27 Meetei Mayek letter (Iyek Ipee) to 
Bengali script as given by table 1,  over and above 
some of Bengali scripts which does not have a cor-
responding direct mapping to Meetei Mayek such 
as ( �,  �, ◌ , !, ◌"  etc.) which has resulted in the loss 
of target representation. The syllable based Bengali 
script to Meetei Mayek transliteration system out-
performs the other known transliteration systems in 
news domain between the two scripts in terms of 
precision and recall (Singh, 2012). The overall 
conjunct representation is many-to-many charac-
ters in nature for the bilingual transliteration task 
of Bengali script and Meetei Mayek. Some of the 
example words using the conjuncts are given as: 

 

#$�� �� wDjlKe   (press-na) 

���%&�& ��  rgKfDjgdsg (district-ki) 

#�'(��'�)* �� KlsDjlfjg\lGf (secretariate-ta) 

#+',*- � � wlfDjOM (petrol) 

And the Bengali script conjuncts and its constitu-
ents along with the Meetei Mayek notation for the 
above examples are as given below:  

#$ (pre) � + + ◌. � + #◌        � wDjl 

�% (stri)  � � +  + ◌. � + �◌   � KfDjg 

#( (cre) � & + � + #◌  � sDjl 

#,* (tro) �  + � + #◌*  � fDjO 
A sample transliterated parallel corpus between 
English and Manipuri is given in the table 2. These 
transliterations are based on the syllable based 
model.  

 

English On the part of the election depart-
ment, IFCD have been intimidated for 
taking up necessary measures. 

Manipuri in 
Bengali Script 

�'-/� ��+*0 '12�& 1*�3&�4� 5�67�����* 

��&*� 8-9* �9& +*�:;9* :<=�'> . 
Manipuri in 
Meetei Mayek 

    ꯢꯂꯦꯛꯁꯟ ꯗꯤꯄꯥꯔ꯭ꯇꯃꯦꯅ꯭ꯇꯀꯤ ꯃꯥꯌꯀꯧꯗꯒꯤ
    ꯑꯦꯢꯑꯦꯐꯁꯤꯗꯤꯗꯥ ꯗꯔꯀꯥꯔ ꯂꯧꯕꯥ ꯊꯕꯛ

  ꯄꯥꯌꯈꯠꯅꯕꯥ ꯈꯡꯍꯟꯈ꯭ꯔꯦ ꯫ 

Gloss election departmentki maykeidagee 
IFCDda darkar leiba thabak payk-
hatnaba khanghankhre . 

English In case of rising the water level of 
Nambul river, the gate is shut down 
and the engines are operated to pump 
out the water. 

Manipuri in 
Bengali Script 

&��4�@* �@�- �� '�-4� ��	A �1*� B*A:CD9�� #4 

E�� ��A-4* ��	A E�� ��F��* G��* �HA'�*D4* 

-*&+�� =*��� . 
Manipuri in 
Meetei Mayek 

ꯀꯔꯤꯒꯨꯝ  ꯕꯥ ꯅꯝꯕꯨꯜ ꯇꯨꯔꯦꯜ    ꯒꯤ ꯏꯁꯤꯪ ꯏꯃꯥꯌ
ꯋꯥꯪꯈꯠꯂꯛꯂꯕꯗꯤ    ꯒꯦꯠ ꯑꯁꯤ ꯊꯤꯪꯂꯒꯥ ꯏꯁꯤꯪ 

 ꯑꯁꯤ ꯢꯟꯖꯤꯟ꯭ꯅꯥꯥ   ꯑꯣꯢꯅꯥ ꯆꯤꯪꯊꯣꯛꯂꯒꯥ
 ꯂꯥꯛꯄꯅꯤ ꯍꯥꯌꯔꯤ ꯫ 

Gloss karigumba nambul turelgi eesing 
eemay waangkhatlaklabadi gate asi 
thinglaga eesing asi enginena oyna 
chingthoklaga laakpani hayri. 

English The department has a gate at 
Samushang meant for draining out the 
flood water of Lamphelpat. 

Manipuri in 
Bengali Script 

	*1�	<�* ��+*0 '12 E��4� #4 E1* -'I-+*�J& 

��	A �HA'�*K9* �L� . 

Manipuri in 
Meetei Mayek 

ꯁꯃꯨꯁꯡꯗꯥ ꯗ   ꯤꯄꯥꯔ꯭ꯇꯃꯦꯅ꯭ꯇ ꯑꯁꯤꯒꯤ ꯒꯦꯠ 

 ꯑꯃꯥ ꯂꯝꯐꯦꯜꯄꯥꯠꯀꯤ ꯏꯁꯤꯪ  ꯆꯤꯪꯊꯣꯛꯅꯕꯥ
ꯊꯝ  ꯃꯤ ꯫ 

Gloss samusangda department asigee gate 
ama lamphelpatki easing ching-
thoknaba thammee. 

Table 2. Transliterated texts of English – Manipuri Par-
allel Corpora and the corresponding Gloss  
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4 Building SMT for English-Manipuri  

The important resources of building SMT are the 
training and language modeling data. We use a 
small amount of parallel corpora for training and a 
sizable amount of monolingual Manipuri and Eng-
lish news corpora. So, we have two aspects of de-
veloping English-Manipuri language pair SMT 
systems by using the two different scripts for Ma-
nipuri. The moot question is which script will per-
form better. At the moment, we are developing 
only the baseline systems. So, the downstream 
tools are not taken into account which would have 
affected by way of the performance of the script 
specific tools other than the transliteration system 
performance used in the task. In the SMT devel-
opment process, apart from transliteration accuracy 
error, the change in script to represent Manipuri 
text has made the task of NLP related activities a 
difference in the way how it was carried out with 
Bengali script towards improving the factored 
based modes in future as well. Lexical ambiguity is 
very common in this language mostly due to tonal 
characteristics. This has resulted towards the re-
quirement of a word sense disambiguation module 
more than before. This is because of a set of differ-
ence in the representation using Meitei Mayek. As 
part of this ongoing experiment, we augment the 
training data with 4600 manually prepared variants 
of verbs and nouns phrases for improving the over-
all accuracy and help solving a bit of data sparsity 
problem of the SMT system along with an addi-
tional lexicon of 10000 entries between English 
and Manipuri to handle bits of data sparsity and 
sense disambiguation during the training process. 
The English-Manipuri parallel corpus developed 
by (Singh and Bandyopadhyay, 2010a) is used in 
the experiment. Moses4 toolkit (Koehn, 2007) is 
used for training with GIZA++5 and decoding. 
Minimum error rate training (Och, 2003) for tuning 
are carried out using the development data for two 
scripts. Table 3 gives the corpus statistics of the 
English-Manipuri SMT system development. 

4.1 Lexical Ambiguity 

Manipuri is, by large, a tonal language. The lexical 
ambiguity is very prominent even with Bengali 
script based text representation. The degree of am-
                                                           
4 http://www.statmt.org/moses/ 
5 http://www.fjoch.com/GIZA++.html 

biguity worsens due to the convergence as shown 
by the figure 1 and many to one mapping shown in 
the table 1. So, the Bengali script to Meetei Mayek 
transliteration has resulted to the lost of several 
words meaning at the transliterated output. Many 
aspects of translation can be best explained at a 
morphological, syntactic or semantic level. This 
implies that the phrase table and target language 
model are very much affected by using Meetei 
Mayek based text and hence the output of the SMT 
system. Thus, lexical ambiguity is one major rea-
son on why the transliterated Meetei Mayek script 
based PBSMT suffers comparatively. Three exam-
ples of lexical ambiguity are given below: 

 
(a)  
�1 (mi)  � spider � ꯃꯤ (mi) meaning either spider or 
man 
 
1� (mee)  � man � ꯃꯤ (mi) meaning either spider or 
man 
 
(b)   
	�9* (sooba) � to work � ꯁꯨꯕꯥ (suba) meaning either to 
work or to hit 
 
 	�9* (suba) � to hit � ꯁꯨꯕꯥ (suba) meaning either to 
work or to hit 
 
(c)  
���9* (sinba) / �	�9* (shinba) � substitution � ꯁꯤꯟꯕꯥ 
(sinba) 
 
	��9* (sheenba)  � arrangement � ꯁꯤꯟꯕꯥ (sinba) 
 
	��9* (sheenba)  � sour taste  � ꯁꯤꯟꯕꯥ (sinba) 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 

Figure 1. An example of convergence of TU (�� 
-su, ��-soo etc.) from Bengali Script to Meitei Mayek 

ꯁꯨ 

�� 
 

	� 
 

	� 
 


� 
 
� 

�� 
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The lexical ambiguity that arises are twofold,  i) 
one after transliteration into Meetei Mayek as 
given by examples (a) and (b), ii) one before the 
transliteration as given by the example (c) for 
which the ambiguity is doubled after the translit-
eration. Thus, the scripts are functioning as a rep-
resentation language for lexical ambiguity like the 
semantic phrase sense disambiguation model for 
SMT (Carpuat and Wu, 2007). 

4.2 Language Modeling 

The impact of the different language models is 
clearly seen in our experiment mostly by way of 
lexical variation and convergence characteristics as 
shown in Figure 1. Four different language models 
are developed: a) language model (LM1) on Ben-
gali script based Manipuri text, b) language model 
(LM2) on transliterated Manipuri Meetei Mayek 
text, there is change in the language model pa-
rameter such as perplexity which affects the over-
all translation decoding process, c) language model 
(LM3) based on language model (LM1) with trans-
literation to Meitei Mayek on Manipuri text from 
Bengali Script texts, and d) language model (LM4) 
based on language model (LM2) with translitera-
tion to Bengali script on Manipuri text from Meetei 
Mayek text. SRILM (Stolcke, 2002) is used to 
build trigram model with modified Kneser-Ney 
smoothing (Stanley and Joshua, 1998) and interpo-
lated with lower order estimates which works best 
for Manipuri language using 2.3 million words of 
180,000 Manipuri news sentences. There are varia-
tions in the language model parameters while 
switching the scripts.  

The log probability and perplexity of the sen-
tence (considering the first sentence from Table 2) 
using Bengali script, “�'-/� ��+*0 '12�& 1*�3&�4� 

5�67�����* ��&*� 8-9* �9& +*�:;9* :<=�'> M” are given 
as: 

 
logprob= -22.873 ppl= 193.774 ppl1= 347.888  
 
while the parameters for the same sentence using 
Meetei Mayek, i.e.,  
 
“ꯢꯂꯦꯛꯁꯟ    ꯗꯤꯄꯥꯔ꯭ꯇꯃꯦꯅ꯭ꯇꯀꯤ ꯃꯥꯌꯀꯧꯗꯒꯤ ꯑꯦꯢꯑꯦꯐꯁꯤꯗꯤꯗꯥ

    ꯗꯔꯀꯥꯔ ꯂꯧꯕꯥ ꯊꯕꯛ ꯄꯥꯌꯈꯠꯅꯕꯥ ꯈꯡꯍꯟꯈ꯭ꯔꯦ ꯫” are 
given as:  
 
logprob= -26.7555 ppl= 473.752 ppl1= 939.364 

It is also observed that some of the n-grams entries 
on one language model are not available in the 
other language model. For example, 
 

-2.708879       1���* #HN9��       -0.3211589 
 

is a bigram found in Bengali script based language 
model but not found in the Meetei Mayek based 
language model. Similarly,  
 
-6.077539       ꯃꯗꯨꯃꯀꯁꯨꯇꯩꯍꯟꯖ꯭ꯅꯤꯪꯗꯦ     -0.06379553 
 

is a bigram found in the Meetei Mayek based lan-
guage model but not available in Bengali script 
based language model. Above all, for the same n-
gram in the language models, the log(P(W)) and  
log(backoff-weight) are found to be different. Two 
bigram examples are given below: 

 
-1.972813 1���* #�*D&+*  -0.09325081  
-6.077539  ꯃꯗꯨꯗꯥ ꯊꯣꯛꯂ꯭ꯀꯄꯥ   -0.06379553  
 
and, 
 
 -1.759148   1���* #�*�&+*  -0.3929711 
-6.077539   ꯃꯗꯨꯗꯥ ꯊꯣꯔꯀꯄꯥ -0.06379552 

4.3 Evaluation 

The systems are developed using the following 
corpus statistics.  
 

 # of Sentences # of Words 

Training 10000 231254 

Development 5000 121201 

Testing 500 12204 
 

Table 3. Corpus Statistics 
 
The evaluations of SMT systems are done using 
automatic scoring and subjective evaluation.  

4.4 Automatic Scoring 

We carry out the comparisons of automatic evalua-
tion metrics scores for the SMT systems. The vari-
ous models developed are evaluated using BLEU 
(Papineni et al, 2002) and NIST (Doddington, 
2002) automatic scoring techniques. A high NIST 
score means a better translation by measuring the 
precision of n-gram.  
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 BLEU 
Score 

NIST 
Score 

Meetei Mayek based Baseline 
using LM2 language model 

11.05 3.57 

Meetei Mayek based Baseline 
with LM3 language model 

11.81 3.33 

Bengali Script based Baseline 
using LM1 language model 

15.02 4.01 

Bengali Script based Baseline 
using LM4 language model 

14.51 3.82 

 
Table 4 . Automatics Scores of English to Manipuri 

SMT system 
 

BLEU metric gives the precision of n-gram with 
respect to the reference translation but with a brev-
ity penalty. 
 

 BLEU 
Score 

NIST 
Score 

Bengali Script based Baseline 12.12 4.27 

Meetei Mayek based Baseline 
using 

13.74 4.31 

 
Table 5. Automatics Scores of Manipuri to English 

SMT system 

4.5 Subjective Evaluation 

The subjective evaluation is carried out by two 
bilingual judges. The inter-annotator agreement is 
0.3 of scale 1. The adequacy and fluency used in 
the subjective evaluation scales are given by the 
Table 6 and Table 7.  
 

Level Interpretation 

4 Full meaning is conveyed 

3 Most of the meaning is conveyed 

2 Poor meaning is conveyed 

1 No meaning is conveyed 
 

Table 6. Adequacy Scale 
 

Level Interpretation 

4 Flawless with no grammatical error 

3 Good output with minor errors 

2 Disfluent ungrammatical with correct phrase 

1 Incomprehensible 
 

Table 7. Fluency Scale 

The scores of adequacy and fluency on 100 test 
sentences based on the length are given at Table 8 
and Table 9 based on the adequacy and fluency 
scales give by Table 6 and Table 7. 

 
 Sentence length Fluency Adequacy 

<=15 words 3.13 3.16 Baseline 
using Ben-
gali  Script 

>15 words 2.21 2.47 

<=15 words 3.58 3.47 Baseline 
using Meetei 
Mayek 

>15 words 2.47 2.63 

 
Table 8. Scores of Adequacy and Fluency of English to 

Manipuri SMT system 

 
 Sentence length Fluency Adequacy 

<=15 words 2.39 2.42 Baseline 
using Ben-
gali  Script 

>15 words 2.01 2.14 

<=15 words 2.61 2.65 Baseline 
using Meetei 
Mayek 

>15 words 2.10 1.94 

 
Table 9. Scores of Adequacy and Fluency of Manipuri 

to English SMT system 

5 Sample Translation Outputs  

The following tables show the various translation 
outputs of English-Manipuri as well as Manipuri-
English PBSMT systems using Bengali script and 
Meetei Mayek scripts. 

 
English On the part of the election de-

partment, IFCD have been intimi-
dated for taking up necessary 
measures. 

Manipuri Reference 
Translation 
(Bengali Script)

�'-/� ��+*0 '12�& 1*�3&�4� 5�67�����* 

��&*� 8-9* �9& +*�:;9* :<=�'> . 

Gloss election departmentki maykei-
dagee IFCDda darkar leiba tha-
bak paykhatnaba khanghankhre . 

Baseline Transla-
tion output 

(Bengali Script) 

�'-/� ��+*0 '12�& 1*�3&�4� 5�67�����* 

��&*� 8-9* �9& +*�:;9* :<=�'>. 

 
Table 10. English to Manipuri SMT system output using 

Bengali Script 
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English On the part of the election depart-
ment, IFCD have been intimidated 
for taking up necessary measures. 

Manipuri refer-
ence Translation 
(Meetei Mayek) 

    ꯢꯂꯦꯛꯁꯟ ꯗꯤꯄꯥꯔ꯭ꯇꯃꯦꯅ꯭ꯇꯀꯤ ꯃꯥꯌꯀꯧꯗꯒꯤ
    ꯑꯦꯢꯑꯦꯐꯁꯤꯗꯤꯗꯥ ꯗꯔꯀꯥꯔ ꯂꯧꯕꯥ ꯊꯕꯛ

  ꯄꯥꯌꯈꯠꯅꯕꯥ ꯈꯡꯍꯟꯈ꯭ꯔꯦ ꯫ 

Gloss election departmentki maykeidagee 
IFCDda darkar leiba thabak payk-
hatnaba khanghankhre . 

Baseline Trans-
lation output 

ꯢꯂꯦꯛꯁꯟ ꯗꯤꯄꯥꯔ꯭ꯇꯃꯦꯅ꯭ꯇꯟꯥ ꯑꯦꯢꯑꯦꯐꯁꯤꯗꯤꯗꯥ 
ꯗꯔꯀꯥꯔ ꯂꯧꯕ ꯊꯕꯛ ꯄꯥꯌꯈꯠꯅꯕ ꯍꯥꯢꯈ꯭ꯔꯦ ꯫ 

 
Table 11: English to Manipuri SMT system output using 

Meetei Mayek 
 

Input Manipuri 
sentence  

�'-/� ��+*0 '12�& 1*�3&�4� 5�67�����* 
��&*� 8-9* �9& +*�:;9* :<=�'> . 

Gloss election departmentki maykeidagee 
IFCDda darkar leiba thabak paykhat-
naba khanghankhre . 

Reference Eng-
lish translation 

On the part of the election department, 
IFCD have been intimidated for taking 
up necessary measures. 

Baseline 
Translation 
output 

the election department notified IFCD 
to take up necessary steps 

 
Table 12: Manipuri to English translation output using 
Bengali script: 
 

Input Manipuri 
sentence  

  ꯢꯂꯦꯛꯁꯟ ꯗꯤꯄꯥꯔ   ꯭ꯇꯃꯦꯅ꯭ꯇꯀꯤ ꯃꯥꯌꯀꯧꯗꯒꯤ
    ꯑꯦꯢꯑꯦꯐꯁꯤꯗꯤꯗꯥ ꯗꯔꯀꯥꯔ ꯂꯧꯕꯥ ꯊꯕꯛ

  ꯄꯥꯌꯈꯠꯅꯕꯥ ꯈꯡꯍꯟꯈ꯭ꯔꯦ ꯫ 

Gloss election departmentki maykeidagee 
IFCDda darkar leiba thabak paykhat-
naba khanghankhre . 

Reference Eng-
lish translation 

On the part of the election department, 
IFCD have been intimidated for taking 
up necessary measures. 

Baseline 
Translation 
output 

the election department intimidated 
IFCD to take up necessary steps 

 
Table 13: Manipuri to English translation output using 
Meetei Mayek: 
 
The English to Manipuri SMT system output using 
Bengali Script suffers fluency and adequacy scores 
as given by table 8 compared to English to Ma-
nipuri SMT system output using Meetei Mayek 
script. In the case of Manipuri to English SMT sys-

tem, the Meetei Mayek based SMT system outper-
forms the Bengali script based SMT in terms of 
both fluency and adequacy as given by table 9 as 
well as automatic scores as given by table 5. 

6 Conclusion and Discussion 

The detailed study of grapheme-to-phoneme indi-
cates missing tone for several words using present 
Meetei Mayek script. The training process based 
on the Bengali script training data is found to have 
higher vocabulary coverage all across since the 
representation is done with a finer glyph as com-
pared to Meetei Mayek so is the higher automatic 
scores in case of English-to-Manipuri PBSMT sys-
tem. But, considering the subjective evaluation 
scores, the Meetei Mayek based SMT systems out-
performs the Bengali script based English-to-
Manipuri SMT systems as against the automatic 
scores. In the case of Manipuri-to-English PBSMT 
systems, both the automatic score and subjective 
evaluation scores using Meetei Mayek outperforms 
the Bengali script based systems. Statistical sig-
nificant test is performed to judge if a change in 
score that comes from a change in the system with 
script switching reflects a change in overall trans-
lation quality. The systems show statistically sig-
nificant result as measured by bootstrap re-
sampling method (Koehn, 2004) on BLEU score. 
In future, the experiments can be repeated with 
special treatment of individual morphemes in bits 
and pieces on a decent size of parallel corpora. 
More notably, SMT decoders may have the feature 
of handling two or more scripts of the same lan-
guage in the future SMT systems for languages 
like Manipuri. 
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Abstract

Selecting a set of nonterminals for the syn-
chronous CFGs underlying the hierarchical
phrase-based models is usually done on the
basis of a monolingual resource (like a syntac-
tic parser). However, a standard bilingual re-
source like word alignments is itself rich with
reordering patterns that, if clustered some-
how, might provide labels of different (pos-
sibly complementary) nature to monolingual
labels. In this paper we explore a first ver-
sion of this idea based on a hierarchical de-
composition of word alignments into recursive
tree representations. We identify five clus-
ters of alignment patterns in which the chil-
dren of a node in a decomposition tree are
found and employ these five as nonterminal la-
bels for the Hiero productions. Although this
is our first non-optimized instantiation of the
idea, our experiments show competitive per-
formance with the Hiero baseline, exemplify-
ing certain merits of this novel approach.

1 Introduction

The Hiero model (Chiang, 2007; Chiang, 2005)
formulates phrase-based translation in terms of a
synchronous context-free grammar (SCFG) limited
to the inversion transduction grammar (ITG) (Wu,
1997) family. While the original Hiero approach
works with a single nonterminal label (X) (besides
the start nonterminal S ), more recent work is dedi-
cated to devising methods for extracting more elab-
orate labels for the phrase-pairs and their abstrac-
tions into SCFG productions, e.g., (Zollmann and
Venugopal, 2006; Li et al., 2012; Almaghout et al.,
2011). All labeling approaches exploit monolin-
gual parsers of some kind, e.g., syntactic, seman-

tic or sense-oriented. The rationale behind mono-
lingual labeling is often to make the probability dis-
tributions over alternative synchronous derivations
of the Hiero model more sensitive to linguistically
justified monolingual phrase context. For example,
syntactic target-language labels in many approaches
are aimed at improved target language modeling
(fluency, cf. Hassan et al. (2007); Zollmann and
Venugopal (2006)), whereas source-language labels
provide suitable context for reordering (see Mylon-
akis and Sima’an (2011)). It is usually believed
that the monolingual labels tend to stand for clus-
ters of phrase pairs that are expected to be inter-
substitutable, either syntactically or semantically
(see Marton et al. (2012) for an illuminating discus-
sion).

While we believe that monolingual labeling
strategies are sound, in this paper we explore the
complementary idea that the nonterminal labels
could also signify bilingual properties of the phrase
pair, particularly its characteristic word alignment
patterns. Intuitively, an SCFG with nonterminal la-
bels standing for alignment patterns should put more
preference on synchronous derivations that mimic
the word alignment patterns found in the training
corpus, and thus, possibly allow for better reorder-
ing. It is important to stress the fact that these word
alignment patterns are complementary to the mono-
lingual linguistic patterns and it is conceivable that
the two can be combined effectively, but this remains
beyond the scope of this article.

The question addressed in this paper is how to se-
lect word alignment patterns and cluster them into
bilingual nonterminal labels? In this paper we ex-
plore a first instantiation of this idea starting out
from the following simplifying assumptions:
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• The labels come from the word alignments
only,
• The labels are coarse-grained, pre-defined clus-

ters and not optimized for performance,
• The labels extend the binary set of ITG oper-

ators (monotone and inverted) into five such
labels in order to cover non-binarizable align-
ment patterns.

Our labels are based on our own tree decomposi-
tions of word alignments (Sima’an and Maillette de
Buy Wenniger, 2011), akin to Normalized Decom-
position Trees (NDTs) (Zhang et al., 2008). In this
first attempt we explore a set of five nonterminal la-
bels that characterize alignment patterns found di-
rectly under nodes in the NDT projected for every
word alignment in the parallel corpus during train-
ing. There is a range of work that exploits the mono-
tone and inverted orientations of binary ITG within
hierarchical phrase-based models, either as feature
functions of lexicalized Hiero productions (Chiang,
2007; Zollmann and Venugopal, 2006), or as labels
on non-lexicalized ITG productions, e.g., (Mylon-
akis and Sima’an, 2011). As far as we are aware,
this is the first attempt at exploring a larger set of
such word alignment derived labels in hierarchical
SMT. Therefore, we expect that there are many vari-
ants that could improve substantially on our strong
set of assumptions.

2 Hierarchical SMT models

Hierarchical SMT usually works with weighted in-
stantiations of Synchronous Context-Free Gram-
mars (SCFGs) (Aho and Ullman, 1969). SCFGs
are defined over a finite set of nonterminals (start
included), a finite set of terminals and a finite set
of synchronous productions. A synchronous pro-
duction in an SCFG consists of two context-free
productions (source and target) containing the same
number of nonterminals on the right-hand side, with
a bijective (1-to-1 and onto) function between the
source and target nonterminals. Like the standard
Hiero model (Chiang, 2007), we constrain our work
to SCFGs which involve at most two nonterminals
in every lexicalized production.

Given an SCFG G, a source sentence s is trans-
lated into a target sentence t by synchronous deriva-
tions d, each is a finite sequence of well-formed

substitutions of synchronous productions from G,
see (Chiang, 2006). Standardly, for complexity rea-
sons, most models used make the assumption that
the probability P(t | s) can be optimized through as
single best derivation as follows:

arg max
t

P(t | s) = arg max
t

∑
d∈G

P(t,d | s) (1)

≈ arg max
d∈G

P(t,d | s) (2)

This approximation can be notoriously problematic
for labelled Hiero models because the labels tend
to lead to many more derivations than in the orig-
inal model, thereby aggravating the effects of this
assumption. This problem is relevant for our work
and approaches to deal with it are Minimum Bayes-
Risk decoding (Kumar and Byrne, 2004; Tromble et
al., 2008), Variational Decoding (Li et al., 2009) and
soft labeling (Venugopal et al., 2009; Marton et al.,
2012; Chiang, 2010).

Given a derivation d, most existing phrase-
based models approximate the derivation probabil-
ity through a linear interpolation of a finite set of
feature functions (Φ(d)) of the derivation d, mostly
working with local feature functions φi of individ-
ual productions, the target side yield string t of d
(target language model features) and other heuristic
features discussed in the experimental section:

arg max
d∈G

P(t,d | s) ≈ arg max
d∈G

|Φ(d)|∑
i=1

λi × φi (3)

Where λi is the weight of feature φi optimized over
a held-out parallel corpus by some direct error-
minimization procedure like MERT (Och, 2003).

3 Baseline: Hiero Grammars (single label)

Hiero Grammars (Chiang, 2005; Chiang, 2007) are
a particular form of SCFGs that generalize phrase-
based translation models to hierarchical phrase-
based Translation models. They allow only up to
two (pairs of) nonterminals on the right-hand-side of
rules. Hierarchical rules are formed from fully lex-
icalized base rules (i.e. phrase pairs) by replacing a
sub-span of the phrase pair that corresponds itself to
a valid phrase pair with variable X called “gap”. Two
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gaps may be maximally introduced in this way1, la-
beled as X1 and X2 respectively for distinction. The
types of permissible Hiero rules are:

X → 〈α, γ〉 (4a)

X → 〈α X1 β, δ X1 ζ〉 (4b)

X → 〈α X1 β X2 γ , δ X1 ζ X2 η 〉 (4c)

X → 〈α X1 β X2 γ , δ X2 ζ X1 η 〉 (4d)

Here α, β, γ, δ, ζ, η are terminal sequences, pos-
sibly empty. Equation 4a corresponds to a normal
phrase pair, 4b to a rule with one gap and 4c and 4d
to the monotone- and inverting rules respectively.

An important extra constraint used in the original
Hiero model is that rules must have at least one pair
of aligned words, so that translation decisions are al-
ways based on some lexical evidence. Furthermore
the sum of terminals and nonterminals on the source
side may not be greater than five, and nonterminals
are not allowed to be adjacent on the source side.

4 Alignment Labeled Grammars

Labeling the Hiero grammar productions makes
rules with gaps more restricted about what broad
categories of rules are allowed to substitute for the
gaps. In the best case this prevents overgeneraliza-
tion, and makes the translation distributions more
accurate. In the worst case, however, it can also lead
to too restrictive rules, as well as sparse translation
distributions. Despite these inherent risks, a number
of approaches based on syntactically inspired labels
has succeeded to improve the state of the art by
using monolingual labels, e.g., (Zollmann and
Venugopal, 2006; Zollmann, 2011; Almaghout et
al., 2011; Chiang, 2010; Li et al., 2012).

Unlabeled Hiero derivations can be seen as recur-
sive compositions of phrase pairs. A single transla-
tion may be generated by different derivations (see
equation 1), each standing for a choice of com-
position rules over a choice of a segmentation of
the source-target sentence pair into a bag of phrase
pairs. However, a synchronous derivation also in-
duces an alignment between the different segments

1The motivation for this restriction to two gaps is mainly a
practical computational one, as it can be shown that translation
complexity grows exponentially with the number of gaps.

that it composes together. Our goal here is to la-
bel the Hiero rules in order to exploit aspects of the
alignment that a synchronous derivation induces.

We exploit the idea that phrase pairs can be ef-
ficiently grouped into maximally decomposed trees
(normalized decomposition trees – NDTs) (Zhang
et al., 2008). In an NDT every phrase pair is re-
cursively decomposed at every level into the mini-
mum number of its phrase constituents, so that the
resulting structure is maximal in that it contains the
largest number of nodes. In Figure 1 left we show
an example alignment and in Figure 1 right its as-
sociated NDT. The NDT shows pairs of source and
target spans of (sub-) phrase pairs, governed at dif-
ferent levels of the tree by their parent node. In
our example the root node splits into three phrase
pairs, but these three phrase pairs together do not
manage to cover the entire phrase pair of the par-
ent because of the discontinuous translation struc-
ture 〈owe, sind ... schuldig〉. Consequently, a par-
tially lexicalized structure with three children corre-
sponding to phrase pairs and lexical items covering
the words left by these phrase pairs is required.

During grammar extraction we determine an
Alignment Label for every left-hand-side and gap of
every rule we extract. This is done by looking at the
NDT that decomposes their corresponding phrase
pairs, and determining the complexity of the rela-
tion with their direct children in this tree. Complex-
ity cases are ordered by preference, where the more
simple label corresponding to the choice of maximal
decomposition is preferred. We distinguish the fol-
lowing five cases, ordered by increasing complexity:

1. Monotonic: If the alignment can be split into
two monotonically ordered parts.

2. Inverted: If the alignment can be split into two
inverted parts.

3. Permutation: If the alignment can be factored
as a permutation of more than 3 parts.2

4. Complex: If the alignment cannot be factored
as a permutation of parts, but the phrase does
contain at least one smaller phrase pair (i.e., it
is composite).

5. Atomic: If the alignment does not allow the ex-
istence of smaller (child) phrase pairs.

2Permutations of just 3 parts never occur in a NDT, as they
can always be further decomposed as a sequence of two binary
nodes.
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1
we

2
owe

3
this

4
to

5
our

6
citizens

das
1

sind
2

wir
3

unsern
4

burgern
5

schuldig
6

([1, 6], [1, 6])

([5, 6], [4, 5])

([6, 6], [5, 5])([5, 5], [4, 4])

([3, 3], [1, 1])([1, 1], [3, 3])

Figure 1: Example of complex word alignment, taken from Europarl data English-German (left) and its associated
Normalized Decomposition Tree (Zhang et al., 2008) (right).

We show examples of each of these cases in Figure
2. Furthermore, in Figure 3 we show an example
of an alignment labeled Hiero rule based on one of
these alignment examples.

Our kind of labels has a completely different fla-
vor from monolingual labels in that they cannot be
seen as identifying linguistically meaningful clus-
ters of phrase pairs. These labels are mere latent
bilingual clusters and the translation model must
marginalize over them (equation 1) or use Minimum
Bayes-Risk decoding.

4.1 Features : Relations over labels
In this section we describe the features we use in
our experiments. To be unambiguous we first need
to introduce some terminology. Let r be a transla-
tion rule. We use p̂ to denote probabilities estimated
using simple relative frequency estimation from the
word aligned sentence pairs of the training corpus.
Then src(r) is the source side of the rule, includ-
ing the source side of the left-hand-side label. Simi-
larly tgt(r) is the target side of the rule, including the
target side of the left-hand-side label. Furthermore
un(src(r)) is the source side without any nontermi-
nal labels, and analogous for un(tgt(r)).

4.1.1 Basic Features
We use the following phrase probability features:
• p̂(tgt(r)|src(r)): Phrase probability target side

given source side
• p̂(src(r)|tgt(r)): Phrase probability source side

given target side
We reinforce those by the following phrase prob-

ability smoothing features:
• p̂(tgt(r)|un(src(r)))
• p̂(un(src(r))|tgt(r))
• p̂(un(tgt(r))|src(r))
• p̂(src(r)|un(tgt(r)))
• p̂(un(tgt(r))|un(src(r)))
• p̂(un(src(r))|un(tgt(r)))
We also add the following features:

• p̂w(tgt(r)|src(r)), p̂w(src(r)|tgt(r)): Lexical
weights based on terminal symbols as for
phrase-based and hierarchical phrase-based
MT.
• p̂(r|lhs(r)) : Generative probability of a rule

given its left-hand-side label
We use the following set of basic binary features,

with 1 values by default, and a value exp(1) if the
corresponding condition holds:
• ϕGlue(r): exp(1) if rule is a glue rule
• ϕlex(r): exp(1) if rule has only terminals on

right-hand side
• ϕabs(r): exp(1) if rule has only nonterminals on

right-hand side
• ϕst w tt(r): exp(1) if rule has terminals on the

source side but not on the target side
• ϕtt w st(r): exp(1) if rule has terminals on the

target side but not on the source side
• ϕmono(r): exp(1) if rule has no inverted pair of

nonterminals
Furthermore we use the :
• ϕra(r): Phrase penalty, exp(1) for all rules.
• exp(ϕwp(r)): Word penalty, exponent of the

number of terminals on the target side
• ϕrare(r): exp( 1

#(
∑

r′∈C δrr′ )
) : Rarity penalty, with

#(
∑

r′∈C δrr′) being the count of rule r in the cor-
pus.

4.1.2 Binary Reordering Features
Besides the basic features we want to use extra
sets of binary features that are specially designed
to directly learn the desirability of certain broad
classes of reordering patterns, beyond the way this
is already implicitly learned for particular lexical-
ized rules by the introduction of reordering labels.3

These features can be seen as generalizations of the
most simple feature that penalizes/rewards mono-

3We did some initial experiments with such features in
Joshua, but haven’t managed yet to get them working in Moses
with MBR. Since these experiments are inconclusive without
MBR we leave them out here.
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this is an important matter

das ist ein wichtige angelegenheit

1

1

2

2

Monotone

we all agree on this

das sehen wir alle

1

1

2

2

Inversion

i want to stress two points

auf zwei punkte möchte ich hinweisen

1

1

2

2

3

3

4

4

Permutation

we owe this to our citizens

das sind wir unsern burgern schuldig

1

1

2

2

3

3

Complex

it would be possible

kann mann

1

1

Atomic

Figure 2: Different types of Alignment Labels

tone order ϕmono(r) from our basic feature set. The
new features we want to introduce “fire” for a spe-
cific combination of reordering labels on the left
hand side and one or both gaps, plus optionally the
information whether the rule itself invert its gaps and
whether or not it is abstract.

5 Experiments

We evaluate our method on one language pair using
German as source and English as target. The data is
derived from parliament proceedings sourced from
the Europarl corpus (Koehn, 2005), with WMT-07
development and test data. We used a maximum
sentence length of 40 for filtering. We employ ei-
ther 200K or (approximately) 1000K sentence pairs
for training, 1K for development and 2K for test-
ing (single reference per source sentence). Both the
baseline and our method decode with a 3-gram lan-
guage model smoothed with modified Knesser-Ney
discounting (Chen and Goodman, 1998), trained on
the target side of the full original training set (ap-
proximately 1000K sentences).

We compare against state-of-the-art hierarchi-
cal translation (Chiang, 2005) baselines, based on
the Joshua (Ganitkevitch et al., 2012) and Moses
(Hoang et al., 2007) translation systems with default
decoding settings. We use our own grammar extrac-

we owe this to our citizens

das sind wir unsern burgern schuldig

X Complex

X Atomic1

X Atomic1

X Monotone2

X Monotone2

X Complex

Figure 3: Example of a labeled Hiero rule
X Complex→ 〈we owe X Atomic1 to X Monotone2 ,
X Atomic1 sind wir X Monotone2 schuldig 〉
extracted from the Complex example in Figure 2 by re-
placing the phrase pairs 〈this, das〉 and 〈our citizens , un-
sern burgern〉 with (labeled) variables.

tor for the generation of all grammars, including the
baseline Hiero grammars. This enables us to use the
same features (as far as applicable given the gram-
mar formalism) and assure true comparability of the
grammars under comparison.

5.1 Training and Decoding Details
In this section we discuss the choices and settings
we used in our experiments. Our initial experiments

4We later discovered we needed to add the flag “–return-
best-dev” in Moses to actually get the weights from the best
development run, our initial experiments had not used this. This
explains the somewhat unfortunate drop in performance in our
Analysis Experiments.
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Decoding
Type

System
Name

200K

Lattice
MBR

Hiero 26.44
Hiero-RL 26.72

Viterbi
Hiero 26.23
Hiero-RL-PPL 26.16

Table 1: Initial Results. Lowercase BLEU results for
German-English trained on 200K sentence pairs.4

Top rows display results for our experiments using Moses
(Hoang et al., 2007) with Lattice Minimum Bayes-Risk
Decoding5 (Tromble et al., 2008) in combination with
Batch Mira (Cherry and Foster, 2012) for tuning. Below
are results for experiments with Joshua (Ganitkevitch et
al., 2012) using Viterbi decoding (i.e. no MBR) and PRO
(Hopkins and May, 2011) for tuning.

were done on Joshua (Ganitkevitch et al., 2012),
using the Viterbi best derivation. The second set
of experiments was done on Moses (Hoang et al.,
2007) using Lattice Minimum Bayes-Risk Decod-
ing5 (Tromble et al., 2008) to sum over derivations.

5.1.1 General Settings

To train our system we use the following settings.
We use the standard Hiero grammar extraction
constraints (Chiang, 2007) but for our reordering
labeled grammars we use them with some modifi-
cations. In particular, while for basic Hiero only
phrase pairs with source spans up to 10 are allowed,
and abstract rules are forbidden, we allow extraction
of fully abstract rules, without length constraints.
Furthermore we allow their application without
length constraints during decoding. Following
common practice, we use simple relative frequency
estimation to estimate the phrase probabilities,
lexical probabilities and generative rule probability
respectively.6

5After submission we were told by Moses support that in
fact neither normal Minimum Bayes-Risk (MBR) nor Lattice
MBR are operational in Moses Chart.

6Personal correspondence with Andreas Zollmann further
reinforced the authors appreciation of the importance of this
feature introduced in (Zollmann and Venugopal, 2006; Zoll-
mann, 2011). Strangely enough this feature seems to be un-
available in the standard Moses (Hoang et al., 2007) and Joshua
(Ganitkevitch et al., 2012) grammar extractors, that also imple-
ment SAMT grammar extraction

5.1.2 Specific choices and settings Joshua
Viterbi experiments

Based on experiments reported in (Mylonakis and
Sima’an, 2011; Mylonakis, 2012) we opted to not
label the (fully lexicalized) phrase pairs, but instead
label them with a generic PhrasePair label and use
a set of switch rules from all other labels to the
PhrasePair label to enable transition between Hiero
rules and phrase pairs.

We train our systems using PRO (Hopkins and
May, 2011) implemented in Joshua by Ganitkevitch
et al. (2012). We use the standard tuning, where all
features are treated as dense features.We allow up to
30 tuning iterations. We further follow the PRO set-
tings introduced in (Ganitkevitch et al., 2012) but
use 0.5 for the coefficient Ψ that interpolates the
weights learned at the current with those from the
previous iteration. We use the final learned weights
for decoding with the log-linear model and report
Lowercase BLEU scores for the tuned test set.

5.1.3 Specific choices and settings Moses
Lattice MBR experiments

As mentioned before we use Moses (Hoang et
al., 2007) for our second experiment, in combina-
tion with Lattice Minimum Bayes-Risk Decoding5

(Tromble et al., 2008). Furthermore we use Batch
Mira (Cherry and Foster, 2012) for tuning with max-
imum 10 tuning iterations of the 200K training set,
and 30 for the 1000K training set.7

For our Moses experiments we mainly worked
with a uniform labeling policy, labeling phrase pairs
in the same way with alignment labels as normal
rules. This is motivated by the fact that since we are
using Minimum Bayes-Risk decoding, the risks of
sparsity from labeling are much reduced. And label-
ing everything does have the advantage that reorder-

7We are mostly interested in the relative performance of our
system in comparison to the baseline for the same settings. Nev-
ertheless, it might be that the labeled systems, which have more
smoothing features, are relatively suffering more from too lit-
tle tuning iterations than the baseline which does not have these
extra features and thus may be easier to tune. This was one of
the reasons to increase the number of tuning iterations from 10
to 30 in our later experiments on 1000K. Usage of Minimum
Bayes-Risk decoding or not is crucial as we have explained be-
fore in section 1. The main reason we opted for Batch Mira over
PRO is that it is more commonly used in Moses systems, and in
any case at least superior to MERT (Och, 2003) in most cases.
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ing information can be fully propagated in deriva-
tions starting from the lowest (phrase) level. We also
ran experiments with the generic phrase pair label-
ing, since there were reasons to believe this could
decrease sparsity and potentially lead to better re-
sults.8

5.2 Initial Results
We report Lowercase BLEU scores for experi-
ments with and without Lattice Minimum Bayes-
Risk (MBR) decoding (Tromble et al., 2008). Ta-
ble 1 bottom shows the results of our first experi-
ments with Joshua, using the Viterbi derivation and
no MBR decoding to sum over derivations. We
display scores for the Hiero baseline (Hiero) and
the (partially) alignment labeled system (Hiero-AL-
PPL) which uses alignment labels for Hiero rules
and PhrasePair to label all phrase pairs. Scores are
around 26.25 BLEU for both systems, with only
marginal differences. In summary our labeled sys-
tems are at best comparable to the Hiero baseline.

Table 1 top shows the results of our second ex-
periments with Moses and Lattice MBR5. Here
our (fully) alignment labeled system (Hiero-AL)
achieves a score of 26.72 BLEU, in comparison to
26.44 BLEU for the Hiero baseline (Hiero). A small
improvement of 0.28 BLEU point.

5.3 Advanced experiments
We now report Lowercase BLEU scores for more
detailed analysis experiments with and without Lat-
tice Minimum Bayes-Risk5 (MBR) decoding, where
we varied other training and decoding parameters in
the Moses environment. Particularly, in this set of
experiments we choose the best tuning parameter
settings over 30 Batch Mira iterations (as opposed
to the weights returned by default – used in the pre-
vious experiments). We also explore varieties in tun-
ing with a decoder that works with Viterbi/MBR,
and final testing with Viterbi/MBR.

In Table 2, the top rows show the results of our ex-
periments using MBR decoding. We display scores

8We discovered that the Moses chart decoder does not allow
fully abstract unary rules in the current implementation, which
makes direct usage of unary (switch) rules not possible. Switch
rules and other unaries can still be emulated though, by adapt-
ing the grammar, using multiple copies of rules with different
labels. This blows up the grammar a bit, but at least works in
practice.

Decoding
Type

System
Name

200K 1000K

Lattice
MBR

Hiero 27.19 28.39
Hiero-AL 26.61 28.32
Hiero-AL-PPL 26.89 28.41

Viterbi
Hiero 26.80 28.57
Hiero-AL 28.36

Table 2: Analysis Results. Lowercase BLEU results for
German-English trained on 200K and 1000K sentence
pairs using Moses (Hoang et al., 2007) in combination
with Batch Mira (Cherry and Foster, 2012) for tuning.
Top rows display results for our experiments with Lattice
Minimum Bayes-Risk Decoding5 (Tromble et al., 2008).
Below are results for experiments using Viterbi decoding
(i.e. no MBR) for tuning. Results on 200K were run with
10 tuning iterations, results on 1000K with 30 tuning it-
erations.

for the Hiero baseline (Hiero) and the fully/partially
alignment labeled systems Hiero-AL and Hiero-AL-
PPL. In the preceding set of experiments MBR de-
coding clearly showed improved performance over
Viterbi, particularly for our labelled system.

On the small training set of 200K we observe
that the Hiero baseline achieves 27.19 BLEU and
thus beats the labeled systems Hiero-AL with 26.61
BLEU and 26.89 BLEU by a good margin. On the
bigger dataset of 1000K and with more tuning iter-
ations (3), all systems perform better. When using
Lattice MBR Hiero achieving 28.39 BLEU, Hiero-
AL 28.32 BLEU and finally Hiero-AL-PPL achieves
28.41. These are insignificant differences in perfor-
mance between the labelled and unlabeled systems.

Table 1 bottom also shows the results of our
second set of experiments with Viterbi decoding.
Here, the baseline Hiero system for 200K training
set achieves a score of 26.80 BLEU on the small
training set. We also conducted another set of
experiments on the larger training set of 1000K, this
time with Viterbi decoding. The Hiero baseline with
Viterbi scores 28.57 BLEU while Hiero-AL scores
28.36 BLEU under the same conditions.

It is puzzling that Hiero Viterbi (for 1000k) per-
forms better than the same system with MBR decod-
ing systems. But after submission we were told by
Moses support that neither normal MBR nor Lattice
MBR are operational in Moses Chart. This means
that in fact the effect of MBR on our labels remains
still undecided, and more work is still needed in this
direction. The small decrease in performance for the
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labelled system relative to Hiero (in Viterbi) is possi-
bly the result of the labelled system being more brit-
tle and harder to tune than the Hiero system. This
hypothesis needs further exploration.

While a whole set of experimental questions re-
mains open, we think that based on this preliminary
but nevertheless considerable set of experiments, it
seems that our labels do not always improve perfor-
mance compared with the Hiero baseline. It is possi-
ble that these labels, under a more advanced imple-
mentation via soft constraints (as opposed to hard la-
beling), could provide the empirical evidence to our
theoretical choices. A further concern regarding the
labels is that our current choice (5 labels) is heuristic
and not optimized for the training data. It remains to
be seen in the future if proper learning of these labels
as latent variables optimized for the training data or
the use of soft constraints can shed more light on the
use of alignment labels in hierarchical SMT.

5.4 Analysis

While we did not have time to do a deep compara-
tive analysis of the properties of the grammars, a few
things can be said based on the results. First of all
we have seen that alignment labels do not always im-
prove over the Hiero baseline. In earlier experiments
we observed some improvement when the labelled
grammar was used in combination with Minimum
Bayes-Risk Decoding but not without it. In later ex-
periments with different tuning settings (Mira), the
improvements evaporated and in fact, the Viterbi Hi-
ero baseline turned out, surprisingly, the best of all
systems.

Our use of MBR is theoretically justified by the
importance of aggregating over the derivations of the
output translations when labeling Hiero variables:
statistically speaking, if the labels split the occur-
rences of the phrase pairs, they will lead to multiple
derivations per Hiero derivation with fractions of the
scores. This is in line with earlier work on the ef-
fect of spurious ambiguity, e.g. Variational Decod-
ing (Li et al., 2009). Yet, in the case of our model,
there is also a conceptual explanation for the need to
aggregate over different derivations of the same sen-
tence pair. The decomposition of a word alignment
into hierarchical decomposition trees has a interest-
ing property: the simpler (less reordering) a word
alignment, the more (binary) decomposition trees –

and in our model derivations – it will have. Hence,
aggregating over the derivations is a way to gather
evidence for the complexity of alignment patterns
that our model can fit in between a given source-
target sentence pair. However, in the current exper-
imental setting, where final tuning with Mira is cru-
cial, and where the use of MBR within Moses is still
not standard, we cannot reap full benefit of our the-
oretical analysis concerning the fit of MBR for our
models’ alignment labels.

6 Conclusion

We presented a novel method for labeling Hiero
variables with nonterminals derived from the hierar-
chical patterns found in recursive decompositions of
word alignments into tree representations. Our ex-
periments based on a first instantiation of this idea
with a fixed set of labels, not optimized to the train-
ing data, show promising performance. Our early
experiments suggested that these labels have merit,
whereas later experiments with more varied training
and decoder settings showed these results to be un-
stable.

Empirical results aside, our approach opens up a
whole new line of research to improve the state of
the art of hierarchical SMT by learning these la-
tent alignment labels directly from standard word
alignments without special use of syntactic or other
parsers. The fact that such labels are in principle
complementary with monolingual information is an
exciting perspective which we might explore in fu-
ture work.
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Abstract

In this paper, we empirically investigate the
impact of critical configuration parameters in
the popular cube pruning algorithm for decod-
ing in hierarchical statistical machine transla-
tion. Specifically, we study how the choice
of the k-best generation size affects trans-
lation quality and resource requirements in
hierarchical search. We furthermore exam-
ine the influence of two different granular-
ities of hypothesis recombination. Our ex-
periments are conducted on the large-scale
Chinese→English and Arabic→English NIST
translation tasks. Besides standard hierarchi-
cal grammars, we also explore search with re-
stricted recursion depth of hierarchical rules
based on shallow-1 grammars.

1 Introduction

Cube pruning (Chiang, 2007) is a widely used
search strategy in state-of-the-art hierarchical de-
coders. Some alternatives and extensions to the
classical algorithm as proposed by David Chiang
have been presented in the literature since, e.g. cube
growing (Huang and Chiang, 2007), lattice-based
hierarchical translation (Iglesias et al., 2009b; de
Gispert et al., 2010), and source cardinality syn-
chronous cube pruning (Vilar and Ney, 2012). Stan-
dard cube pruning remains the commonly adopted
decoding procedure in hierarchical machine transla-
tion research at the moment, though. The algorithm
has meanwhile been implemented in many publicly
available toolkits, as for example in Moses (Koehn
et al., 2007; Hoang et al., 2009), Joshua (Li et

al., 2009a), Jane (Vilar et al., 2010), cdec (Dyer et
al., 2010), Kriya (Sankaran et al., 2012), and Niu-
Trans (Xiao et al., 2012). While the plain hierar-
chical approach to machine translation (MT) is only
formally syntax-based, cube pruning can also be uti-
lized for decoding with syntactically or semantically
enhanced models, for instance those by Venugopal
et al. (2009), Shen et al. (2010), Xie et al. (2011),
Almaghout et al. (2012), Li et al. (2012), Williams
and Koehn (2012), or Baker et al. (2010).

Here, we look into the following key aspects of hi-
erarchical phrase-based translation with cube prun-
ing:

• Deep vs. shallow grammar.
• k-best generation size.
• Hypothesis recombination scheme.

We conduct a comparative study of all combinations
of these three factors in hierarchical decoding and
present detailed experimental analyses with respect
to translation quality and search efficiency. We fo-
cus on two tasks which are of particular interest to
the research community: the Chinese→English and
Arabic→English NIST OpenMT translation tasks.

The paper is structured as follows: We briefly out-
line some important related work in the following
section. We subsequently give a summary of the
grammars used in hierarchical phrase-based trans-
lation, including a presentation of the difference be-
tween a deep and a shallow-1 grammar (Section 3).
Essential aspects of hierarchical search with the
cube pruning algorithm are explained in Section 4.
We show how the k-best generation size is defined
(we apply the limit without counting recombined
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candidates), and we present the two different hy-
pothesis recombination schemes (recombination T
and recombination LM). Our empirical investiga-
tions and findings constitute the major part of this
work: In Section 5, we first accurately describe our
setup, then conduct a number of comparative exper-
iments with varied parameters on the two translation
tasks, and finally analyze and discuss the results. We
conclude the paper in Section 6.

2 Related Work

Hierarchical phrase-based translation (HPBT) was
first proposed by Chiang (2005). Chiang also in-
troduced the cube pruning algorithm for hierarchical
search (Chiang, 2007). It is basically an adaptation
of one of the k-best parsing algorithms by Huang
and Chiang (2005). Good descriptions of the cube
pruning implementation in the Joshua decoder have
been provided by Li and Khudanpur (2008) and Li
et al. (2009b). Xu and Koehn (2012) implemented
hierarchical search with the cube growing algorithm
in Moses and compared its performance to Moses’
cube pruning implementation. Heafield et al. re-
cently developed techniques to speed up hierarchical
search by means of an improved language model in-
tegration (Heafield et al., 2011; Heafield et al., 2012;
Heafield et al., 2013).

3 Probabilistic SCFGs for HPBT

In hierarchical phrase-based translation, a proba-
bilistic synchronous context-free grammar (SCFG)
is induced from a bilingual text. In addition to con-
tinuous lexical phrases, hierarchical phrases with
usually up to two gaps are extracted from the word-
aligned parallel training data.

Deep grammar. The non-terminal set of a stan-
dard hierarchical grammar comprises two symbols
which are shared by source and target: the initial
symbol S and one generic non-terminal symbol X .
Extracted rules of a standard hierarchical grammar
are of the form X → 〈α, β,∼ 〉 where 〈α, β〉 is a
bilingual phrase pair that may contain X , i.e. α ∈
({X } ∪ VF )+ and β ∈ ({X } ∪ VE)+, where VF

and VE are the source and target vocabulary, respec-
tively. The ∼ relation denotes a one-to-one corre-
spondence between the non-terminals in α and in β.
A non-lexicalized initial rule and a special glue rule

complete the grammar. We denote standard hierar-
chical grammars as deep grammars here.

Shallow-1 grammar. Iglesias et al. (2009a) pro-
pose a limitation of the recursion depth for hierar-
chical rules with shallow grammars. In a shallow-1
grammar, the generic non-terminal X of the stan-
dard hierarchical approach is replaced by two dis-
tinct non-terminals XH and XP . By changing the
left-hand sides of the rules, lexical phrases are al-
lowed to be derived from XP only, hierarchical
phrases from XH only. On all right-hand sides of
hierarchical rules, the X is replaced by XP . Gaps
within hierarchical phrases can thus be filled with
continuous lexical phrases only, not with hierarchi-
cal phrases. The initial and glue rules are adjusted
accordingly.

4 Hierarchical Search with Cube Pruning

Hierarchical search is typically carried out with a
parsing-based procedure. The parsing algorithm is
extended to handle translation candidates and to in-
corporate language model scores via cube pruning.

The cube pruning algorithm. Cube pruning op-
erates on a hypergraph which represents the whole
parsing space. This hypergraph is built employ-
ing a customized version of the CYK+ parsing al-
gorithm (Chappelier and Rajman, 1998). Given
the hypergraph, cube pruning expands at most k
derivations at each hypernode.1 The pseudocode
of the k-best generation step of the cube pruning
algorithm is shown in Figure 1. This function is
called in bottom-up topological order for all hy-
pernodes. A heap of active derivations A is main-
tained. A initially contains the first-best derivations
for each incoming hyperedge (line 1). Active deriva-
tions are processed in a loop (line 3) until a limit k
is reached or A is empty. If a candidate deriva-
tion d is recombinable, the RECOMBINE auxiliary
function recombines it and returns true; otherwise
(for non-recombinable candidates) RECOMBINE re-
turns false. Non-recombinable candidates are ap-
pended to the list D of k-best derivations (line 6).
This list will be sorted before the function terminates

1The hypergraph on which cube pruning operates can be
constructed based on other techniques, such as tree automata,
but CYK+ parsing is the dominant approach.
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(line 8). The PUSHSUCC auxiliary function (line 7)
updates A with the next best derivations following d
along the hyperedge. PUSHSUCC determines the
cube order by processing adjacent derivations in a
specific sequence (of predecessor hypernodes along
the hyperedge and phrase translation options).2

k-best generation size. Candidate derivations are
generated by cube pruning best-first along the in-
coming hyperedges. A problem results from the lan-
guage model integration, though: As soon as lan-
guage model context is considered, monotonicity
properties of the derivation cost can no longer be
guaranteed. Thus, even for single-best translation,
k-best derivations are collected to a buffer in a beam
search manner and finally sorted according to their
cost. The k-best generation size is consequently a
crucial parameter to the cube pruning algorithm.

Hypothesis recombination. Partial hypotheses
with states that are indistinguishable from each other
are recombined during search. We define two no-
tions of when to consider two derivations as indis-
tinguishable, and thus when to recombine them:

Recombination T. The T recombination scheme
recombines derivations that produce identical
translations.

Recombination LM. The LM recombination
scheme recombines derivations with identical
language model context.

Recombination is conducted within the loop of
the k-best generation step of cube pruning. Re-
combined derivations do not increment the gener-
ation count; the k-best generation limit is thus ef-
fectively applied after recombination.3 In general,
more phrase translation candidates per hypernode
are being considered (and need to be rated with the
language model) in the recombination LM scheme
compared to the recombination T scheme. The more
partial hypotheses can be recombined, the more it-
erations of the inner code block of the k-best gen-
eration loop are possible. The same internal k-best

2See Vilar (2011) for the pseudocode of the PUSHSUCC

function and other details which are omitted here.
3Whether recombined derivations contribute to the genera-

tion count or not is a configuration decision (or implementa-
tion decision). Please note that some publicly available toolkits
count recombined derivations by default.

Input: a hypernode and the size k of the k-best list
Output: D, a list with the k-best derivations

1 let A← heap({(e,1|e|) | e ∈ incoming edges)})
2 let D ← [ ]
3 while |A| > 0 ∧ |D| < k do
4 d← pop(A)
5 if not RECOMBINE(D, d) then
6 D ← D ++ [d]

7 PUSHSUCC(d,A)

8 sort D

Figure 1: k-best generation with the cube pruning al-
gorithm.

generation size results in a larger search space for re-
combination LM. We will examine how the overall
number of loop iterations relates to the k-best gener-
ation limit. By measuring the number of derivations
as well as the number of recombination operations
on our test sets, we will be able to give an insight
into how large the fraction of recombinable candi-
dates is for different configurations.

5 Experiments

We conduct experiments which evaluate perfor-
mance in terms of both translation quality and
computational efficiency, i.e. translation speed and
memory consumption, for combinations of deep
or shallow-1 grammars with the two hypothesis
recombination schemes and an exhaustive range
of k-best generation size settings. Empirical re-
sults are presented on the Chinese→English and
Arabic→English 2008 NIST tasks (NIST, 2008).

5.1 Experimental Setup

We work with parallel training corpora of 3.0 M
Chinese–English sentence pairs (77.5 M Chinese /
81.0 M English running words after preprocessing)
and 2.5 M Arabic–English sentence pairs (54.3 M
Arabic / 55.3 M English running words after prepro-
cessing), respectively. Word alignments are created
by aligning the data in both directions with GIZA++
and symmetrizing the two trained alignments (Och
and Ney, 2003). When extracting phrases, we apply
several restrictions, in particular a maximum length
of ten on source and target side for lexical phrases,
a length limit of five on source and ten on target
side for hierarchical phrases (including non-terminal
symbols), and no more than two gaps per phrase.

31



Table 1: Data statistics for the test sets. Numbers have
been replaced by a special category symbol.

Chinese MT08 Arabic MT08
Sentences 1 357 1 360
Running words 34 463 45 095
Vocabulary 6 209 9 387

The decoder loads only the best translation options
per distinct source side with respect to the weighted
phrase-level model scores (100 for Chinese, 50 for
Arabic). The language models are 4-grams with
modified Kneser-Ney smoothing (Kneser and Ney,
1995; Chen and Goodman, 1998) which have been
trained with the SRILM toolkit (Stolcke, 2002).

During decoding, a maximum length constraint
of ten is applied to all non-terminals except the ini-
tial symbol S . Model weights are optimized with
MERT (Och, 2003) on 100-best lists. The op-
timized weights are obtained (separately for deep
and for shallow-1 grammars) with a k-best gen-
eration size of 1 000 for Chinese→English and of
500 for Arabic→English and kept for all setups.
We employ MT06 as development sets. Trans-
lation quality is measured in truecase with BLEU

(Papineni et al., 2002) on the MT08 test sets.
Data statistics for the preprocessed source sides of
both the Chinese→English MT08 test set and the
Arabic→English MT08 test set are given in Table 1.

Our translation experiments are conducted with
the open source translation toolkit Jane (Vilar et
al., 2010; Vilar et al., 2012). The core imple-
mentation of the toolkit is written in C++. We
compiled with GCC version 4.4.3 using its -O2
optimization flag. We employ the SRILM li-
braries to perform language model scoring in the
decoder. In binarized version, the language mod-
els have a size of 3.6G (Chinese→English) and 6.2G
(Arabic→English). Language models and phrase ta-
bles have been copied to the local hard disks of the
machines. In all experiments, the language model
is completely loaded beforehand. Loading time of
the language model and any other initialization steps
are not included in the measured translation time.
Phrase tables are in the Jane toolkit’s binarized for-
mat. The decoder initializes the prefix tree struc-
ture, required nodes get loaded from secondary stor-
age into main memory on demand, and the loaded
content is being cleared each time a new input sen-

tence is to be parsed. There is nearly no overhead
due to unused data in main memory. We do not
rely on memory mapping. Memory statistics are
with respect to virtual memory. The hardware was
equipped with RAM well beyond the requirements
of the tasks, and sufficient memory has been re-
served for the processes.

5.2 Experimental Results

Figures 2 and 3 depict how the Chinese→English
and Arabic→English setups behave in terms of
translation quality. The k-best generation size in
cube pruning is varied between 10 and 10 000.
The four graphs in each plot illustrate the results
with combinations of deep grammar and recombi-
nation scheme T, deep grammar and recombination
scheme LM, shallow grammar and recombination
scheme T, as well as shallow grammar and recom-
bination scheme LM. Figures 4 and 5 show the cor-
responding translation speed in words per second for
these settings. The maximum memory requirements
in gigabytes are given in Figures 6 and 7. In order
to visualize the trade-offs between translation qual-
ity and resource consumption somewhat better, we
plotted translation quality against time requirements
in Figures 8 and 9 and translation quality against
memory requirements in Figures 10 and 11. Transla-
tion quality and model score (averaged over all sen-
tences; higher is better) are nicely correlated for all
configurations, as can be concluded from Figures 12
through 15.

5.3 Discussion

Chinese→English. For Chinese→English trans-
lation, the system with deep grammar performs gen-
erally a bit better with respect to quality than the
shallow one, which accords with the findings of
other groups (de Gispert et al., 2010; Sankaran et
al., 2012). The LM recombination scheme yields
slightly better quality than the T scheme, and with
the shallow-1 grammar it outperforms the T scheme
at any given fixed amount of time or memory allo-
cation (Figures 8 and 10).

Shallow-1 translation is up to roughly 2.5 times
faster than translation with the deep grammar. How-
ever, the shallow-1 setups are considerably slowed
down at higher k-best sizes as well, while the ef-
fort pays off only very moderately. Overall, the
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Figure 2: Chinese→English translation quality (truecase).
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Figure 3: Arabic→English translation quality (truecase).
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Figure 4: Chinese→English translation speed.
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Figure 5: Arabic→English translation speed.
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Figure 6: Chinese→English memory requirements.
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Figure 7: Arabic→English memory requirements.

33



 23

 23.5

 24

 24.5

 25

 25.5

 0.125 0.25  0.5  1  2  4  8  16  32

B
LE

U
 [%

]

seconds per word

NIST Chinese-to-English (MT08)

deep, recombination T
deep, recombination LM
shallow-1, recombination T
shallow-1, recombination LM

Figure 8: Trade-off between translation quality and speed
for Chinese→English.
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Figure 9: Trade-off between translation quality and speed
for Arabic→English.
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Figure 10: Trade-off between translation quality and mem-
ory requirements for Chinese→English.
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Figure 11: Trade-off between translation quality and mem-
ory requirements for Arabic→English.

shallow-1 grammar at a k-best size between 100 and
1 000 seems to offer a good compromise of quality
and efficiency. Deep translation with k = 2 000 and
the LM recombination scheme promises high qual-
ity translation, but note the rapid memory consump-
tion increase beyond k = 1000 with the deep gram-
mar. At k ≤ 1 000, memory consumption is not an
issue in both deep and shallow systems, but transla-
tion speed starts to drop at k > 100 already.

Arabic→English. Shallow-1 translation produces
competitive quality for Arabic→English translation
(de Gispert et al., 2010; Huck et al., 2011). The
LM recombination scheme boosts the BLEU scores
slightly. The systems with deep grammar are slowed

down strongly with every increase of the k-best size.
Their memory consumption likewise inflates early.
We actually stopped running experiments with deep
grammars for Arabic→English at k = 7 000 for the
T recombination scheme, and at k = 700 for the LM
recombination scheme because 124G of memory did
not suffice any more for higher k-best sizes. The
memory consumption of the shallow systems stays
nearly constant across a large range of the surveyed
k-best sizes, but Figure 11 reveals a plateau where
more resources do not improve translation quality.
Increasing k from 100 to 2 000 in the shallow setup
with LM recombination provides half a BLEU point,
but reduces speed by a factor of more than 10.
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Figure 12: Relation of translation quality and average
model score for Chinese→English (deep grammar).
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Figure 13: Relation of translation quality and average
model score for Arabic→English (deep grammar).
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Figure 14: Relation of translation quality and average
model score for Chinese→English (shallow-1 grammar).
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Figure 15: Relation of translation quality and average
model score for Arabic→English (shallow-1 grammar).

Actual amount of derivations. We measured the
amount of hypernodes (Table 2), the amount of actu-
ally generated derivations after recombination, and
the amount of generated candidate derivations in-
cluding recombined ones—or, equivalently, loop it-
erations in the algorithm from Figure 1—for se-
lected limits k (Tables 3 and 4). The ratio of the
average amount of derivations per hypernode after
and before recombination remains consistently at
low values for all recombination T setups. For the
setups with LM recombination scheme, this recom-
bination factor rises with larger k, i.e. the fraction
of recombinable candidates increases. The increase
is remarkably pronounced for Arabic→English with

deep grammar. The steep slope of the recombina-
tion factor may be interpreted as an indicator for un-
desired overgeneration of the deep grammar on the
Arabic→English task.

6 Conclusion

We systematically studied three key aspects of hier-
archical phrase-based translation with cube pruning:
Deep vs. shallow-1 grammars, the k-best generation
size, and the hypothesis recombination scheme. In
a series of empirical experiments, we revealed the
trade-offs between translation quality and resource
requirements to a more fine-grained degree than this
is typically done in the literature.
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Table 2: Average amount of hypernodes per sentence and average length of the preprocessed input sentences on the
NIST Chinese→English (MT08) and Arabic→English (MT08) tasks.

Chinese→English Arabic→English
deep shallow-1 deep shallow-1

avg. #hypernodes per sentence 480.5 200.7 896.4 308.4
avg. source sentence length 25.4 33.2

Table 3: Detailed statistics about the actual amount of derivations on the NIST Chinese→English task (MT08).

deep
recombination T recombination LM

avg. #derivations avg. #derivations avg. #derivations avg. #derivations
per hypernode per hypernode per hypernode per hypernode

k (after recombination) (incl. recombined) factor (after recombination) (incl. recombined) factor
10 10.0 11.7 1.17 10.0 18.2 1.82

100 99.9 120.1 1.20 99.9 275.8 2.76
1000 950.1 1142.3 1.20 950.1 4246.9 4.47

10000 9429.8 11262.8 1.19 9418.1 72008.4 7.65

shallow-1
recombination T recombination LM

avg. #derivations avg. #derivations avg. #derivations avg. #derivations
per hypernode per hypernode per hypernode per hypernode

k (after recombination) (incl. recombined) factor (after recombination) (incl. recombined) factor
10 9.7 11.3 1.17 9.6 13.6 1.41

100 90.8 105.2 1.16 90.4 168.6 1.86
1000 707.3 811.3 1.15 697.4 2143.4 3.07

10000 6478.1 7170.4 1.11 6202.8 34165.6 5.51

Table 4: Detailed statistics about the actual amount of derivations on the NIST Arabic→English task (MT08).

deep
recombination T recombination LM

avg. #derivations avg. #derivations avg. #derivations avg. #derivations
per hypernode per hypernode per hypernode per hypernode

k (after recombination) (incl. recombined) factor (after recombination) (incl. recombined) factor
10 10.0 18.3 1.83 10.0 71.5 7.15

100 98.0 177.4 1.81 98.0 1726.0 17.62
500 482.1 849.0 1.76 482.1 14622.1 30.33

1000 961.8 1675.0 1.74 – – –

shallow-1
recombination T recombination LM

avg. #derivations avg. #derivations avg. #derivations avg. #derivations
per hypernode per hypernode per hypernode per hypernode

k (after recombination) (incl. recombined) factor (after recombination) (incl. recombined) factor
10 9.6 12.1 1.26 9.6 16.6 1.73

100 80.9 105.2 1.30 80.2 193.8 2.42
1000 690.1 902.1 1.31 672.1 2413.0 3.59

10000 5638.6 7149.5 1.27 5275.1 31283.6 5.93
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Abstract

We describe a novel approach to combin-
ing lexicalized, POS-based and syntactic tree-
based word reordering in a phrase-based ma-
chine translation system. Our results show
that each of the presented reordering meth-
ods leads to improved translation quality on its
own. The strengths however can be combined
to achieve further improvements. We present
experiments on German-English and German-
French translation. We report improvements
of 0.7 BLEU points by adding tree-based and
lexicalized reordering. Up to 1.1 BLEU points
can be gained by POS and tree-based reorder-
ing over a baseline with lexicalized reorder-
ing. A human analysis, comparing subjec-
tive translation quality as well as a detailed er-
ror analysis show the impact of our presented
tree-based rules in terms of improved sentence
quality and reduction of errors related to miss-
ing verbs and verb positions.

1 Introduction
One of the main difficulties in statistical machine
translation (SMT) is presented by the different word
orders between languages. Most state-of-the-art
phrase-based SMT systems handle it within phrase
pairs or during decoding by allowing words to be
swapped while translation hypotheses are generated.
An additional reordering model might be included in
the log-linear model of translation. However, these
methods can cover reorderings only over a very lim-
ited distance. Recently, reordering as preprocessing
has drawn much attention. The idea is to detach the
reordering problem from the decoding process and

to apply a reordering model prior to translation in
order to facilitate a monotone translation.

Encouraged by the improvements that can be
achieved with part-of-speech (POS) reordering rules
(Niehues and Kolss, 2009; Rottmann and Vogel,
2007), we apply such rules on a different linguis-
tic level. We abstract from the words in the sentence
and learn reordering rules based on syntactic con-
stituents in the source language sentence. Syntac-
tic parse trees represent the sentence structure and
show the relations between constituents in the sen-
tence. Relying on syntactic constituents instead of
POS tags should help to model the reordering task
more reliably, since sentence constituents are moved
as whole blocks of words, thus keeping the sentence
structure intact.

In addition, we combine the POS-based and syn-
tactic tree-based reordering models and also add a
lexicalized reordering model, which is used in many
state-of-the-art phrase-based SMT systems nowa-
days.

2 Related Work

The problem of word reordering has been addressed
by several approaches over the last years.

In a phrase-based SMT system reordering can
be achieved during decoding by allowing swaps of
words within a defined window. Lexicalized re-
ordering models (Koehn et al., 2005; Tillmann,
2004) include information about the orientation of
adjacent phrases that is learned during phrase extrac-
tion. This reordering method, which affects the scor-
ing of translation hypotheses but does not generate
new reorderings, is used e.g. in the open source ma-
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chine translation system Moses (Koehn et al., 2007).
Syntax-based (Yamada and Knight, 2001) or

syntax-augmented (Zollmann and Venugopal, 2006)
MT systems address the reordering problem by em-
bedding syntactic analysis in the decoding process.
Hierarchical MT systems (Chiang, 2005) construct
a syntactic hierarchy during decoding, which is in-
dependent of linguistic categories.

To our best knowledge Xia and McCord (2004)
were the first to model the word reordering problem
as a preprocessing step. They automatically learn
reordering rules for English-French translation from
source and target language dependency trees. After-
wards, many followed these footsteps. Earlier ap-
proaches craft reordering rules manually based on
syntactic or dependency parse trees or POS tags de-
signed for particular languages (Collins et al., 2005;
Popović and Ney, 2006; Habash, 2007; Wang et al.,
2007). Later there were more and more approaches
using data-driven methods. Costa-jussà and Fonol-
losa (2006) frame the word reordering problem as
a translation task and use word class information
to translate the original source sentence into a re-
ordered source sentence that can be translated more
easily. A very popular approach is to automatically
learn reordering rules based on POS tags or syn-
tactic chunks (Popović and Ney, 2006; Rottmann
and Vogel, 2007; Zhang et al., 2007; Crego and
Habash, 2008). Khalilov et al. (2009) present re-
ordering rules learned from source and target side
syntax trees. More recently, Genzel (2010) proposed
to automatically learn reordering rules from IBM1
alignments and source side dependency trees. In
DeNero and Uszkoreit (2011) no parser is needed,
but the sentence structure used for learning the re-
ordering model is induced automatically from a par-
allel corpus. Among these approaches most are able
to cover short-range reorderings and some store re-
ordering variants in a word lattice leaving the selec-
tion of the path to the decoder. Long-range reorder-
ings are addressed by manual rules (Collins et al.,
2005) or using automatically learned rules (Niehues
and Kolss, 2009).

Motivated by the POS-based reordering models
in Niehues and Kolss (2009) and Rottmann and Vo-
gel (2007), we present a reordering model based on
the syntactic structure of the source sentence. We
intend to cover both short-range and long-range re-

ordering more reliably by abstracting to constituents
extracted from syntactic parse trees instead of work-
ing only with morphosyntactic information on the
word level. Furthermore, we combine POS-based
and tree-based models and additionally include a
lexicalized reordering model. Altogether we apply
word reordering on three different levels: lexical-
ized reordering model on the word level, POS-based
reordering on the morphosyntactic level and syntax
tree-based reordering on the constituent level. In
contrast to previous work we use original syntactic
parse trees instead of binarized parse trees or depen-
dency trees. Furthermore, our goal is to address es-
pecially long-range reorderings involving verb con-
structions.

3 Motivation

When translating from German to English different
word order is the most prominent problem. Espe-
cially the verb needs to be shifted over long dis-
tances in the sentence, since the position of the verb
differs in German and English sentences. The finite
verbs in the English language are generally located
at the second position in the sentence. In German
this is only the case in a main clause. In German
subordinate clauses the verb is at the final position
as shown in Example 1.

Example 1:
Source: ..., nachdem ich eine Weile im Inter-

net gesucht habe.
Gloss: ... after I a while in-the internet

searched have.
POS Reord.: ..., nachdem ich habe eine Weile im

Internet gesucht.
POS Transl.: ... as I have for some time on the

Internet.

The example shows first the source sentence and
an English gloss. POS Reord presents the reordered
source sentence as produced by POS rules. This
should be the source sentence according to target
language word order. POS Transl shows the trans-
lation of the reordered sequence. We can see that
some cases remain unresolved. The POS rules suc-
ceed in putting the auxiliary habe/have to the right
position in the sentence. But the participle, carry-
ing the main meaning of the sentence, is not shifted
together with the auxiliary. During translation it is
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dropped from the sentence, rendering it unintelligi-
ble.

A reason why the POS rules do not shift both
parts of the verb might be that the rules operate on
the word level only and treat every POS tag inde-
pendently of the others. A reordering model based
on syntactic constituents can help with this. Addi-
tional information about the syntactic structure of
the sentence allows to identify which words belong
together and should not be separated, but shifted as
a whole block. Abstracting from the word level to
the constituent level also provides the advantage that
even though reorderings are performed over long
sentence spans, the rules consist of less reordering
units (constituents which themselves consist of con-
stituents or words) and can be learned more reliably.

4 Tree-based Reordering
In order to encourage linguistically meaningful re-
orderings we learn rules based on syntactic tree con-
stituents. While the POS-based rules are flat and
perform the reordering on a sequence of words, the
tree-based rules operate on subtrees in the parse tree
as shown in Figure 1.

VP

VVPPNPPTNEG

→
VP

NPVVPPPTNEG

Figure 1: Example reordering rule based on subtrees

A syntactic parse tree contains both the word-
level categories, i.e. parts-of-speech and higher or-
der categories, i.e. constituents. In this way it pro-
vides information about the building blocks of a sen-
tence that belong together and should not be taken
apart by reordering. Consequently, the tree-based
reordering operates both on the word level and on
the constituent level to make use of all available in-
formation in the parse tree. It is able to handle long-
range reorderings as well as short-range reorder-
ings, depending on how many words the reordered
constituents cover. The tree-based reordering rules
should also be more stable and introduce less ran-
dom word shuffling than the POS-based rules.

The reordering model consists of two stages. First
the rule extraction, where the rules are learned by
searching the training corpus for crossing align-
ments which indicate a reordering between source

and target language. The second is the application
of the learned reordering rules to the input text prior
to translation.

4.1 Rule Extraction

As shown in Figure 4 we learn rules like this:
VP PTNEG NP VVPP→ VP PTNEG VVPP NP

where the first item in the rule is the head node of
the subtree and the rest represent the children. In
the second part of the rule the children are indexed
so that children of the same category cannot be con-
fused. Figure 2 shows an example for rule extrac-
tion: a sentence in its syntactic parse tree representa-
tion, the sentence in the target language and an auto-
matically generated alignment. A reordering occurs
between the constituents VVPP and NP.

S
1-n

CS

...

VP
2-5

VVPP
3-3

gewählt

NP
4-5

NN
5-5

Szenarien

ADJA
4-4

künstliche

PTNEG
2-2

nicht

VAFIN
2-2

haben

PPER
1-1

Wir

1

We

2

didn’t

3

choose

4

artificial

5

scenarios

Figure 2: Example training sentence used to extract re-
ordering rules

In a first step the reordering rule has to be found.
We extract the rules from a word aligned corpus
where a syntactic parse tree is provided for each
source side sentence. We traverse the tree top down
and scan each subtree for reorderings, i.e. cross-
ings of alignment links between source and target
sentence. If there is a reordering, we extract a
rule that rearranges the source side constituents ac-
cording to the order of the corresponding words on
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the target side. Each constituent in a subtree com-
prises one or more words. We determine the lowest
(min) and highest (max) alignment point for each
constituent ck and thus determine the range of the
constituent on the target side. This can be formal-
ized as min(ck) = min{j|fi ∈ ck; ai = j} and
max(ck) = max{j|fi ∈ ck; ai = j}. To illustrate
the process, we have annotated the parse tree in Fig-
ure 2 with the alignment points (min-max) for each
constituent.

After defining the range, we check for the follow-
ing conditions in order to determine whether to ex-
tract a reordering rule.

1. all constituents have a non-empty range
2. source and target word order differ

First, for each subtree at least one word in each con-
stituent needs to be aligned. Otherwise it is not pos-
sible to determine a conclusive order. Second, we
check whether there is actually a reordering, i.e. the
target language words are not in the same order as
the constituents in the source language: min(ck) >
min(ck+1) and max(ck) > max(ck+1).

Once we find a reordering rule to extract, we cal-
culate the probability of this rule as the relative fre-
quency with which such a reordering occurred in all
subtrees of the training corpus divided by the num-
ber of total occurrences of this subtree in the corpus.
We only store rules for reorderings that occur more
than 5 times in the corpus.

4.1.1 Partial Rules

The syntactic parse trees of German sentences are
quite flat, i.e. a subtree usually has many children.
When a rule is extracted, it always consists of the
head of the subtree and all its children. The ap-
plication requires that the applicable rule matches
the complete subtree: the head and all its children.
However, most of the time only some of the chil-
dren are actually involved in a reordering. There
are also many different subtree variants that are quite
similar. In verb phrases or noun phrases, for exam-
ple, modifiers such as prepositional phrases or ad-
verbial phrases can be added nearly arbitrarily. In
order to generalize the tree-based reordering rules,
we extend the rule extraction. We do not only extract
the rules from the complete child sequence, but also
from any continuous child sequence in a constituent.

This way, we extract generalized rules which can
be applied more often. Formally, for each subtree
h → cn

1 = c1c2...cn that matches the constraints
presented in Section 4.1, we modify the basic rule
extraction to: ∀i, j1 ≤ i < j ≤ n : h → cj

i . It
could be argued that the partial rules might be not
as reliable as the specific rules. In Section 6 we will
show that such generalizations are meaningful and
can have a positive effect on the translation quality.

4.2 Rule Application

During the training of the system all reordering rules
are extracted from the parallel corpus. Prior to trans-
lation the rules are applied to the original source text.
Each rule is applied independently producing a re-
ordering variant of that sentence. The original sen-
tence and all reordering variants are stored in a word
lattice which is later used as input to the decoder.
The rules may be applied recursively to already re-
ordered paths. If more than one rule can be applied,
all paths are added to the lattice unless the rules gen-
erate the same output. In this case only the rule with
the highest probability is applied.

The edges in a word lattice for one sentence are
assigned transition probabilities as follows. In the
monotone path with original word order all transi-
tion probabilities are initially set to 1. In a reordered
path the first branching transition is assigned the
probability of the rule that generated the path. All
other transition probabilities in this path are set to 1.
Whenever a reordered path branches from the mono-
tone path, the probability of the branching edge is
substracted from the probability of the monotone
edge. However, a minimum probability of 0.05 is
reserved for the monotone edge. The score of the
complete path is computed as the product of the tran-
sition probabilities. During decoding the best path
is searched for by including the score for the cur-
rent path weighted by the weight for the reordering
model in the log-linear model. In order to enable
efficient decoding we limit the lattice size by only
applying rules with a probability higher than a pre-
defined threshold.

4.2.1 Recursive Rule Application

As mentioned above, the tree-based rules may be
applied recursively. That means, after one rule is
applied to the source sentence, a reordered path may
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PP
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habe

VP

VVPP

bekommen

viele Anfragen

NP

ADV

schon

PPER

ich

KOUS

dass

Ich kann Ihnen nur sagen,

...

I may just tell you that I got already lots of requests from other federal states

Figure 3: Example parse tree with separated verb particles

be reordered again. The reason is the structure of
the syntactic parse trees. Verbs and their particles
are typically not located within the same subtree.
Hence, they cannot be covered by one reordering
rule. A separate rule is extracted for each subtree.
Figure 3 demonstrates this in an example. The two
parts that belong to the verb in this German sentence,
namely bekommen and habe, are not located within
the same constituent. The finite verb habe forms a
constituent of its own and the participle bekommen
forms part of the VP constituent. In English the fi-
nite verb and the participle need to be placed next to
each other. In order to rearrange the source language
words according to the target language word order,
the following two reordering movements need to be
performed: the finite verb habe needs to be placed
before the VP constituent and the participle bekom-
men needs to be moved within the VP constituent to
the first position. Only if both movements are per-
formed, the right word order can be generated.

However, the reordering model only considers
one subtree at a time when extracting reordering
rules. In this case two rules are learned, but if they
are applied to the source sentence separately, they
will end up in separate paths in the word lattice. The
decoder then has to choose which path to translate:
the one where the finite verb is placed before the VP
constituent or the path where the participle is at the
first position in the VP constituent.

To counter this drawback the rules may be applied

recursively to the new paths created by our reorder-
ing rules. We use the same rules, but newly created
paths are fed back into the queue of sentences to be
reordered. However, we only apply the rules to parts
of the reordered sentence that are still in the original
word order and restrict the recursion depth.

5 Combining reordering methods
In order to get a deeper insight into their individ-
ual strengths we compare the reordering methods on
different linguistic levels and also combine them to
investigate whether gains can be increased. We ad-
dress the word level using the lexicalized reordering,
the morphosyntactic level by POS-based reordering
and the constituent level by tree-based reordering.

5.1 POS-based and tree-based rules

The training of the POS-based reordering is per-
formed as described in (Rottmann and Vogel,
2007) for short-range reordering rules, such as
VVIMP VMFIN PPER → PPER VMFIN VVIMP.
Long-range reordering rules trained according
to (Niehues and Kolss, 2009) include gaps match-
ing longer spans of arbitrary POS sequences
(VAFIN * VVPP → VAFIN VVPP *). The POS-
based reordering used in our experiments always in-
cludes both short and long-range rules.

The tree-based rules are trained separately as de-
scribed above. First the POS-based rules are applied
to the monotone path of the source sentence and then
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the tree-based rules are applied independently, pro-
ducing separate paths.

5.2 Rule-based and lexicalized reordering

As described in Section 4.2 we create word lattices
that encode the reordering variants. The lexical-
ized reordering model stores for each phrase pair
the probabilities for possible reordering orientations
at the incoming and outgoing phrase boundaries:
monotone, swap and discontinuous. In order to ap-
ply the lexicalized reordering model on lattices the
original position of each word is stored in the lat-
tice. While the translation hypothesis is generated,
the reordering orientation with respect to the origi-
nal position of the words is checked at each phrase
boundary. The probability for the respective orien-
tation is included as an additional score.

6 Results
The tree-based models are applied for German-
English and German-French translation. Results are
measured in case-sensitive BLEU (Papineni et al.,
2002).

6.1 General System Description

First we describe the general system architecture
which underlies all the systems used later on. We
use a phrase-based decoder (Vogel, 2003) that takes
word lattices as input. Optimization is performed
using MERT with respect to BLEU. All POS-based
or tree-based systems apply monotone translation
only. Baseline systems without reordering rules use
a distance-based reordering model. In addition, a
lexicalized reordering model as described in (Koehn
et al., 2005) is applied where indicated. POS tags
and parse trees are generated using the Tree Tag-
ger (Schmid, 1994) and the Stanford Parser (Raf-
ferty and Manning, 2008).

6.1.1 Data

The German-English system is trained on the pro-
vided data of the WMT 2012. news-test2010 and
news-test2011 are used for development and test-
ing. The type of data used for training, development
and testing the German-French system is similar to
WMT data, except that 2 references are available.
The training corpus for the reordering models con-
sist of the word-aligned Europarl and News Com-
mentary corpora where POS tags and parse trees are

generated for the source side.

6.2 German-English

We built systems using POS-based and tree-based
reordering and show the impact of the individual
models as well as their combination on the transla-
tion quality. The results are presented in Table 1.

For each system, two different setups were evalu-
ated. First, with a distance-based reordering model
only (noLexRM) and with an additional lexicalized
reordering model (LexRM). The baseline system
which uses no reordering rules at all allows a re-
ordering window of 5 in the decoder for both setups.
For all systems where reordering rules are applied,
monotone translation is performed. Since the rules
take over the main reordering job, only monotone
translation is necessary from the reordered word lat-
tice input. In this experiment, we compare the tree-
based rules with and without recursion, and the par-
tial rules.

Rule Type
System noLexRM LexRM

Dev Test Dev Test
Baseline (no Rules) 22.82 21.06 23.54 21.61
POS 24.33 21.98 24.42 22.15
Tree 24.01 21.92 24.24 22.01
Tree rec. 24.37 21.97 24.53 22.19
Tree rec.+ par. 24.31 22.21 24.65 22.27
POS + Tree 24.57 22.21 24.91 22.47
POS + Tree rec. 24.61 22.39 24.81 22.45
POS + Tree rec.+ par. 24.80 22.45 24.78 22.70

Table 1: German-English

Compared to the baseline system using distance-
based reordering only, 1.4 BLEU points can be
gained by applying combined POS and tree-based
reordering. The tree rules including partial rules and
recursive application alone achieve already a bet-
ter performance than the POS rules, but using them
all in combination leads to an improvement of 0.4
BLEU points over the POS-based reordering alone.
When lexicalized reordering is added, the relative
improvements are similar: 1.1 BLEU points com-
pared to the Baseline and 0.55 BLEU points over the
POS-based reordering. We can therefore argue that
the individual rule types as well as the lexicalized re-
ordering model seem to address complementary re-
ordering issues and can be combined successfully to

44



obtain an even better translation quality.
We applied only tree rules with a probability of

0.1 and higher. Partial rules require a threshold of
0.4 to be applied, since they are less reliable. In or-
der to prevent the lattices from growing too large,
the recursive rule application is restricted to a max-
imum recursion depth of 3. These values were set
according to the results of preliminary experiments
investigating the impact of the rule probabilities on
the translation quality. Normal rules and partial rules
are not mixed during recursive application.

With the best system we performed a final exper-
iment on the official testset of the WMT 2012 and
achieved a score of 23.73 which is 0.4 BLEU points
better than the best constrained submission.

6.3 Translation Examples

Example 2 shows how the translation of the sen-
tence presented above is improved by adding the
tree-based rules. We can see that using tree con-
stituents in the reordering model indeed addresses
the problem of verb particles and especially missing
verb parts in German.

Example 2:
Src: ..., nachdem ich eine Weile im Internet

gesucht habe.
Gloss: ..., after I a while in-the Internet search-

ed have.
POS: ... as I have for some time on the Inter-

net.
+Tree: ... after I have looked for a while on the

Internet.

Example 3 shows another aspect of how the tree-
based rules work. With the help of the tree-based re-
ordering rules, it is possible to relocate the separated
prefix of German verbs and find the correct transla-
tion. The verb vorschlagen consist of the main verb
(MV) schlagen (here conjugated as schlägt) and the
prefix (PX) vor. Depending on the verb form and
sentence type, the prefix must be separated from the
main verb and is located in a different part of the
sentence. The two parts of the verb can also have
individual meanings. Although the translation of
the verb stem were correct if it were the full verb,
not recognizing the separated prefix and ignoring it
in translation, corrupts the meaning of the sentence.
With the help of the tree-based rules, the dependency

between the main verb and its prefix is resolved and
the correct translation can be chosen.

6.4 German-French

The same experiments were tested on German-
French translation. For this language pair, similar
improvements could be achieved by combining POS
and tree-based reordering rules and applying a lexi-
calized reordering model in addition. Table 2 shows
the results. Up to 0.7 BLEU points could be gained
by adding tree rules and another 0.1 by lexicalized
reordering.

Rule Type
System noLexRM LexRM

Dev Test Dev Test
POS 41.29 38.07 42.04 38.55
POS + Tree 41.94 38.47 42.44 38.57
POS + Tree rec. 42.35 38.66 42.80 38.71
POS + Tree rec.+ par. 42.48 38.79 42.87 38.88

Table 2: German-French

6.5 Binarized Syntactic Trees

Even though related work using syntactic parse trees
in SMT for reordering purposes (Jiang et al., 2010)
have reported an advantage of binarized parse trees
over standard parse trees, our model did not bene-
fit from binarized parse trees. It seems that the flat
hierarchical structure of standard parse trees enables
our reordering model to learn the order of the con-
stituents most efficiently.

7 Human Evaluation

7.1 Sentence-based comparison

In order to have an additional perspective of the
impact of our tree-based reordering, we also pro-
vide a human evaluation of the translation output
of the German-English system without the lexical-
ized reordering model. 250 translation hypotheses
were selected to be annotated. For each input sen-
tence two translations generated by different sys-
tems were presented, one applying POS-based re-
ordering only and the other one applying both POS-
based and tree-based reordering rules. The hypothe-
ses were anonymized and presented in random order.

Table 3 shows the BLEU scores of the analyzed
systems and the manual judgement of comparative,
subjective translation quality. In 50.8% of the sen-
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Example 3:
Src: Die RPG Byty schlägt ihnen in den Schreiben eine Mieterhöhung von ca. 15 bis 38 Prozent vor.
Gloss: The RPG Byty proposes-MV them in the letters a rent increase of ca. 15 to 38 percent proposes-PX
POS: The RPG Byty beats them in the letter, a rental increase of around 15 to 38 percent.
+Tree: The RPG Byty proposes them in the letters a rental increase of around 15 to 38 percent.

System BLEU wins %
POS Rules 21.98 58 23.2
POS + Tree Rules rec. par. 22.45 127 50.8
Table 3: Human Evaluation of Translation quality

tences, the translation generated by the system us-
ing tree-based rules was judged to be better, whereas
in 23.2% of the cases the system without tree-based
rules was rated better. For 26% of the sentences the
translation quality was very similar. Consequently,
in 76.8% of the cases the tree-based system pro-
duced a translation that is either better or of the same
quality as the system using POS rules only.

7.2 Analysis of verbs

Since the verbs in German-to-English translation
were one of the issues that the tree-based reorder-
ing model should address, a more detailed analysis
was performed on the first 165 sentences. We espe-
cially investigated the changes regarding the verbs
between the translations stemming from the system
using the POS-based reordering only and the one us-
ing both the POS and the tree-based model. We ex-
amined three aspects of the verbs in the two trans-
lations. Each change introduced by the tree-based
reordering model was first classified either as an im-
provement or a degradation of the translation qual-
ity. Secondly, it was assigned to one of the following
categories: exist, position or form. In case of an im-
provement, exist means a verb existed in the trans-
lation due to the tree-based model, which did not
exist before. A degradation in this category means
that a verb was removed from the translation when
including the tree-based reordering model. An im-
provement or degradation in the category position
or form means that the verb position or verb form
was improved or degraded, respectively.

Table 4 shows the results of this analysis. In total,
48 of the verb changes were identified as improve-
ments, while only 16 were regarded as degradations
of translation quality. Improvements mainly concern

Type all exist position form
Improvements 48 22 21 5
Degradations 16 2 11 3

Table 4: Manual Analysis of verbs

improved verb position in the sentence and verbs
that could be translated with the help of the tree-
based rules that were not there before. Even though
also degradations were introduced by the tree-based
reordering model, the improvements outweigh them.

8 Conclusion
We have presented a reordering method based on
syntactic tree constituents to model long-range re-
orderings in SMT more reliably. Furthermore, we
combined the reordering methods addressing dif-
ferent linguistic abstraction levels. Experiments
on German-English and German-French translation
showed that the best translation quality could be
achieved by combining POS-based and tree-based
rules. Adding a lexicalized reordering model in-
creased the translation quality even further. In total
we could reach up to 0.7 BLEU points of improve-
ment by adding tree-based and lexicalized reorder-
ing compared to only POS-based rules. Up to 1.1
BLEU points were gained over to a baseline system
using a lexicalized reordering model.

A human evaluation showed a preference of the
POS+Tree-based reordering method in most cases.
A detailed analysis of the verbs in the transla-
tion outputs revealed that the tree-based reordering
model indeed addresses verb constructions and im-
proves the translation of German verbs.
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Abstract

We show that combining both bottom-up rule
chunking and top-down rule segmentation
search strategies in purely unsupervised learn-
ing of phrasal inversion transduction gram-
mars yields significantly better translation ac-
curacy than either strategy alone. Previous ap-
proaches have relied on incrementally building
larger rules by chunking smaller rules bottom-
up; we introduce a complementary top-down
model that incrementally builds shorter rules
by segmenting larger rules. Specifically, we
combine iteratively chunked rules from Saers
et al. (2012) with our new iteratively seg-
mented rules. These integrate seamlessly be-
cause both stay strictly within a pure trans-
duction grammar framework inducing under
matching models during both training and
testing—instead of decoding under a com-
pletely different model architecture than what
is assumed during the training phases, which
violates an elementary principle of machine
learning and statistics. To be able to drive in-
duction top-down, we introduce a minimum
description length objective that trades off
maximum likelihood against model size. We
show empirically that combining the more lib-
eral rule chunking model with a more conser-
vative rule segmentation model results in sig-
nificantly better translations than either strat-
egy in isolation.

1 Introduction

In this paper we combine both bottom-up chunking
and top-down segmentation as search directions in
the unsupervised pursuit of an inversion transduc-
tion grammar (ITG); we also show that the combi-
nation of the resulting grammars is superior to ei-

ther of them in isolation. For the bottom-up chunk-
ing approach we use the method reported in Saers
et al. (2012), and for the top-down segmentation ap-
proach, we introduce a minimum description length
(MDL) learning objective. The new learning objec-
tive is similar to the Bayesian maximum a poste-
riori objective, and makes it possible to learn top-
down, which is impossible using maximum likeli-
hood, as the initial grammar that rewrites the start
symbol to all sentence pairs in the training data al-
ready maximizes the likelihood of the training data.
Since both approaches result in stochastic ITGs, they
can be easily combined into a single stochastic ITG
which allows for seamless combination. The point
of our present work is that the two different search
strategies result in very different grammars so that
the combination of them is superior in terms of trans-
lation accuracy to either of them in isolation.
The transduction grammar approach has the ad-

vantage that induction, tuning and testing are op-
timized on the exact same underlying model—this
used to be a given in machine learning and statistical
prediction, but has been largely ignored in the statis-
tical machine translation (SMT) community, where
most current SMT approaches to learning phrase
translations that (a) require enormous amounts of
run-time memory, and (b) contain a high degree of
redundancy. In particular, phrase-based SMT mod-
els such as Koehn et al. (2003) and Chiang (2007)
often search for candidate translation segments and
transduction rules by committing to a word align-
ment that is completely alien to the grammar, as it
is learned with very different models (Brown et al.
(1993), Vogel et al. (1996)), whose output is then
combined heuristically to form the alignment actu-
ally used to extract lexical segment translations (Och
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and Ney, 2003). The fact that it is even possible
to improve the performance of a phrase-based di-
rect translation system by tossing away most of the
learned segmental translations (Johnson et al., 2007)
illustrates the above points well.
Transduction grammars can also be induced from

treebanks instead of unannotated corpora, which cuts
down the vast search space by enforcing additional,
external constraints. This approach was pioneered
by Galley et al. (2006), and there has been a lot of re-
search since, usually referred to as tree-to-tree, tree-
to-string and string-to-tree, depending on where
the analyses are found in the training data. This com-
plicates the learning process by adding external con-
straints that are bound to match the translation model
poorly; grammarians of English should not be ex-
pected to care about its relationship to Chinese. It
does, however, constitute a way to borrow nonter-
minal categories that help the translation model.
It is also possible for the word alignments leading

to phrase-based SMT models to be learned through
transduction grammars (see for example Cherry and
Lin (2007), Zhang et al. (2008), Blunsom et al.
(2008), Saers andWu (2009), Haghighi et al. (2009),
Blunsom et al. (2009), Saers et al. (2010), Blunsom
and Cohn (2010), Saers and Wu (2011), Neubig et
al. (2011), Neubig et al. (2012)). Even when the
SMT model is hierarchical, most of the information
encoded in the grammar is tossed away, when the
learned model is reduced to a word alignment. A
word alignment can only encode the lexical relation-
ships that exist between a sentence pair according to
a single parse tree, which means that the rest of the
model: the alternative parses and the syntactic struc-
ture, is ignored.
Theminimumdescription length (MDL) objective

that we will be using to drive the learning will pro-
vide a way to escape the maximum-likelihood-of-
the-data-given-the-model optimum that we start out
with. However, going only by MDL will also lead to
a degenerate case, where the size of the grammar is
allowed to shrink regardless of how unlikely the cor-
pus becomes. Instead, we will balance the length of
the grammar with the probability of the corpus given
the grammar. This has a natural Bayesian interpreta-
tion where the length of the grammar acts as a prior
over the structure of the grammar.
Similar approaches have been used before, but to

induce monolingual grammars. Stolcke and Omo-
hundro (1994) use a method similar to MDL called
Bayesianmodel merging to learn the structure of hid-
den Markov models as well as stochastic context-
free grammars. The SCFGs are induced by allowing
sequences of nonterminals to be replaced with a sin-
gle nonterminal (chunking) as well as allowing two
nonterminals to merge into one. Grünwald (1996)
uses it to learn nonterminal categories in a context-
free grammar. It has also been used to interpret vi-
sual scenes by classifying the activity that goes on in
a video sequences (Si et al., 2011). Our work in this
paper is markedly different to even the previous NLP
work in that (a) we induce an inversion transduc-
tion grammar (Wu, 1997) rather than a monolingual
grammar, and (b) we focus on learning the terminal
segments rather than the nonterminal categories.
The similar Bayesian approaches to finding the

model structure of ITGs have been tried before, but
only to generate alignments that mismatched trans-
lation models are then trained on, rather than using
the ITG directly as translation model, which we do.
Zhang et al. (2008) use variational Bayes with a spar-
sity prior over the parameters to prevent the size of
the grammar to explode when allowing for adjacent
terminals in the Viterbi biparses to chunk together.
Blunsom et al. (2008), Blunsom et al. (2009) and
Blunsom and Cohn (2010) use Gibbs sampling to
find good phrasal translations. Neubig et al. (2011)
and Neubig et al. (2012) use a method more similar
to ours, but with a Pitman-Yor process as prior over
the structures.
The idea of iteratively segmenting the existing

sentence pairs to find good phrasal translations has
also been tried before; Vilar and Vidal (2005) intro-
duces the Recursive Alignment Model, which recur-
sively determines whether a bispan is a good enough
translation on its own (using IBM model 1), or if it
should be split into two bispans (either in straight or
inverted order). The model uses length of the input
sentence to determine whether to split or not, and
uses very limited local information about the split
point to determine where to split. Training the pa-
rameters is done with a maximum likelihood objec-
tive. In contrast, our model is one single genera-
tive model (as opposed to an ad hoc model), trained
with a minimum description length objective (rather
than trying to maximize the probability of the train-
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ing data).
The rest of the paper is structured so that we first

take a closer look at the minimum description length
principle that will be used to drive the top-down
search (Section 2). We then show how the top-down
grammar is learned (Sections 3 and 4), before show-
ing how we combine the new grammar with that of
Saers et al. (2012) (Section 5). We then detail the
experimental setup that will substantiate our claims
empirically (Section 6) before interpreting the results
of those experiments (Section 7). Finally, we offer
some conclusions (Section 8).

2 Minimum description length

The minimum description length principle is about
finding the optimal balance between the size of a
model and the size of some data given the model
(Solomonoff (1959), Rissanen (1983)). Consider the
information theoretical problem of encoding some
datawith amodel, and then sending both the encoded
data and the information needed to decode the data
(the model) over a channel; the minimum descrip-
tion length would be the minimum number of bits
sent over the channel. The encoded data can be inter-
preted as carrying the information necessary to dis-
ambiguate the ambiguities or uncertainties that the
model has about the data. Theoretically, the model
can grow in size and become more certain about the
data, and it can shrink in size and become more un-
certain about the data. An intuitive interpretation of
this is that the exceptions, which are a part of the en-
coded data, can be moved into the model itself. By
doing so, the size of the model increases, but there
is no longer an exception that needs to be conveyed
about the data. Some “exceptions” occur frequently
enough that it is a good idea to incorporate them into
the model, and some do not; finding the optimal bal-
ance minimizes the total description length.
Formally, the description length (DL) is:

DL (M,D) = DL (D|M) + DL (M) (1)

Where M is the model and D is the data. Note the
clear parallel to probabilities that have been moved
into the logarithmic domain.
In natural language processing, we never have

complete data to train on, so we need our models to
generalize to unseen data. A model that is very cer-
tain about the training data runs the risk of not being

able to generalize to new data: it is over-fitting. It
is bad enough when estimating the parameters of a
transduction grammar, and catastrophic when induc-
ing the structure of the grammar. The key concept
that we want to capture when learning the structure
of a transduction grammar is generalization. This is
the property that allow it to translate new, unseen,
input. The challenge is to pin down what general-
ization actually is, and how to measure it.
One property of generalization for grammars is

that it will lower the probability of the training data.
This may seem counterintuitive, but can be under-
stood as moving some of the probability mass away
from the training data and putting it in unseen data.
A second property is that rules that are specific to
the training data can be eliminated from the gram-
mar (or replaced with less specific rules that generate
the same thing). The second property would shorten
the description of the grammar, and the first would
make the description of the corpus given the gram-
mar longer. That is: generalization raises the first
term and lowers the second in Equation 1. A good
generalization will lower the total MDL, whereas a
poor onewill raise it; a good generalizationwill trade
a little data certainty for more model parsimony.

2.1 Measuring the length of a corpus
The information-theoretic view of the problem also
gives a hint at the operationalization of length. Shan-
non (1948) stipulates that the number of bits it takes
to encode that a probabilistic variable has taken a cer-
tain value can be encoded using as little as the nega-
tive logarithmic probability of that outcome.
Following this, the parallel corpus given the trans-

duction grammar gives the number of bits required
to encode it: DL (C|G) = −log2 (P (C|G)), where
C is the corpus and G is the grammar.

2.2 Measuring the length of an ITG
Since information theory deals with encoding se-
quences of symbols, we need some way to serialize
an inversion transduction grammar (ITG) into a mes-
sage whose length can be measured.
To serialize an ITG, we first need to determine

the alphabet that the message will be written in. We
need one symbol for every nonterminal, L0-terminal
and L1-terminal. We will also make the assump-
tion that all these symbols are used in at least one
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rule, so that it is sufficient to serialize the rules in
order to express the entire grammar. To serialize
the rules, we need some kind of delimiter to know
where one rule starts and the next ends; we will ex-
ploit the fact that we also need to specify whether the
rule is straight or inverted (unary rules are assumed
to be straight), and merge these two functions into
one symbol. This gives the union of the symbols of
the grammar and the set {[], ⟨⟩}, where [] signals the
beginning of a straight rule, and ⟨⟩ signals the be-
ginning of an inverted rule. The serialized format
of a rule will be: rule type/start marker, followed by
the left-hand side nonterminal, followed by all right-
hand side symbols. The symbols on the right-hand
sides are either nonterminals or biterminals—pairs
ofL0-terminals andL1-terminals that model transla-
tion equivalences. The serialized form of a grammar
is the serialized form of all rules concatenated.
Consider the following toy grammar:

S → A, A → ⟨AA⟩, A → [AA] ,
A → have/有, A → yes/有, A → yes/是

Its serialized form would be:

[]SA⟨⟩AAA[]AAA[]Ahave有[]Ayes有[]Ayes是

Now we can, again turn to information theory to ar-
rive at an encoding for this message. Assuming a
uniform distribution over the symbols, each symbol
will require −log2

(
1
N

)
bits to encode (where N is

the number of different symbols—the type count).
The above example has 8 symbols, meaning that
each symbol requires 3 bits. The entire message is
23 symbols long, which means that we need 69 bits
to encode it.

3 Model initialization

Rather than starting out with a general transduction
grammar and fitting it to the training data, we do the
exact opposite: we start with a transduction gram-
mar that fits the training data as well as possible, and
generalize from there. The transduction grammar
that fits the training data the best is the one where
the start symbol rewrites to the full sentence pairs
that it has to generate. It is also possible to add any
number of nonterminal symbols in the layer between
the start symbol and the bisentences without altering

the probability of the training data. We take advan-
tage of this by allowing for one intermediate sym-
bol so that the start symbol conforms to the normal
form and always rewrites to precisely one nontermi-
nal symbol. This violate the MDL principle, as the
introduction of new symbols, by definition, makes
the description of the model longer, but conforming
to the normal form of ITGs was deemedmore impor-
tant than strictly minimizing the description length.
Our initial grammar thus looks like this:

S → A,

A → e0..T0/f0..V0 ,

A → e0..T1/f0..V1 ,

...,

A → e0..TN
/f0..VN

Where S is the start symbol, A is the nonterminal,
N is the number of sentence pairs in the training cor-
pus, Ti is the length of the ith output sentence (which
makes e0..Ti the ith output sentence), and Vi is the
length of the ith input sentence (which makes f0..Vi

the ith input sentence).

4 Model generalization

To generalize the initial inversion transduction gram-
mar we need to identify parts of the existing biter-
minals that could be validly used in isolation, and
allow them to combine with other segments. This
is the very feature that allows a finite transduction
grammar to generate an infinite set of sentence pairs.
Doing this moves some of the probability mass,
which was concentrated in the training data, to un-
seen data—the very definition of generalization. Our
general strategy is to propose a number of sets of
biterminal rules and a place to segment them, eval-
uate how the description length would change if we
were to apply one of these sets of segmentations to
the grammar, and commit to the best set. That is:
we do a greedy search over the power set of possi-
ble segmentations of the rule set. As we will see, this
intractable problem can be reasonable efficiently ap-
proximated, which is what we have implemented and
tested.
The key component in the approach is the ability

to evaluate how the description length would change
if a specific segmentation was made in the grammar.
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This can then be extended to a set of segmentations,
which only leaves the problem of generating suitable
sets of segmentations.
The key to a successful segmentation is to maxi-

mize the potential for reuse. Any segment that can
be reused saves model size. Consider the terminal
rule:

A → five thousand yen is my limit/
我最多出五千日元

(Chinese gloss: ’wŏ zùi dūo chū wŭ qīan rì yúan’).
This rule can be split into three rules:

A → ⟨AA⟩,
A → five thousand yen/五千日元,

A → is my limit/我最多出

Note that the original rule consists of 16 symbols (in
our encoding scheme), whereas the new three rules
consists of 4 + 9 + 9 = 22 symbols. It is reason-
able to believe that the bracketing inverted rule is in
the grammar already, but this still leaves 18 symbols,
which is decidedly longer than 16 symbols—and we
need to get the length to be shorter if we want to see
a net gain, since the length of the corpus given the
grammar is likely to be longer with the segmented
rules. What we really need to do is find a way to
reuse the lexical rules that came out of the segmen-
tation. Now suppose the grammar also contained this
terminal rule:

A → the total fare is five thousand yen/
总共的费用是五千日元

(Chinese gloss: ’zŏng gòng de fèi yòng shì wŭ qīan
rì yúan’). This rule can also be split into three rules:

A → [AA] ,

A → the total fare is/总共的费用是,

A → five thousand yen/五千日元

Again, we will assume that the structural rule is al-
ready present in the grammar, the old rule was 19
symbols long, and the two new terminal rules are
12+9 = 21 symbols long. Again we are out of luck,
as the new rules are longer than the old one, and three
rules are likely to be less probable than one rule dur-
ing parsing. The way to make this work is to realize

that the two existing rules share a bilingual affix—a
biaffix: “five thousand dollars” translating into “五
千日元”. If we make the two changes at the same
time, we get rid of 16 + 19 = 35 symbols worth of
rules, and introduce a mere 9 + 9 + 12 = 30 sym-
bols worth of rules (assuming the structural rules are
already in the grammar). Making these two changes
at the same time is essential, as the length of the five
saved symbols can be used to offset the likely in-
crease in the length of the corpus given the data. And
of course: the more rules we can find with shared bi-
affixes, the more likely we are to find a good set of
segmentations.
Our algorithm takes advantage of the above obser-

vation by focusing on the biaffixes found in the train-
ing data. Each biaffix defines a set of lexical rules
paired up with a possible segmentation. We evaluate
the biaffixes by estimating the change in description
length associated with committing to all the segmen-
tations defined by a biaffix. This allows us to find
the best set of segmentations, but rather than com-
mitting only to the one best set of segmentations, we
will collect all sets which would improve descrip-
tion length, and try to commit to as many of them
as possible. The pseudocode for our algorithm is as
follows:
G // The grammar

biaffixes_to_rules // Maps biaffixes to the

// rules they occur in

biaffixes_delta = [] // A list of biaffixes and

// their DL impact on G

for each biaffix b :

delta = eval_dl(b, biaffixes_to_rules[b], G)

if (delta < 0)

biaffixes_delta.push(b, delta)

sort_by_delta(biaffixes_delta)

for each b:delta pair in biaffixes_delta :

real_delta = eval_dl(b, biaffixes_to_rules[b], G)

if (real_delta < 0)

G = make_segmentations(b, biaffixes_to_rules[b], G)

The methods eval_dl, sort_by_delta and
make_segmentations evaluates the impact on de-
scription length that committing to a biaffix would
cause, sorts a list of biaffixes according to this delta,
and applies all the changes associated with a biaffix
to the grammar, respectively.
Evaluating the impact on description length

breaks down into two parts: the difference in de-
scription length of the grammar DL (G′) − DL (G)
(where G′ is the grammar that results from applying
all the changes that committing to a biaffix dictates),
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and the difference in description length of the corpus
given the grammar DL (C|G′) − DL (C|G). These
two quantities are simply added up to get the total
change in description length.
The difference in grammar length is calculated

as described in Section 2.2. The difference in de-
scription length of the corpus given the grammar
can be calculated by biparsing the corpus, since
DL (C|G′) = −log2 (P (C|p′)) and DL (C|G) =
−log2 (P (C|p)) where p′ and p are the rule prob-
ability functions of G′ and G respectively. Bipars-
ing is, however, a very costly process that we do not
want to have inside a loop. Instead, we assume that
we have the original corpus probability (through bi-
parsing outside the loop), and estimate the new cor-
pus probability from it (in closed form). Given that
we are splitting the rule r0 into the three rules r1,
r2 and r3, and that the probability mass of r0 is dis-
tributed uniformly over the new rules, the new rule
probability function p′ will be identical to p, except
that:

p′ (r0) = 0,

p′ (r1) = p (r1) +
1

3
p (r0) ,

p′ (r2) = p (r2) +
1

3
p (r0) ,

p′ (r3) = p (r3) +
1

3
p (r0)

Since we have eliminated all the occurrences of r0

and replaced them with combinations of r1, r2 and
r3, the probability of the corpus given this new rule
probability function will be:

P
(
C|p′) = P (C|p)

p′ (r1) p′ (r2) p′ (r3)

p (r0)

To make this into a description length, we need to
take the negative logarithm of the above, which re-
sults in:

DL
(
C|G′) =

DL (C|G) − log2

(
p′ (r1) p′ (r2) p′ (r3)

p (r0)

)
The difference in description length of the corpus
given the grammar can now be expressed as:

DL (C|G′) − DL (C|G) =

−log2

(
p′(r1)p′(r2)p′(r3)

p(r0)

)

To calculate the impact of a set of segmentations, we
need to take all the changes into account in one go.
We do this in a two-pass fashion, first calculating
the new probability function (p′) and the change in
grammar description length (taking care not to count
the same rule twice), and then, in the second pass,
calculating the change in corpus description length.

5 Model combination

Themodel we learn by iteratively subsegmenting the
training data is guaranteed to be parsimonious while
retaining a decent fit to the training data; these are
desirable qualities, but there is a real risk that we
failed to make some generalization that we should
have made; to counter this risk, we can use a model
trained under more liberal conditions. We chose the
approach taken by Saers et al. (2012) for two rea-
sons: (a) the model has the same form as our model,
which means that we can integrate it seamlessly, and
(b) their aims are similar to ours but their method
differs significantly; specifically, they let the model
grow in size as long as the data reduces in size. Both
these qualities make it a suitable complement for our
model.
Assuming we have two grammars (Ga and Gb)

that we want to combine, the interpolation param-
eter α will determine the probability function of the
combined grammar such that:

pa+b (r) = αpa (r) + (1 − α)pb (r)

for all rules r in the union of the two rule sets, and
where pa+b is the rule probability function of the
combined grammar and pa and pb are the rule prob-
ability functions of Ga and Gb respectively. Some
initial experiments indicated that an α value of about
0.4 was reasonable (when Ga was the grammar ob-
tained through the training scheme outlined above,
and Gb was the grammar obtained through the train-
ing scheme outlined in Saers et al. (2012)), so we
used 0.4 in this paper.

6 Experimental setup

We have made the claim that iterative top-down seg-
mentation guided by the objective of minimizing the
description length gives a better precision grammar
than iterative bottom-up chunking, and that the com-
bination of the two gives superior results to either
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Figure 1: Description length in bits over the different it-
erations of top-down search. The lower portion represents
DL (G) and the upper portion represents DL (C|G).

approach in isolation. We have outlined how this
can be done in practice, and we now substantiate that
claim empirically.
We will initialize a stochastic bracketing inver-

sion transduction grammar (BITG) to rewrite it’s
one nonterminal symbol directly into all the sen-
tence pairs of the training data (iteration 0). We will
then segment the grammar iteratively a total of seven
times (iterations 1–7). For each iteration we will
record the change in description length and test the
grammar. Each iteration requires us to biparse the
training data, which we do with the cubic time algo-
rithm described in Saers et al. (2009), with a beam
width of 100.
As training data, we use the IWSLT07 Chinese–

English data set (Fordyce, 2007), which contains
46,867 sentence pairs of training data, 506 Chinese
sentences of development data with 16 English ref-
erence translations, and 489 Chinese sentences with
6 English reference translations each as test data; all
the sentences are taken from the traveling domain.
Since the Chinese is written without whitespace, we
use a tool that tries to clump characters together into
more “word like” sequences (Wu, 1999).
As the bottom-up grammar, we will reuse the

grammar learned in Saers et al. (2012), specifically,
we will use the BITG that was bootstrapped from
a bracketing finite-state transduction grammar (BF-
STG) that has been chunked twice, giving bitermi-
nals where the monolingual segments are 0–4 tokens
long. The bottom-up grammar is trained on the same
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Figure 2: Number of rules learned during top-down
search over the different iterations.

data as our model.
To test the learned grammars as translation mod-

els, we first tune the grammar parameters to the train-
ing data using expectation maximization (Dempster
et al., 1977) and parse forests acquired with the
above mentioned biparser, again with a beam width
of 100. To do the actual decoding, we use our
in-house ITG decoder. The decoder uses a CKY-
style parsing algorithm (Cocke, 1969; Kasami, 1965;
Younger, 1967) and cube pruning (Chiang, 2007) to
integrate the language model scores. The decoder
builds an efficient hypergraph structure which is then
scored using both the induced grammar and the lan-
guage model. The weights for the language model
and the grammar, are tuned towards BLEU (Papineni
et al., 2002) using MERT (Och, 2003). We use the
ZMERT (Zaidan, 2009) implementation ofMERT as
it is a robust and flexible implementation of MERT,
while being loosely coupled with the decoder. We
use SRILM (Stolcke, 2002) for training a trigram
language model on the English side of the training
data. To evaluate the quality of the resulting transla-
tions, we use BLEU, and NIST (Doddington, 2002).

7 Experimental results

The results from running the experiments detailed
in the previous section can be summarized in four
graphs. Figures 1 and 2 show the size of our new,
segmenting model during induction, in terms of de-
scription length and in terms of rule count. The ini-
tial ITG is at iteration 0, where the vast majority
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Figure 3: Variations in BLEU score over different iter-
ations. The thin line represents the baseline bottom-up
search (Saers et al., 2012), the dotted line represents the
top-down search, and the thick line represents the com-
bined results.

of the size is taken up by the model (DL (G)), and
very little by the data (DL (C|G))—just as we pre-
dicted. The trend over the induction phase is a sharp
decrease in model size, and a moderate increase in
data size, with the overall size constantly decreas-
ing. Note that, although the number of rules rises,
the total description length decreases. Again, this is
precisely what we expected. The size of the model
learned according to Saers et al. (2012) is close to 30
Mbits—far off the chart. This shows that our new
top-down approach is indeed learning a more parsi-
monious grammar than the bottom-up approach.
Figures 3 and 4 shows the translation quality of

the learned model. The thin flat lines show the qual-
ity of the bottom-up approach (Saers et al., 2012),
whereas the thick curves shows the quality of the
new, top-down model presented in this paper with-
out (dotted line), and without the bottom-up model
(solid line). Although the MDL-based model is bet-
ter than the old model, the combination of the two
is still superior. It is particularly encouraging to see
that the over-fitting that seems to take place after iter-
ation 3 with the MDL-based approach is ameliorated
with the bottom-up model.

8 Conclusions

We have introduced a purely unsupervised learning
scheme for phrasal stochastic inversion transduction
grammars that is the first to combine two oppos-
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Figure 4: Variations in NIST score over different iter-
ations. The thin line represents the baseline bottom-up
search (Saers et al., 2012), the dotted line represents the
top-down search, and the thick line represents the com-
bined results.

ing ways of searching for the phrasal translations: a
bottom-up rule chunking approach driven by a maxi-
mum likelihood (ML) objective and a top-down rule
segmenting approach driven by a minimum descrip-
tion length (MDL) objective. The combination ap-
proach takes advantage of the fact that the conser-
vative top-down MDL-driven rule segmenting ap-
proach learns a very parsimonious, yet competitive,
model when compared to a liberal bottom-up ML-
driven approach. Results show that the combination
of the two opposing approaches is significantly su-
perior to either of them in isolation.
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Abstract

Deciding whether a synchronous grammar
formalism generates a given word alignment
(the alignment coverage problem) depends on
finding an adequate instance grammar and
then using it to parse the word alignment. But
what does it mean to parse a word align-
ment by a synchronous grammar? This is for-
mally undefined until we define an unambigu-
ous mapping between grammatical deriva-
tions and word-level alignments. This pa-
per proposes an initial, formal characteriza-
tion of alignment coverage as intersecting two
partially ordered sets (graphs) of translation
equivalence units, one derived by a gram-
mar instance and another defined by the word
alignment. As a first sanity check, we report
extensive coverage results for ITG on auto-
matic and manual alignments. Even for the
ITG formalism, our formal characterization
makes explicit many algorithmic choices of-
ten left underspecified in earlier work.

1 Introduction
The training data used by current statistical machine
translation (SMT) models consists of source and
target sentence pairs aligned together at the word
level (word alignments). For the hierarchical and
syntactically-enriched SMT models, e.g., (Chiang,
2007; Zollmann and Venugopal, 2006), this training
data is used for extracting statistically weighted Syn-
chronous Context-Free Grammars (SCFGs). For-
mally speaking, a synchronous grammar defines a
set of (source-target) sentence pairs derived syn-
chronously by the grammar. Contrary to common

∗ Institute for Logic, Language and Computation.

belief, however, a synchronous grammar (see e.g.,
(Chiang, 2005; Satta and Peserico, 2005)) does not
accept (or parse) word alignments. This is because
a synchronous derivation generates a tree pair with
a bijective binary relation (links) between their non-
terminal nodes. For deciding whether a given word
alignment is generated/accepted by a given syn-
chronous grammar, it is necessary to interpret the
synchronous derivations down to the lexical level.
However, it is formally defined yet how to unam-
biguously interpret the synchronous derivations of
a synchronous grammar as word alignments. One
major difficulty is that synchronous productions, in
their most general form, may contain unaligned ter-
minal sequences. Consider, for instance, the rela-
tively non-complex synchronous production

〈X → α X(1) β X(2) γ X(3), X → σ X(2) τ X(1) µ X(3)〉

where superscript (i) stands for aligned instances
of nonterminal X and all Greek symbols stand for
arbitrary non-empty terminals sequences. Given a
word aligned sentence pair it is necessary to bind
the terminal sequence by alignments consistent with
the given word alignment, and then parse the word
alignment with the thus enriched grammar rules.
This is not complex if we assume that each of the
source terminal sequences is contiguously aligned
with a target contiguous sequence, but difficult if we
assume arbitrary alignments, including many-to-one
and non-contiguously aligned chunks.

One important goal of this paper is to propose
a formal characterization of what it means to syn-
chronously parse a word alignment. Our formal
characterization is borrowed from the “parsing as in-
tersection" paradigm, e.g., (Bar-Hillel et al., 1964;
Lang, 1988; van Noord, 1995; Nederhof and Satta,
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2004). Conceptually, our characterization makes use
of three algorithms. Firstly, parse the unaligned sen-
tence pair with the synchronous grammar to obtain a
set of synchronous derivations, i.e., trees. Secondly,
interpret a word alignment as generating a set of
synchronous trees representing the recursive trans-
lation equivalence relations of interest1 perceived in
the word alignment. And finally, intersect the sets
of nodes in the two sets of synchronous trees to
check whether the grammar can generate (parts of)
the word alignment. The formal detail of each of
these three steps is provided in sections 3 to 5.

We think that alignment parsing is relevant for
current research because it highlights the differ-
ence between alignments in training data and align-
ments accepted by a synchronous grammar (learned
from data). This is useful for literature on learn-
ing from word aligned parallel corpora (e.g., (Zens
and Ney, 2003; DeNero et al., 2006; Blunsom et al.,
2009; Cohn and Blunsom, 2009; Riesa and Marcu,
2010; Mylonakis and Sima’an, 2011; Haghighi et
al., 2009; McCarley et al., 2011)). A theoretical,
formalized characterization of the alignment pars-
ing problem is likely to improve the choices made in
empirical work as well. We exemplify our claims by
providing yet another empirical study of the stability
of the ITG hypothesis. Our study highlights some of
the technical choices left implicit in preceding work
as explained in the next section.

2 First application to the ITG hypothesis

A grammar formalism is a whole set/family of syn-
chronous grammars. For example, ITG (Wu, 1997)
defines a family of inversion-transduction gram-
mars differing among them in the exact set of syn-
chronous productions, terminals and non-terminals.
Given a synchronous grammar formalism and an
input word alignment, a relevant theoretical ques-
tion is whether there exists an instance synchronous
grammar that generates the word alignment exactly.
We will refer to this question as the alignment cover-
age problem. In this paper we propose an approach
to the alignment coverage problem using the three-
step solution proposed above for parsing word align-

1The translation equivalence relations of interest may vary
in kind as we will exemplify later. The known phrase pairs are
merely one possible kind.

ments by arbitrary synchronous grammars.
Most current use of synchronous grammars is

limited to a subclass using a pair of nonterminals,
e.g., (Chiang, 2007; Zollmann and Venugopal, 2006;
Mylonakis and Sima’an, 2011), thereby remain-
ing within the confines of the ITG formalism (Wu,
1997). On the one hand, this is because of computa-
tional complexity reasons. On the other, this choice
relies on existing empirical evidence of what we will
call the “ITG hypothesis", freely rephrased as fol-
lows: the ITG formalism is sufficient for represent-
ing a major percentage of reorderings in translation
data in general.

Although checking whether a word alignment can
be generated by ITG is far simpler than for arbi-
trary synchronous grammars, there is a striking vari-
ation in the approaches taken in the existing litera-
ture, e.g., (Zens and Ney, 2003; Wellington et al.,
2006; Søgaard and Wu, 2009; Carpuat and Wu,
2007; Søgaard and Kuhn, 2009; Søgaard, 2010).
Søgaard and Wu (Søgaard and Wu, 2009) observe
justifiably that the literature studying the ITG align-
ment coverage makes conflicting choices in method
and data, and reports significantly diverging align-
ment coverage scores. We hypothesize here that
the major conflicting choices in method (what to
count and how to parse) are likely due to the ab-
sence of a well-understood, formalized method for
parsing word alignments even under ITG. In this pa-
per we apply our formal approach to the ITG case,
contributing new empirical evidence concerning the
ITG hypothesis.

For our empirical study we exemplify our ap-
proach by detailing an algorithm dedicated to ITG in
Normal-Form (NF-ITG). While our algorithm is in
essence equivalent to existing algorithms for check-
ing binarizability of permutations, e.g.,(Wu, 1997;
Huang et al., 2009), the formal foundations pre-
ceding it concern nailing down the choices made
in parsing arbitrary word alignments, as opposed to
(bijective) permutations. The formalization is our
way to resolve some of the major points of differ-
ences in existing literature.

We report new coverage results for ITG parsing
of manual as well as automatic alignments, showing
the contrast between the two kinds. While the latter
seems built for phrase extraction, trading-off preci-
sion for recall, the former is heavily marked with id-
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iomatic expressions. Our coverage results make ex-
plicit a relevant dilemma. To hierarchically parse the
current automatic word alignments exactly, we will
need more general synchronous reordering mecha-
nisms than ITG, with increased risk of exponential
parsing algorithms (Wu, 1997; Satta and Peserico,
2005). But if we abandon these word alignments,
we will face the exponential problem of learning re-
ordering arbitrary permutations, cf. (Tromble and
Eisner, 2009). Our results also exhibit the impor-
tance of explicitly defining the units of translation
equivalence when studying (ITG) coverage of word
alignments. The more complex the choice of trans-
lation equivalence relations, the more difficult it is to
parse the word alignments.

3 Translation equivalence in MT

In (Koehn et al., 2003), a translation equivalence
unit (TEU) is a phrase pair: a pair of contiguous
substrings of the source and target sentences such
that the words on the one side align only with words
on the other side (formal definitions next). The hier-
archical phrase pairs (Chiang, 2005; Chiang, 2007)
are extracted by replacing one or more sub-phrase
pairs, that are contained within a phrase pair, by
pairs of linked variables. This defines a subsumption
relation between hierarchical phrase pairs (Zhang et
al., 2008). Actual systems, e.g., (Koehn et al., 2003;
Chiang, 2007) set an upperbound on length or the
number of variables in the synchronous productions.
For the purposes of our theoretical study, these prac-
tical limitations are irrelevant.

We give two definitions of translation equivalence
for word alignments.2 The first one makes no as-
sumptions about the contiguity of TEUs, while the
second does require them to be contiguous sub-
strings on both sides (i.e., phrase pairs).

As usual, s = s1...sm and t = t1...tn are source and
target sentences respectively. Let sσ be the source
word at position σ in s and tτ be the target word at
position τ in t. An alignment link a ∈ a in a word
alignment a is a pair of positions 〈σ, τ〉 such that 1 ≤

2Unaligned words tend to complicate the formalization un-
necessarily. As usual we also require that unaligned words must
first be grouped with aligned words adjacent to them before
translation equivalence is defined for an alignment. This stan-
dard strategy allows us to informally discuss unaligned words
in the following without loss of generality.

σ ≤ m and 1 ≤ τ ≤ n. For the sake of brevity, we
will often talk about alignments without explicitly
mentioning the associated source and target words,
knowing that these can be readily obtained from the
pair of positions and the sentence pair 〈s, t〉. Given
a subset a′ ⊆ a we define wordss(a′) = {sσ | ∃X :
〈σ, X〉 ∈ a′} and wordst(a′) = {tτ | ∃X : 〈X, τ〉 ∈ a′}.

Now we consider triples (s′, t′, a′) such that
a′ ⊆ a, s′ = wordss(a′) and t′ = wordst(a′). We
define the translation equivalence units (TEUs) in
the set TE(s, t, a) as follows:

Definition 3.1 (s′, t′, a′) ∈ TE(s, t, a) iff 〈σ, τ〉 ∈ a′
⇒ (for all X, if 〈σ, X〉 ∈ a then 〈σ, X〉 ∈ a′) ∧ (for
all X, if 〈X, τ〉 ∈ a then 〈X, τ〉 ∈ a′)
In other words, if some alignment involving source
position σ or τ is included in a′, then all alignments
in a containing that position are in a′ as well. This
definition allows a variety of complex word align-
ments such as the so-called Cross-serial Discontigu-
ous Translation Units and Bonbons (Søgaard and
Wu, 2009).

We also define the subsumption relation (partial
order) <a as follows:

Definition 3.2 A TEU u2 = (s2, t2, a2) subsumes
(<a) a TEU u1 = (s1, t1, a1) iff a1 ⊂ a2. The sub-
sumption order will be represented by u1 <a u2.

Based on the subsumption relation we can par-
tition TE(s, t, a) into two disjoint sets : atomic
TEAtom(s, t, a) and composed TEComp(s, t, a).

Definition 3.3 u1 ∈ TE(s, t, a) is atomic iff @ u2 ∈

TE(s, t, a) such that (u2 <a u1).

Now the set TEAtom(s, t, a) is simply the set
of all atomic translation equivalents, and
the set of composed translation equivalents
TEComp(s, t, a) = (TE(s, t, a) \ TEAtom(s, t, a)).

Based on the general definition of translation
equivalence, we can now give a more restricted
definition that allows only contiguous translation
equivalents (phrase pairs):

Definition 3.4 (s′, t′, a′) constitutes a contiguous
translation equivalent iff:

1. (s′, t′, a′) ∈ TE(s, t, a) and
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2. Both s′ and t′ are contiguous substrings of s
and t′ respectively.

This set of translation equivalents is the unlimited
set of phrase pairs known from phrase-based ma-
chine translation (Koehn et al., 2003). The relation
<a as well as the division into atomic and composed
TEUs can straightforwardly be adapted to contigu-
ous translation equivalents.

4 Grammatical translation equivalence

The derivations of a synchronous grammar can be
interpreted as deriving a partially ordered set of
TEUs as well. A finite derivation S →+ 〈s, t, aG〉

of an instance grammar G is a finite sequence of
term-rewritings, where at each step of the sequence a
single nonterminal is rewritten using a synchronous
production of G. The set of the finite derivations
of G defines a language, a set of triples 〈s, t, aG〉

consisting of a source string of terminals s, a target
string of terminals t and an alignment between their
grammatical constituents. Crucially, the alignment
aG is obtained by recursively interpreting the align-
ment relations embedded in the synchronous gram-
mar productions in the derivation for all constituents
and concerns constituent alignments (as opposed to
word alignments).

Grammatical translation equivalents TEG(s, t)
A synchronous derivation S →+ 〈s, t, aG〉 can be
viewed as a deductive proof that 〈s, t, aG〉 is a gram-
matical translation equivalence unit (grammatical
TEU). Along the way, a derivation also proves other
constituent-level (sub-sentential) units as TEUs.

We define a sub-sentential grammatical TEU of
〈s, t, aG〉 to consist of a triple 〈sx, tx, ax〉, where sx

and tx are two subsequences3 (of s and t respec-
tively), derived synchronously from the same con-

3A subsequence of a string is a subset of the word-position
pairs that preserves the order but do not necessarily constitute
contiguous substrings.

Figure 2: Alignment with both contiguous and dis-
contiguous TEUs (example from Europarl En-Ne).

stituent X in some non-empty “tail" of a derivation
S →+ 〈s, t, aG〉; importantly, by the workings of G,
the alignment ax ⊆ aG fulfills the requirement that a
word in sx or in tx is linked to another by aG iff it is
also linked that way by ax (i.e., no alignments start
out from terminals in sx or tx and link to terminals
outside them). We will denote with TEG(s, t) the set
of all grammatical TEUs for the sentence pair 〈s, t〉
derived by G.

Subsumption relation <G(s,t) Besides deriving
TEUs, a derivation also shows how the different
TEUs compose together into larger TEUs according
to the grammar. We are interested in the subsump-
tion relation: one grammatical TEU/constituent (u1)
subsumes another (u2) (written u2 <G(s,t) u1) iff the
latter (u2) is derived within a finite derivation of the
former (u1).4

The set of grammatical TEUs for a finite set of
derivations for a given sentence pair is the union of
the sets defined for the individual derivations. Simi-
larly, the relation between TEU’s for a set of deriva-
tions is defined as the union of the individual rela-
tions.

5 Alignment coverage by intersection

Let a word aligned sentence pair 〈s, t, a〉 be given,
and let us assume that we have a definition of an or-
dered set TE(s, t, a) with partial order <a. We will
say that a grammar formalism covers a iff there ex-
ists an instance grammar G that fulfills two intersec-
tion equations simultaneously:5

(1) TE(s, t, a) ∩ TEG(s, t) = TE(s, t, a)

(2) <a ∩ <G(s,t)=<a

In the second equation, the intersection of partial or-
ders is based on the standard view that these are in
essence also sets of ordered pairs. In practice, it
is sufficient to implement an algorithm that shows

4Note that we define this relation exhaustively thereby defin-
ing the set of paths in synchronous trees derived by the grammar
for 〈s, t〉. Hence, the subsumption relation can be seen to define
a forest of synchronous trees.

5In this work we have restricted this definition to full cover-
age (i.e., subset) version but it is imaginable that other measures
can be based on the cardinality (size) of the intersection in terms
of covered TEUs, in following of measures found in (Søgaard
and Kuhn, 2009; Søgaard and Wu, 2009). We leave this to fu-
ture work.
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Figure 1: Alignment with only contiguous TEUs (example from LREC En-Fr).

that G derives every TEU in TE(s, t, a), and that
the subsumption relation <a between TEUs in a
must be realized by the derivations of G that de-
rive TE(s, t, a). In effect, this way every TEU that
subsumes other TEUs must be derived recursively,
while the minimal, atomic units (not subsuming any
others) must be derived using the lexical produc-
tions (endowed with internal word alignments) of
NF-ITG. Again, the rationale behind this choice is
that the atomic units constitute fixed translation ex-
pressions (idiomatic TEUs) which cannot be com-
posed from other TEUs, and hence belong in the lex-
icon. We will exhibit coverage algorithms for doing
so for NF-ITG for the two kinds of semantic inter-
pretations of word alignments.

A note on dedicated instances of NF-ITG Given
a translation equivalence definition over word align-
ments TE(s, t, a), the lexical productions for a ded-
icated instance of NF-ITG are defined6 by the set
{X → u | u ∈ TEAtom(s, t, a)}. This means that the
lexical productions have atomic TEUs at the right-
hand side including alignments between the words
of the source and target terminals. In the sequel, we
will only talk about dedicated instances of NF-ITG
and hence we will not explicitly repeat this every
time.

Given two grammatical TEUs u1 and u2, an NF-
ITG instance allows their concatenation either in
monotone [] or inverted <> order iff they are ad-
jacent on the source and target sides. This fact
implies that for every composed translation equiv-
alent u ∈ TE(s, t, a) we can check whether it is
derivable by a dedicated NF-ITG instance by check-
ing whether it recursively decomposes into adjacent
pairs of TEUs down to the atomic TEUs level. Note
that by doing so, we are also implicitly checking

6Unaligned words add one wrinkle in this scheme: infor-
mally, we consider a TEU u formed by attaching unaligned
words to an atomic TEU also as atomic iff u is absolutely needed
to cover the aligned sentence pair.

whether the subsumption order between the TEUs
in TE(s, t, a) is realized by the grammatical deriva-
tion (i.e, <G(s,t)⊆<a). Formally, an aligned sentence
pair 〈s, t, a〉 is split into a pair of TEUs 〈s1, t1, a1〉

and 〈s2, t2, a2〉 that can be composed back using
the [] and <> productions. If such a split exists,
the splitting is conducted recursively for each of
〈s1, t1, a1〉 and 〈s2, t2, a2〉 until both are atomic TEUs
in TE(s, t, a). This recursive splitting is the check
of binarizability and an algorithm is described in
(Huang et al., 2009).

6 A simple algorithm for ITG

We exemplify the grammatical coverage for (nor-
mal form) ITG by employing a standard tabular al-
gorithm based on CYK (Younger, 1967). The al-
gorithm works in two phases creating a chart con-
taining TEUs with associated inferences. In the ini-
tialization phase (Algorithm 1), for all source spans
that correspond to translation equivalents and which
have no smaller translation equivalents they contain,
atomic translation equivalents are added as atomic
inferences to the chart. In the second phase, based
on the atomic inferences, the simple rules of NF-
ITG are applied to add inferences for increasingly
larger chart entries. An inference is added (Algo-
rithms 2 and 3) iff a chart entry can be split into two
sub-entries for which inferences already exist, and
furthermore the union of the sets of target positions
for those two entries form a consecutive range.7 The
addMonotoneInference and addInvertedInference in
Algorithm 3 mark the composit inferences by mono-
tone and inverted productions respectively.

7We are not treating unaligned words formally here. For un-
aligned source and target words, we have to generate the differ-
ent inferences corresponding to different groupings with their
neighboring aligned words. Using pre-processing we set aside
the unaligned words, then parse the remaining word alignment
fully. After parsing, by post-processing, we introduce in the
parse table atomic TEUs that include the unaligned words.
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InitializeChart
Input : 〈s, t, a〉
Output: Initialized chart for atomic units

for spanLength← 2 to n do
for i← 0 to n − spanLength + 1 do

j← i + spanLength − 1
u← {〈X,Y〉 : X ∈ {i... j}}
if (u ∈ TEAtom(s, t, a)) then

addAtomicIn f erence(chart[i][ j],u)
end

end
end

Algorithm 1: Algorithm that initializes the Chart
with atomic sub-sentential TEUs. In order to be
atomic, a TEU may not contain smaller TEUs that
consist of a proper subset of the alignments (and
associated words) of the TEU.

ComputeTEUsNFITG
Input : 〈s, t, a〉
Output: TRUE/FALSE for coverage

InitializeChart(chart)
for spanLength← 2 to n do

for i← 0 to n − spanLength + 1 do
j← i + spanLength − 1
if chart[i][ j] ∈ TE(s, t, a) then

continue
end
for splitPoint ← i + 1 to j do

a′ ← (chart[i][k − 1] ∪ chart[k][ j])
if (chart[i][k − 1] ∈ TE(s, t, a)) ∧
(chart[k][ j] ∈ TE(s, t, a)) ∧
(a′ ∈ TE(s, t, a)) then

addT EU(chart, i, j, k, a′)
end

end
end
if (chart[0][n − 1] , ∅) then

return TRUE
else

return FALSE
end

end
Algorithm 2: Algorithm that incrementally builds
composite TEUs using only the rules allowed by
NF-ITG

addTEU
Input :
chart - the chart
i,j,k - the lower, upper and split point indices
a′ - the TEU to be added

Output: chart with TEU a′ added in the
intended entry

if MaxYt ({Yt : 〈Xs,Yt〉 ∈ chart[i][k − 1]})
< MaxYt ({Yt : 〈Xs,Yt〉 ∈ chart[k][ j]}) then

addMonotoneIn f erence(chart[i][ j], a′)
else

addInvertedIn f erence(chart[i][ j], a′)
end

Algorithm 3: Algorithm that adds a TEU and as-
sociated Inference to the chart

7 Experiments

Data Sets We use manually and automatically
aligned corpora. Manually aligned corpora come
from two datasets. The first (Grac̨a et al.,
2008) consists of six language pairs: Portuguese–
English, Portuguese–French, Portuguese–Spanish,
English–Spanish, English–French and French–
Spanish. These datasets contain 100 sentence pairs
each and distinguish Sure and Possible alignments.
Following (Søgaard and Kuhn, 2009), we treat these
two equally. The second manually aligned dataset
(Padó and Lapata, 2006) contains 987 sentence pairs
from the English-German part of Europarl anno-
tated using the Blinker guidelines (Melamed, 1998).
The automatically aligned data comes from Europarl
(Koehn, 2005) in three language pairs (English–
Dutch, English–French and English–German). The
corpora are automatically aligned using GIZA++

(Och and Ney, 2003) in combination with the grow-
diag-final-and heuristic. With sentence length cut-
off 40 on both sides these contain respectively 945k,
949k and 995k sentence pairs.

Grammatical Coverage (GC) is defined as the
percentage word alignments (sentence pairs) in a
parallel corpus that can be covered by an instance
of the grammar (NF-ITG) (cf. Section 5). Clearly,
GC depends on the chosen semantic interpretation
of word alignments: contiguous TE’s (phrase pairs)
or discontiguous TE’s.
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Alignments Set GC contiguous TEs GC discontiguous TEs
Hand aligned corpora

English–French 76.0 75.0
English–Portuguese 78.0 78.0
English–Spanish 83.0 83.0
Portuguese–French 78.0 74.0
Portuguese–Spanish 91.0 91.0
Spanish–French 79.0 74.0
LREC Corpora Average 80.83±5.49 79.17±6.74
English–German 45.427 45.325

Automatically aligned Corpora
English–Dutch 45.533 43.57
English–French 52.84 49.95
English–German 45.59 43.72
Automatically aligned corpora average 47.99±4.20 45.75±3.64

Table 1: The grammatical coverage (GC) of NF-ITG for different corpora dependent on the interpretation
of word alignments: contiguous Translation Equivalence or discontiguous Translation Equivalence

Results Table 1 shows the Grammatical Coverage
(GC) of NF-ITG for the different corpora depen-
dent on the two alternative definitions of translation
equivalence. The first thing to notice is that there
is just a small difference between the Grammatical
Coverage scores for these two definitions. The dif-
ference is in the order of a few percentage points,
the largest difference is seen for Portuguese–French
(79% v.s 74% Grammatical Coverage), for some
language pairs there is no difference. For the au-
tomatically aligned corpora the absolute difference
is on average about 2%. We attribute this to the fact
that there are only very few discontiguous TEUs that
can be covered by NF-ITG in this data.

The second thing to notice is that the scores are
much higher for the corpora from the LREC dataset
than they are for the manually aligned English–
German corpus. The approximately double source
and target length of the manually aligned English–
German corpus, in combination with somewhat less
dense alignments makes this corpus much harder
than the LREC corpora. Intuitively, one would
expect that more alignment links make alignments
more complicated. This turns out to not always be
the case. Further inspection of the LREC alignments
also shows that these alignments often consist of
parts that are completely linked. Such completely
linked parts are by definition treated as atomic
TEUs, which could make the alignments look sim-

pler. This contrasts with the situation in the man-
ually aligned English–German corpus where on av-
erage less alignment links exist per word. Exam-
ples 1 and 2 show that dense alignments can be sim-
pler than less dense ones. This is because sometimes
the density implies idiomatic TEUs which leads to
rather flat lexical productions. We think that id-
iomatic TEUs reasonably belong in the lexicon.

When we look at the results for the automati-
cally aligned corpora at the lowest rows in the ta-
ble, we see that these are comparable to the results
for the manually aligned English–German corpus
(and much lower than the results for the LREC cor-
pora). This could be explained by the fact that the
manually aligned English–German is not only Eu-
roparl data, but possibly also because the manual
alignments themselves were obtained by initializa-
tion with the GIZA++ alignments. In any case, the
manually and automatically acquired alignments for
this data are not too different from the perspective of
NF-ITG. Further differences might exist if we would
employ another class of grammars, e.g., full SCFGs.

One the one hand, we find that manual align-
ments are well but not fully covered by NF-ITG.
On the other, the automatic alignments are not cov-
ered well but NF-ITG. This suggests that these au-
tomatic alignments are difficult to cover by NF-ITG,
and the reason could be that these alignments are
built heuristically by trading precision for recall cf.
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(Och and Ney, 2003). Sogaard (Søgaard, 2010) re-
ports that full ITG provides a few percentage points
gains over NF-ITG.

Overall, we find that our results for the LREC data
are far higher Sogaard’s (Søgaard, 2010) results but
lower than the upperbounds of (Søgaard and Wu,
2009). A similar observation holds for the English–
German manually aligned EuroParl data, albeit the
maximum length (15) used in (Søgaard and Wu,
2009; Søgaard, 2010) is different from ours (40). We
attribute the difference between our results and So-
gaard’s approach to our choice to adopt lexical pro-
ductions of NF-ITG that contain own internal align-
ments (the detailed version) and determined by the
atomic TEUs of the word alignment. Our results
differ substantially from (Søgaard and Wu, 2009)
who report upperbounds (indeed our results still fall
within these upperbounds for the LREC data).

8 Related Work

The array of work described in (Zens and Ney,
2003; Wellington et al., 2006; Søgaard and Wu,
2009; Søgaard and Kuhn, 2009; Søgaard, 2010) con-
centrates on methods for calculating upperbounds
on the alignment coverage for all ITGs, including
NF-ITG. Interestingly, these upperbounds are deter-
mined by filtering/excluding complex alignment phe-
nomena known formally to be beyond (NF-)ITG.
None of these earlier efforts discussed explicitly the
dilemmas of instantiating a grammar formalism or
how to formally parse word alignments.

The work in (Zens and Ney, 2003; Søgaard and
Wu, 2009), defining and counting TEUs, provides
a far tighter upperbound than (Wellington et al.,
2006), who use the disjunctive interpretation of
word alignments, interpreting multiple alignment
links of the same word as alternatives. We adopt the
conjunctive interpretation of word alignments like a
majority of work in MT, e.g., (Ayan and Dorr, 2006;
Fox, 2002; Søgaard and Wu, 2009; Søgaard, 2010).

In deviation from earlier work, the work in (Sø-
gaard and Kuhn, 2009; Søgaard and Wu, 2009;
Søgaard, 2010) discusses TEUs defined over word
alignments explicitly, and defines evaluation metrics
based on TEUs. In particular, Sogaard (Søgaard,
2010) writes that he employs "a more aggressive
search" for TEUs than earlier work, thereby leading

to far tighter upperbounds on hand aligned data. Our
results seem to back this claim but, unfortunately, we
could not pin down the formal details of his proce-
dure.

More remotely related, the work described in
(Huang et al., 2009) presents a binarization algo-
rithm for productions of an SCFG instance (as op-
posed to formalism). Although somewhat related,
this is different from checking whether there exists
an NF-ITG instance (which has to be determined)
that covers a word alignment.

In contrast with earlier work, we present the align-
ment coverage problem as an intersection of two par-
tially ordered sets (graphs). The partial order over
TEUs as well as the formal definition of parsing as
intersection in this work are novel elements, mak-
ing explicit the view of word alignments as automata
generating partially order sets.

9 Conclusions

In this paper we provide a formal characterization
for the problem of determining the coverage of a
word alignment by a given grammar formalism as
the intersection of two partially ordered sets. These
partially ordered set of TEUs can be formalized in
terms of hyper-graphs implementing forests (packed
synchronous trees), and the coverage as the intersec-
tion between sets of synchronous trees generalizing
the trees of (Zhang et al., 2008).

Practical explorations of our findings for the bene-
fit of models of learning reordering are underway. In
future work we would like to investigate the exten-
sion of this work to other limited subsets of SCFGs.
We will also investigate the possibility of devising
ITGs with explicit links between terminal symbols
in the productions, exploring different kinds of link-
ing.
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Abstract

We propose synchronous linear context-free
rewriting systems as an extension to syn-
chronous context-free grammars in which syn-
chronized non-terminals span k ≥ 1 continu-
ous blocks on each side of the bitext. Such
discontinuous constituents are required for in-
ducing certain alignment configurations that
occur relatively frequently in manually an-
notated parallel corpora and that cannot be
generated with less expressive grammar for-
malisms. As part of our investigations con-
cerning the minimal k that is required for in-
ducing manual alignments, we present a hier-
archical aligner in form of a deduction system.
We find that by restricting k to 2 on both sides,
100% of the data can be covered.

1 Introduction

The most prominent paradigms in statistical ma-
chine translation are phrase-based translation mod-
els (Koehn et al., 2003) and tree-based approaches
using some form of a synchronous context-free
grammar (SCFG) (Chiang, 2007; Zollmann and
Venugopal, 2006; Hoang and Koehn, 2010), in par-
ticular inversion transduction grammar (ITG) (Wu,
1997). The rules of the translation models are usu-
ally learned from word aligned parallel corpora.
Synchronous grammars also induce alignments be-
tween words in the bitext when simultaneously rec-
ognizing words via the application of a synchronous
rule (Wu, 1997). Due to their central role, it is im-
portant that a synchronous grammar formalism is
powerful enough to generate all alignment config-
urations that occur in hand-aligned parallel corpora

(i)

a b c d

b d a c

(ii)

a b

a1 b1 a2 b2

(iii)

a1 b a2

b1 a b2

Figure 1: (i) inside-out alignment (Wu, 1997); (ii) cross-
serial discontinuous translation unit (Søgaard and Kuhn,
2009); (iii) bonbon alignment (Simard et al., 2005)

that are taken to be a gold standard of translational
equivalence (Wellington et al., 2006).

The empirical adequacy of phrase-based and
SCFG-based translation models has been put into
question (Wellington et al., 2006; Søgaard and
Kuhn, 2009; Søgaard and Wu, 2009; Søgaard, 2010)
because they are unable to induce certain alignment
configurations. In the alignments in Figure 1, the
translation units a, b, c, and d cannot be indepen-
dently generated by a binary SCFG. Due to a re-
ordering component, phrase-based systems can han-
dle (i), but neither (ii) nor (iii). Those phenomena
however occur relatively frequently in hand-aligned
parallel corpora. Wellington et al. (2006) found that
complex structures such as inside-out alignments oc-
cur in 5% of English-Chinese sentence pairs and in
the study of Søgaard and Kuhn (2009) between 1.6%
(for Danish-English data) and 12.1% (for Danish-
Spanish data) of all translation units are discontinu-
ous, i.e. not derivable by ITGs in normal form.

As Wellington et al. (2006) already noted for
inside-out alignments, discontinuous constituents
are required for binary synchronous derivations of
the alignment configurations under consideration.
This is illustrated in Figure 2: the yields of A 2
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(i) (iii)A 4

A 3

A 2

A 1

a b c d

b d a c

A 1

A 2

A 3

A 4

A 3

A 2A 1

a1 b a2

b1 a b2

A 1A 2

A 3

Figure 2: Synchronous derivations: co-indexed non-
terminals are generated synchronously. Note that many
other derivations that induce the same alignment struc-
tures are possible, but all of them involve at least one dis-
continuous constituent.

and A 3 in (i) are discontinuous on the target side,
in (iii) the yield of A 1 is discontinuous on the source
side and the yield of A 2 is discontinuous on the
target side. We therefore propose to augment tree-
based approaches such that they can account for dis-
continuous constituents in the source and/or target
derivation. This implies going beyond the power of
context-free grammars.

In the monolingual parsing community, linear
context-free rewriting systems (LCFRS) have been
established as an appropriate formalism for the mod-
eling of discontinuous structure (Maier and Lichte,
2011; Kuhlmann and Satta, 2009). LCFRS is an ex-
tension of CFG, in which non-terminals can span
k ≥ 1 continuous blocks of a string. k is termed
the fan-out of the non-terminal. If k = 1 for all
non-terminals, the grammar is a CFG. Recent work
shows that probabilistic data-driven parsing with
LCFRS is indeed feasible and gives acceptable re-
sults (Maier, 2010; Evang and Kallmeyer, 2011; van
Cranenburgh, 2012; Maier et al., 2012; Kallmeyer
and Maier, 2013). It seems timely to transfer these
findings to statistical machine translation.

In this work, we introduce the notion of syn-
chronous LCFRS for translation and show how the
alignments in Figure 1 are induced. Since the pars-
ing complexity of LCFRS, and thus of synchronous

LCFRS as well, depends directly on k, the num-
ber of blocks that a non-terminal in the grammar
may span, an investigation concerning the empiri-
cally required k is carried out on manually aligned
data. For this purpose, we present a parallel parser
for an all-accepting synchronous LCFRS that is used
to validate hierarchical alignments for a given k.
This extends the work of Wellington et al. (2006)
and Søgaard (2010) from a methodological point of
view, as will be explained in Section 5. In particular,
we will revise the results that Søgaard (2010) pre-
sented concerning the coverage of ITG. Our exper-
iments furthermore include data sets that have not
been used in previous similar studies.

2 Synchronous LCFRS for Translation

2.1 LCFRS

An LCFRS1 (Vijay-Shanker et al., 1987; Weir,
1988) is a tuple G = (N,T, V, P, S) where N is
a finite set of non-terminals with a function dim:
N → N determining the fan-out of each A ∈ N ; T
and V are disjoint finite sets of terminals and vari-
ables; S ∈ N is the start symbol with dim(S) = 1;
and P is a finite set of rewriting rules

A(α1, . . . , αdim(A))→ A1(X
(1)
1 , . . . , X

(1)
dim(A1)

)

· · ·Am(X
(m)
1 , . . . , X

(m)
dim(Am))

where A,A1, . . . , Am ∈ N , X(i)
j ∈ V for 1 ≤ i ≤

m, 1 ≤ j ≤ dim(Ai) and αi ∈ (T ∪ V )∗ for
1 ≤ i ≤ dim(A), for a rank m ≥ 0. For all r ∈ P ,
every variableX in r occurs exactly once in the left-
hand side (LHS) and exactly once in the right-hand
side (RHS) of r. r describes how the yield of the
LHS non-terminal is computed from the yields of
the RHS non-terminals. The yield of S is the lan-
guage of the grammar. Figure 3 shows a sample
LCFRS with more explanations.

The rank of G is the maximal rank of any of its
rules, and its fan-out is the maximal fan-out of any
of its non-terminals. G is called a (u, v)-LCFRS if
it has rank u and fan-out v.

2.2 Synchronous LCFRS

We define synchronous LCFRS (SLCFRS) in par-
allel to synchronous CFG, see for example Satta

1We use the syntax of simple range concatenation grammars
(Boullier, 1998), a formalism that is equivalent to LCFRS.
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A(ab, cd)→ ε 〈ab, cd〉 in yield of A
A(aXb, cY d)→ A(X, Y ) if 〈X, Y 〉 in yield of A,

then also 〈aXb, cY d〉 in
yield of A

S(XY )→ A(X, Y ) if 〈X, Y 〉 in yield of A,
then 〈XY 〉 in yield of S

Figure 3: Sample LCFRS for L = {anbncndn |n > 0}

and Peserico (2005). An SLCFRS is a tuple G =
(Ns, Nt, Ts, Tt, Vs, Vt, P, Ss, St) where Ns, Ts, Vs,
Ss, resp. Nt, Tt, Vt, St are defined as for LCFRS.
They denote the alphabets for the source and tar-
get side respectively. P is a finite set of syn-
chronous rewriting rules 〈rs, rt,∼〉 where rs and rt
are LCFRS rewriting rules based on Ns, Ts, Vs and
Nt, Tt, Vt respectively, and ∼ is a bijective mapping
of the non-terminals in the RHS of rs to the non-
terminals in the RHS of rt. This link relation is rep-
resented by co-indexation in the synchronous rules.
During a derivation, the yields of two co-indexed
non-terminals have to be explained from one syn-
chronous rule. 〈Ss, St〉 is the start pair.

We call the tuple (Ns, Ts, Vs, Ps, Ss) the source
side grammar Gs and (Nt, Tt, Vt, Pt, St) the target
side grammar Gt where Ps is the set of all rs in P
and Pt is the set of all rt in P . The rank u of G is
the maximal rank of Gs and Gt, and the fan-out v of
G is the sum of the fan-outs of Gs and Gt. We will
sometimes write vvGs |vGt

to make clear how the fan-
out of G is distributed over the source and the target
side. As in the monolingual case, a corresponding
grammar G is called a (u, v)-SLCFRS.

As an example consider the rules in Figure 4.
They translate cross-serial dependencies into nested
ones. The rank of the corresponding grammar is 2
and its fan-out 42|2.

Note that instead of defining an SLCFRS, one
could also set the fan-out of each non-terminal in
an LCFRS to ≥ 2, set dim(S) = 2, and formu-
late synchronization between the arguments of the
non-terminals. The main disadvantage is that this
requiresNs = Nt. Furthermore, this seems less per-
spicuous than SLCFRS when moving from SCFG
to mild context-sensitivity. Generalized Multitext
Grammar (Melamed et al., 2004) is another weakly
equivalent grammar formalism.

In correspondence to ITG and normal-form ITG
(NF-ITG) (Søgaard and Wu, 2009), we say an

〈A(a, c)→ ε , C(a, c)→ ε〉
〈B(b, d)→ ε , D(bd)→ ε〉
〈A(aX, cZ)→ A 1 (X, Z) , C(aX, Zc)→ C 1 (X, Z)〉
〈B(bY, dU)→ B 1 (Y, U) , D(bY d)→ D 1 (Y )〉
〈S(XY ZU)→ A 1 (X, Z)B 2 (Y, U) ,

S(XY Z)→ C 1 (X, Z)D 2 (Y )〉

Figure 4: Sample SLCFRS for L =
{〈anbmcndm, anbmdmcn〉 |n,m > 0}

SLCFRS G is in normal form if the following two
conditions hold: (a) the rank of G is at most 2 and
(b) for all r ∈ P it holds that the LHS arguments
of rs and rt contain either terminals or variables, but
no mixture of both. The grammar in Figure 4 is not
in normal form.

While ITGs constrain the order of the non-
terminals in the RHS of the target side to be in the
same or in the reverse order compared to the non-
terminals in the RHS of the source side, we do not
impose such ordering constraints (on the variables)
for SLCFRS. However, it is obvious that a (2, 21|1)-
SLCFRS is equivalent to an ITG of rank 2 and that
a (2, 21|1)-SLCFRS in normal form is equivalent to
a NF-ITG.

2.3 Alignment Capacity

A translation unit is a maximally connected sub-
graph of a given alignment structure. Typically this
is the smallest unit from which translation mod-
els are learned. During a synchronous derivation,
we interpret simultaneously recognized terminals as
aligned (Wu, 1997). They thus correspond to a trans-
lation unit. We call the synchronous derivation tree
a hierarchical alignment. Many-to-many alignments
are interpreted conjunctively. This means that to in-
duce a given translation unit, a grammar has to be
able to generate the complete translation unit, and
not just one of the corresponding word alignments.
The last point has been argued for in Søgaard and
Kuhn (2009).

SLCFRS are able to induce the alignment struc-
tures under consideration (in Figure 1). This is ex-
emplified by the rules given in Figure 5.

Clearly, there exist many different possible hier-
archical alignments for a given alignment structure.
The underlying constraints for the grammars in Fig-
ure 5 are (a) each translation unit is represented by
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(i)
〈A(a)→ ε , A(a)→ ε〉
〈A(Xb)→ A 1 (X) , A(b, Y )→ A 1 (Y )〉
〈A(Xc)→ A 1 (X) , A(Y1, Y2c)→ A 1 (Y1, Y2)〉
〈A(Xd)→ A 1 (X) , A(Y1dY2)→ A 1 (Y1, Y2)〉

(ii)
〈A(a)→ ε , A(a1, a2)→ ε〉
〈A(Xb)→ A 1 (X) , A(Y1b1Y2b2)→ A 1 (Y1, Y2)〉
or
〈A(b)→ ε , A(b1, b2)→ ε〉
〈A(aX)→ A 1 (X) , A(a1Y1a2Y2)→ A 1 (Y1, Y2)〉

(iii)
〈A(a1, a2)→ ε , A(a)→ ε〉
〈A(X1bX2)→ A 1 (X1, X2) , A(b1Y b2)→ A 1 (Y )〉
or
〈A(b)→ ε , A(b1, b2)→ ε〉
〈A(a1Xa2)→ A 1 (X) , A(Y1aY2)→ A 1 (Y1, Y2)〉

Figure 5: SLCFRS rules that induce the alignments in
Figure 1. For (i) there are many other derivations possi-
ble, since there are 4! possibilities to combine the trans-
lation units in a binary way. The shown rules correspond
to Figure 2(i).

exactly one rule and (b) each rule aligns exactly one
translation unit and combines it with at most one al-
ready established synchronous constituent.

ITG and NF-ITG do not generate the same class
of alignments (Søgaard and Wu, 2009). In paral-
lel, a (2, v)-SLCFRS in normal form does not gen-
erate the same class of alignments as an unrestricted
(2, v)-SLCFRS. Consider, for example, a discontin-
uous translation unit d with two gaps on the source
side and a grammar G with fan-out 32|1. G in nor-
mal form cannot induce d. In general, for generat-
ing x gaps, a fan-out of x+ 1 is required. However,
without the normal form requirement, G can possi-
bly induce d with a rule that combines the terminals
of d with the constituents that fill the gaps.

2.4 Parsing Complexity

LCFRS in normal form can be parsed in O(n3k)
where k is the fan-out of the grammar (Seki et al.,
1991). This result can be transferred to SLCFRS:
An SLCFRS with fan-out v is essentially an LCFRS
with fan-out v + 1. However, because of the start
non-terminal S with dim(S) = 2, all non-terminals
A ∈ N with dim(A) ≥ 2 and the special inter-
pretation of the source/target side meaning that vari-
ables occur either on the source or target side but

〈T (αs)→ ε , T (βt)→ ε〉
〈A(α1)→ T 1 (α1) , A(β1)→ T 1 (β1)〉
〈A(α1)→ A 1 (α2)A 2 (α3) , A(β1)→ A 1 (β2)A 2 (β3)〉

where αs ∈ (Ts
∗)k0 ,βt ∈ (Tt

∗)k′
0 ,αi ∈ (Vs

+)kj ,βi ∈
(Vt

+)k′
j for 0 < kj ≤ ks, 0 < k′j ≤ kt, 0 < i ≤ 3, 0 ≤ j ≤ 3

Figure 6: All-accepting SCLFRS in normal form with
fan-out v = ks + kt

cannot change sides, no items that cross or involve
the additional gap have to be built during parsing.
Bitext parsing with SLCFRS in normal form can
therefore also be performed in O(n3v) where n =

max(ns, nt), or more specifically O(n
3vGs
s n

3vGt
t )

where ns, nt are the lengths of the source and tar-
get input strings respectively.

3 Empirical Investigation

Since parsing complexity with SLCFRS is deter-
mined by the fan-out v of the grammar, we con-
duct an investigation to find out which v would be
required to fully cover the alignment configurations
that occur in manually aligned parallel corpora.

3.1 Bottom-Up Hierarchical Aligner
Our study is based on alignment validation
(Søgaard, 2010), i.e. we check whether an align-
ment structure can be generated by an all-accepting
SLCFRS with a specific v. Such a grammar is de-
picted in Figure 6. Note in particular that it leaves
open how to compose the yield of the LHS non-
terminal from the two RHS constituents. To be able
to use the grammar for parsing, one would have to
spell out all combination possibilities.

Instead, we use the idea of a bottom-up hierar-
chical aligner (Wellington et al., 2006). It works
very much like a synchronous parser, but the con-
straints for inferences are the word alignments and
potentially other things, and not the rewriting rules
of a grammar. Initial constituents are built from
the word alignments, then constituents are combined
with each other. The goal is to find a constituent that
completely covers the input. In our case, the con-
straints for the hierarchical aligner come from the
translation units, the fan-out vks|kt

of the simulated
grammar and possibly a normal-form requirement.

We specify the hierarchical aligner in terms of
a deduction system (Shieber et al., 1995). Deduc-
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tion rules have the form A1...Am
B C where A1 . . . Am

and B are items, i.e. intermediate parsing results,
and C is a list of conditions on A1 . . . Am and B.
The interpretation is that if A1 . . . Am can be de-
duced and conditions C hold, then B can be de-
duced. Our items have the form 〈[Xs,ρs], [Xt,ρt]〉
whereXs ∈ Ns andXt ∈ Nt of the simulated gram-
mar. All-accepting grammars usually have only one
non-terminal symbol, but we need a distinction be-
tween pre-terminal constituents T and general con-
stituents A for simulating SLCFRS in normal form
as well as the full class. ρs and ρt characterize the
spans of the synchronous constituent on the source
and target side respectively. We view them as bit
vectors where ρs(i) = 1 means that si is in the
yield of Xs, and ρt(i

′) = 1 that ti′ is in the yield
of Xt. 〈s0...n, t0...n′〉 is the input sentence pair
that is segmented into m disjoint translation units
〈D(m)

s , D
(m)
t 〉 based on the given word alignment

structure. D(m)
s and D(m)

t are sets of word indices
into s and t respectively. We furthermore specify
some useful operations for bit vectors. The ∪ opera-
tor combines bit vectors of the same length to a new
bit vector by an elementwise or operation, while the
intersection ∩ of two bit vectors is the elementwise
and operation. 0l is a bit vector ρ such that ρ(i) = 0
for all 0 ≤ i ≤ l. The function b(ρ) returns the
number of blocks of ρ, i.e. the number of continu-
ous sequences of 1s in ρ.

Figure 7 shows the deduction rules of the hi-
erarchical aligner that simulate an all-accepting
SLCFRS in normal form. Scan builds T items from
translation units, Unary creates A items from T
items, and Binary combines two A items to a larger
A item. Via the side conditions, A items are only
created if they respect the specified fan-out vks|kt

of the all-accepting grammar. If the hierarchical
aligner finds an A item that spans 〈s, t〉, the align-
ment structure of 〈s, t〉 is valid, i.e. can be induced
by an SLCFRS in normal form with fan-out vks|kt

.

Since we are also interested in the empirical align-
ment capacity of SLCFRS without normal-form re-
striction, we present an extended deduction system
in Figure 8. The additional rules lead to the simu-
lation of an SLCFRS of rank 2 where terminals and
variables can be combined in the arguments of the
LHS non-terminals of the rewriting rules. Note in

particular that the generation of T items is not con-
strained by a maximally allowed vks|kt

.
For the computation of the items, we use standard

chart parsing techniques, maintaining a chart and an
agenda.

3.2 Data

We use manually aligned parallel corpora for our
study.2 Data sets that have already been previously
used in similar experiments, e.g. in Wellington et
al. (2006), Søgaard and Wu (2009), and Søgaard
(2010), are those from Martin et al. (2005) for
English-Romanian and English-Hindi, the English-
French data from Mihalcea and Pedersen (2003), the
Europarl data set described in Graça et al. (2008) for
the six combinations of English, French, Portuguese
and Spanish, the English-German Europarl data that
was created for Padó and Lapata (2006), and data
sets with Danish as the source language that are part
of the Parole corpus of the Copenhagen Dependency
Treebank (Buch-Kromann et al., 2009).

We furthermore perform our study on data sets
that, to the best of our knowledge, have not been
evaluated in a similar setting before. Those are
English-Swedish gold alignments documented in
Holmqvist and Ahrenberg (2011), the English-
Inuktitut data used in Martin et al. (2005), more
English-German data3, the English-Spanish data set
in Lambert et al. (2005) and English-Dutch align-
ments that are part of the Dutch Parallel Corpus
(Macken, 2010). Characteristics about the data sets
are presented in the last columns of Table 1.

3.3 Method

We apply the bottom-up hierarchical alignment al-
gorithm in various configurations to each manually
aligned sentence pair. If a goal item is found, the
alignment structure can be induced with the formal-
ism in question. We measure the number of sen-
tence pairs for which a hierarchical alignment was
reached over the total number of sentence pairs.
Søgaard (2010) refers to this as alignment reach-
ability, which is the inverse of parse failure rate
(Wellington et al., 2006).

2Whenever there are sure (S) and possible (P) alignments
annotated, we use both.

3By T. Schoenemann, from http://user.phil-fak.
uni-duesseldorf.de/˜tosch/downloads.html
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Scan: 〈[T,ρs], [T,ρt]〉
a translation unit 〈Ds, Dt〉

where ρs(i) = 1 if i ∈ Ds, otherwise ρs(i) = 0, and ρt(i
′) = 1 if i′ ∈ Dt, otherwise ρt(i

′) = 0

Unary:
〈[T,ρs], [T,ρt]〉
〈[A,ρs], [A,ρt]〉

b(ρs) ≤ ks, b(ρt) ≤ kt

Binary:
〈[A,ρ1

s], [A,ρ1
t ]〉, 〈[A,ρ2

s], [A,ρ2
t ]〉

〈[A,ρ3
s], [A,ρ3

t ]〉
ρ1

s ∩ ρ2
s = 0n,ρ1

t ∩ ρ2
t = 0n′

, b(ρ3
s) ≤ ks, b(ρ

3
t ) ≤ kt

where ρ3
s = ρ1

s ∪ ρ2
s and ρ3

t = ρ1
t ∪ ρ2

t

Goal: 〈[A,ρs], [A,ρt]〉
where ρs(i) = 1 for all 0 ≤ i ≤ n and ρt(i

′) = 1 for all 0 ≤ i′ ≤ n′

Figure 7: CYK deduction system for an all-accepting SLCFRS in normal form with fan-out vks|kt

UnaryMixed:
〈[T,ρT

s ], [T,ρT
t ]〉, 〈[A,ρA

s ], [A,ρA
t ]〉

〈[A,ρs], [A,ρt]〉
ρT

s ∩ ρA
s = 0n,ρT

t ∩ ρA
t = 0n′

, b(ρs) ≤ ks, b(ρt) ≤ kt

where ρs = ρT
s ∪ ρA

s and ρt = ρT
t ∪ ρA

t

BinaryMixed:
〈[T,ρT

s ], [T,ρT
t ]〉, 〈[A,ρ1

s], [A,ρ1
t ]〉, 〈[A,ρ2

s], [A,ρ2
t ]〉

〈[A,ρ3
s], [A,ρ3

t ]〉

ρT
s ∩ ρ1

s = 0n,ρ1
s ∩ ρ2

s = 0n,ρ2
s ∩ ρT

s = 0n,

ρT
t ∩ ρ1

t = 0n′
,ρ1

t ∩ ρ2
t = 0n′

,ρ2
t ∩ ρT

t = 0n′
,

b(ρ3
s) ≤ ks, b(ρ

3
t ) ≤ kt

where ρ3
s = ρT

s ∪ ρ1
s ∪ ρ2

s and ρ3
t = ρT

t ∪ ρ1
t ∪ ρ2

t

Figure 8: Additional inference rules for the deduction system in Figure 7 for simulating an SLCFRS of rank 2 without
normal form restriction.

SLCFRS
NF u = 2 Søgaard (2010) Data

v = 21|1 v = 42|2 v = 21|1 v = 42|2 NF-ITG ITG
= NF-ITG = ITG #SPs min med max

Martin
en-ro (30) 45.07 97.85 95.07 100.00 - - 447 2|2 20|19 96|94
en-hi (40) 82.73 100.00 96.36 1|2

2|1100.00 - - 115 1|1 10|12 45|58
en-iu (40) 40.66 95.60 100.00 100.00 - - 100 10|3 26|10 79|26

Pado en-de (15) 73.74 100.00 94.41 1|2100.00 38.97 45.13 987 5|5 24|23 40|40
Mihal. en-fr 67.56 98.88 95.30 100.00 *76.98 *81.75 447 2|2 16|17 30|30

Graça

en-fr 73.00 100.00 95.00 1|2100.00 65.00 68.00 100 4|4 11|13 14|21
en-pt 76.00 100.00 98.00 1|2

2|1100.00 65.00 67.00 100 4|3 11|12 14|21
en-es 82.00 100.00 96.00 1|2

2|1100.00 73.00 74.00 100 4|4 11|11 14|24
pt-fr 73.00 97.00 92.00 1|2100.00 63.00 63.00 100 3|4 12|13 21|21
pt-es 90.00 99.00 99.00 1|2

2|1100.00 80.00 81.00 100 3|4 12|11 21|24
es-fr 74.00 100.00 91.00 1|2100.00 68.00 68.00 100 4|4 11|13 24|21

CDT

da-en (25) 72.90 98.93 97.80 100.00 - - 5464 1|1 16|17 89|98
da-de (25) 64.87 98.42 94.94 1|2

2|1100.00 *47.62 *49.35 449 1|1 17|18 75|74
da-es (25) 66.61 97.68 97.50 100.00 *30.68 *35.54 807 1|1 16|18 78|97
da-it (25) 69.01 97.65 97.95 100.00 *60.00 *60.00 1514 1|1 16|19 78|268

Holmqv. en-sv (30) 82.83 99.78 95.60 100.00 - - 1164 1|1 21|19 40|40
Schoen. en-de (40) 29.15 94.74 76.11 100.00 - - 300 1|1 21|22 77|79
Lambert en-es (40) 47.15 97.83 94.85 100.00 - - 500 4|4 26|27 90|99
Macken en-nl (30) 57.14 98.86 94.86 100.00 - - 699 1|1 20|19 107|105

Table 1: Alignment reachability scores of our experiments and those of Søgaard (2010), plus characteristics of the data
sets. The numbers in parentheses are the sentence length cut-offs used in our experiments. The results marked with *
are not directly comparable to ours because different versions of the data sets were used.
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3.4 Results

Table 1 shows the results. It confirmes that NF-
ITG is not capable of generating the majority of
alignment configurations. However, when allow-
ing discontinuous constituents with maximally two
blocks on each side (v = 42|2), NF-SLCFRS in-
duces all alignments present in six of the data sets,
and reaches scores > 97 for the other data sets, ex-
cept two of them for which scores are still > 94.7.

For grammars without normal-form constraint,
alignment reachability is generally higher. We tested
grammars of rank 2 and found that over 90% of the
sentence pairs in each data set can be induced with-
out the necessity of discontinuous constituents (ex-
cept data set Schoen.). Such grammars roughly cor-
respond to successfully applied translation models,
e.g. in Hiero (Chiang, 2007). Nevertheless, our ex-
periments show that the gold alignments contain a
proportion of structures that cannot be generated by
ITGs. With a (2, 42|2)-SLCFRS, all occurring align-
ment configurations are captured. For some data
sets, a fan-out of 3 is enough to induce all align-
ments. This is indicated by 1|2 and 2|1.

Going back to grammars in normal form, the sen-
tence pairs that cannot be induced with a grammar
of fan-out 42|2 all display translation units that re-
quire three (or very rarely four) blocks on at least
the source or the target side. An interesting observa-
tion is that only the English-Inuktitut data can nev-
ertheless be generated with fan-out 4, by distribut-
ing the allowed discontinuity unequally: with a NF-
SLCFRS with fan-out 43|1, the alignment reachabil-
ity is 100. This is not surprising given the fact that
Inuktitut is a polysynthetic language.

Previous results by Søgaard (2010) concerning
the coverage of ITG and NF-ITG on hand-aligned
data, repeated for convenience in Table 1, are much
lower than ours and therefore present a highly dis-
torted picture concerning the empirical need of dis-
continuous constituents. This is due to the fact that
the implementation4 used for the experiments han-
dles unaligned words incorrectly. They are added
deterministically to the first constituent that encoun-
ters them, which leads to false negatives as further
explained in Figure 9. After fixing this issue, the
same results as for NF-SLCFRS with v = 21|1 are

4http://cst.dk/anders/itg-search.html

[ ] 6
[ ] 5
[ ] 4
[ ] 1 [ ] 2 [ ] 3

a b c d

a’ b’ c’ d’

[ ] 1 [ ] 2 [ ] 3
[ ] 4
[ ] 5
[ ] 6

Figure 9: Synchronous ITG parse chart provided by the
implementation from Søgaard (2010): c “belongs to”
constituent 6 while c’ “belongs to” constituent 5 . When
trying to combine 4 and 3 , c and c’ are not considered as
unaligned because they are already part of a constituent,
and neither 5 nor 6 can be combined with 3 without cre-
ating a discontinuous constituent. The algorithm cannot
find a larger continuous constituent, the alignment valida-
tion therefore returns false. However, this simple align-
ment structure lies within the power of NF-ITG and ITG.

obtained. Another problem of the implementation
concerns discontinuous translation units. Søgaard’s
alignment validation returns false if the words in the
gap are aligned, although such configurations are
induced by unrestricted ITG, see Søgaard and Wu
(2009, Section 3.2.1).

4 Discussion

Our experiments show that by moving from syn-
chronous grammars with only continuous con-
stituents to grammars that allow two blocks per
constituent, (almost) all manual alignments can be
generated, depending on whether the normal-form
is enforced or not. Given the parsing complexity
that comes with allowing discontinuities, this is a
promising finding since it has already been shown
for monolingual parsing that restricting the fan-out
to 2 drastically reduces parsing times (Maier et al.,
2012). In the future, we might also investigate
whether refraining from ill-nested structures (Maier
and Lichte, 2011) is a reasonable option for tree-
based machine translation in order to reduce com-
plexity (Gómez-Rodrı́guez et al., 2010).

Even though bitext parsing complexity for
SLCFRS is prohibitively high, we expect that, given
the techniques that have been developed for transla-
tion with SCFG, SLCFRS finds its application as a
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translation model. In practice, only source side pars-
ing is performed for translation and various prun-
ing methods are applied to reduce the search space
(e.g. in Chiang (2005), Yamada and Knight (2002)
and many others).

It should also be mentioned that it is not clear yet
how alignment reachability scores relate to machine
translation quality and evaluation. We can never-
theless infer from the presented results that what is
considered as translationally equivalent by the anno-
tators of the data sets and their guidelines is beyond
the search space of SCFG. A supplementary study
could furthermore investigate translation unit error
rates (Søgaard and Kuhn, 2009) for the data sets, un-
der the assumption of a hierarchical SLCFRS align-
ment with a specific fan-out.

5 Related Work

Our empirical investigation extends previous stud-
ies, and thus provides new insights. Both Welling-
ton et al. (2006) and Søgaard (2010) use a bottom-
up hierarchical alignment algorithm with the goal of
investigating the alignment complexity of manually
aligned parallel corpora. Søgaard (2010) is however
only interested in the alignment reachability of ITG
and NF-ITG, and nothing beyond. We have further-
more revealed that the presented results underesti-
mate the alignment capacity of ITG and NF-ITG.

The study of Wellington et al. (2006) is very sim-
ilar to ours in that the number of blocks in discon-
tinuous constituents that are required for hierarchi-
cal alignment are investigated. The word alignments
are however treated disjunctively, which means that
in the case of n-to-m alignments with n,m ≥ 1,
it is enough to induce one of the involved align-
ments. With this methodology a large class of dis-
continuities we are interested in, e.g. cross-serial
discontinuous translation units, is ignored. The fail-
ure rates they present are therefore much lower than
ours. Wellington et al. (2006) also show that when
constraining synchronous derivations by monolin-
gual syntactic parse trees on the source and/or target
side, allowing discontinuous constituents becomes
even more important for inducing gold alignments.

We are of course not the first to propose a trans-
lation model that is expressive enough to induce
the alignments in question in Figure 1. Following

up on a translation model proposed by Simard et
al. (2005), Galley and Manning (2010) extend the
phrase-based approach in that they allow for discon-
tinuous phrase pairs. Their system outperforms a
phrase-based system and a system based on SCFG
of rank 2. In a way, our proposal to use SLCFRS
is the syntax-based counterpart to their approach.
Methods to integrate linguistic constituency infor-
mation into the so far only formal tree-based ap-
proach can be directly transferred from the SCFG-
based approaches to SLCFRS. In constrast, it is not
obvious how to include such information into the
phrase-based systems.

Søgaard (2008) proposes to use an even more ex-
pressive formalism than LCFRS, namely range con-
catenation grammar, and to exploit its ability to copy
substrings during the derivation. The downsides of
this approach are already mentioned in Søgaard and
Kuhn (2009); for example, no tight probability esti-
mation is possible for such a grammar.

The necessity of going towards mildly context-
sensitive formalisms for translation modeling has
also been advocated by Melamed (Melamed et al.,
2004; Melamed, 2004). This step was however
not motivated by the induction of specific complex
translation units, but rather by the general obser-
vation that discontinuous constituents are necessary
for synchronous derivations using linguistically mo-
tivated grammars. Discontinuous constituents also
emerge when binarizing synchronous grammars of
continuous yields with rank ≥ 4 (Melamed, 2003;
Rambow and Satta, 1999).

6 Conclusion

Motivated by the finding that synchronous CFG can-
not induce certain alignment configurations, we sug-
gest to use synchronous LCFRS instead, which al-
lows for discontinuities. Even though our empirical
investigation shows that with exclusively continuous
derivations more manual alignments can be captured
than previously reported, there are still many aligned
sentence pairs that can only be generated when set-
ting the fan-out of the translation grammar to > 2.
It remains to determine how such more accurate and
more expressive models relate to translation quality.
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José B. Mariño. 2005. Guidelines for word align-
ment evaluation and manual alignment. Language Re-
sources and Evaluation, 39:267–285.

Lieve Macken. 2010. An annotation scheme and gold
standard for Dutch-English word alignment. In Pro-
ceedings of the Seventh International Conference on
Language Resources and Evaluation (LREC’10).

Wolfgang Maier and Timm Lichte. 2011. Character-
izing discontinuity in constituent treebanks. In For-
mal Grammer 2009, Revised Selected Papers, volume
5591 of LNAI. Springer.

Wolfgang Maier, Miriam Kaeshammer, and Laura
Kallmeyer. 2012. Data-driven PLCFRS parsing revis-
ited: Restricting the fan-out to two. In Proceedings of
the Eleventh International Conference on Tree Adjoin-
ing Grammars and Related Formalisms (TAG+11).

Wolfgang Maier. 2010. Direct parsing of discontinu-
ous constituents in German. In Proceedings of the
NAACL HLT 2010 First Workshop on Statistical Pars-
ing of Morphologically-Rich Languages.

Joel Martin, Rada Mihalca, and Ted Pedersen. 2005.
Word alignment for languages with scarce resources.
In ACL Workshop on Building and Using Parallel
Texts.

I. Dan Melamed, Giorgio Satta, and Benjamin Welling-
ton. 2004. Generalized multitext grammars. In Pro-
ceedings of the 42nd Annual Conference of the Asso-
ciation for Computational Linguistics (ACL).

I. Dan Melamed. 2003. Multitext grammars and syn-
chronous parsers. In Proceedings of the 2003 Con-

76



ference of the North American Chapter of the Associ-
ation for Computational Linguistics on Human Lan-
guage Technology, pages 79–86.

I. Dan Melamed. 2004. Statistical machine translation
by parsing. In Proceedings of the 42nd Annual Con-
ference of the Association for Computational Linguis-
tics (ACL).

Rada Mihalcea and Ted Pedersen. 2003. An evaluation
exercise for word alignment. In Proceedings of the
HLT-NAACL 2003 Workshop on Building and Using
Parallel Texts: Data Driven Machine Translation and
Beyond, pages 1–10.
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