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Introduction

Welcome to the proceedings of the NAACL Workshop on the Induction of Linguistic Structure (WILS).
This workshop solicited papers addressing the challenges of learning in an unsupervised or minimally
supervised context with questions of linguistic structure. Inducing structured linguistic representations
from text has long been a fundamental problem in Computational Linguistics and Natural Language
Processing, drawing from theoretical Computer Science and Machine Learning. The popularity of the
area is driven by two different motivations. Firstly, it can help us to better understand the cognitive
process of language acquisition in humans. Secondly, it can help with portability of NLP applications
into new domains and new languages. Most NLP algorithms rely on syntactic parse structure created
by supervised methods, however in many cases there is no available training data, thus limiting the
portability of these algorithms. Consequently work on unsupervised induction of the linguistic structure
of language holds considerable promise, although current approaches are a long way from solving the
general problems. This workshop aimed to foster continuing research in structure induction, and bring
together different communities working on these problems, be it from a cognitive or a text processing
perspective.

The workshop also hosted the PASCAL Unsupervised Grammar Induction Challenge, which aimed to
foster continuing research in grammar induction and part-of-speech induction, while also opening up
the problem to more ambitious settings, including a wider variety of languages, removing the reliance
on gold standard parts-of-speech and, critically, providing a thorough evaluation.

Trevor Cohn, Phil Blunsom and João Graça, Workshop Chairs
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Montréal, Canada, June 3-8, 2012. c©2012 Association for Computational Linguistics

Unsupervised Induction of Frame-Semantic Representations

Ashutosh Modi Ivan Titov Alexandre Klementiev
Saarland University

Saarbrücken, Germany
{amodi|titov|aklement}@mmci.uni-saarland.de

Abstract

The frame-semantic parsing task is challeng-
ing for supervised techniques, even for those
few languages where relatively large amounts
of labeled data are available. In this prelim-
inary work, we consider unsupervised induc-
tion of frame-semantic representations. An
existing state-of-the-art Bayesian model for
PropBank-style unsupervised semantic role
induction (Titov and Klementiev, 2012) is ex-
tended to jointly induce semantic frames and
their roles. We evaluate the model perfor-
mance both quantitatively and qualitatively by
comparing the induced representation against
FrameNet annotations.

1 Introduction

Shallow representations of meaning, and semantic
role labels in particular, have a long history in lin-
guistics (Fillmore, 1968). In this paper we focus on
frame-semantic representations: a semantic frame is
a conceptual structure describing a situation (or an
entity) and its participants (or its properties). Par-
ticipants and properties are associated with seman-
tic roles (also called frame elements). For example,
following the FrameNet annotation guidelines (Rup-
penhofer et al., 2006), in the following sentences:

(a) [COOK Mary] cooks [FOOD the broccoli]
[CONTAINER in a small pan].

(b) Sautee [FOOD the onions] [MANNER gently ]
[TEMP SETTING on low heat].

the same semantic frame Apply Heat is evoked
by verbs cook and sautee, and roles COOK and
FOOD in the sentence (a) are filled by Mary and

the broccoli, respectively. Note that roles are spe-
cific to the frame, not to the individual lexical units
(verbs cook and sautee, in the example).1

Most approaches to predicting these representa-
tions, called semantic role labeling (SRL), have re-
lied on large annotated datasets (Gildea and Juraf-
sky, 2002; Carreras and Màrquez, 2005; Surdeanu
et al., 2008; Hajič et al., 2009). By far, most of
this work has focused on PropBank-style represen-
tations (Palmer et al., 2005) where roles are defined
for each individual verb, or even individual senses of
a verb. The only exceptions are modifiers and roles
A0 and A1 which correspond to proto-agent (a doer,
or initiator of the action) and proto-patient (an af-
fected entity), respectively. However, the SRL task
is known to be especially hard for the FrameNet-
style representations for a number of reasons, in-
cluding, the lack of cross-frame correspondence for
most roles, fine-grain definitions of roles and frames
in FrameNet, and relatively small amounts of statis-
tically representative data (Erk and Pado, 2006; Das
et al., 2010; Palmer and Sporleder, 2010; Das and
Smith, 2011). Another reason for reduced interest in
predicting FrameNet representations is the lack of
annotated resources for most languages, with anno-
tated corpora available or being developed only for
English (Ruppenhofer et al., 2006), German (Bur-
chardt et al., 2006), Spanish (Subirats, 2009) and
Japanese (Ohara et al., 2004).

Due to scarcity of labeled data, purely unsuper-
vised set-ups recently started to receive considerable
attention (Swier and Stevenson, 2004; Grenager and
Manning, 2006; Lang and Lapata, 2010; Lang and

1More accurately, FrameNet distinguishes core and non-
core roles with non-core roles mostly corresponding to mod-
ifiers, e.g., MANNER in sentence (b). Non-core roles are
expected to generalize across frames.
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cooksMary the broccoli in a small  pan  

CONTAINER

COOK FOOD

Apply_Heat

Figure 1: An example of a semantic dependency graph.

Lapata, 2011a; Lang and Lapata, 2011b; Titov and
Klementiev, 2012). However, all these approaches
have focused on PropBank-style representations.
This may seem somewhat unnatural as FrameNet
representations, though arguably more powerful, are
harder to learn in the supervised setting, harder to
annotate, and annotated data is available for a con-
siderably fewer languages. This is the gap which we
address in this preliminary study.

More specifically, we extend an existing state-
of-the-art Bayesian model for unsupervised seman-
tic role labeling and apply it to support FrameNet-
style semantics. In other words, our method jointly
induces both frames and frame-specific semantic
roles. We experiment only with verbal predicates
and evaluate the performance of the model with re-
spect to some natural baselines. Though the scores
for frame induction are not high, we argue that this is
primarily due to very high granularity of FrameNet
frames which is hard to reproduce for unsupervised
systems, as the implicit supervision signal is not ca-
pable of providing these distinctions.

2 Task Definition

In this work, we use dependency representations
of frame semantics. Dependency representations
for SRL (Johansson and Nugues, 2008) were made
popular by CoNLL-2008 and CoNLL-2009 shared
tasks (Surdeanu et al., 2008; Hajič et al., 2009), but
for English were limited to PropBank. Recently,
English FrameNet was also released in the depen-
dency format (Bauer et al., 2012). Instead of pre-
dicting argument spans, in dependency representa-
tion the goal is, roughly, to predict the syntactic head
of the argument. The semantic dependency repre-
sentation for sentence (a) is shown in Figure 1, la-
bels on edges denote roles and labels on words de-
note frames. Note that in practice the structures can
be more complex, as, for example, arguments can
evoke their own frames or the same arguments can
be shared by multiple predicates, as in right node

raising constructions.
The SRL task, or more specifically frame-

semantic parsing task consists, at least conceptually,
of four stages: (1) identification of frame-evoking
elements(FEE), (2) identification of arguments, (3)
frame labeling and (4) role labeling. In this work,
we focus only on the frame labeling and role label-
ing stages, relying on gold standard (i.e. the oracle)
for FEEs and role identification. In other words, our
goal is to label (or cluster) edges and nodes in the
dependency graph, Figure 1. Since we focus in this
study on verbal predicates only, the first stage would
be trivial and the second stage could be handled with
heuristics as in much of previous work on unsuper-
vised SRL (Lang and Lapata, 2011a; Titov and Kle-
mentiev, 2012).

Additionally to considering only verbal predi-
cates, we also assume that every verb belongs to
a single frame. This assumption, though restric-
tive, may be reasonable in practice as (a) the dis-
tributions across frames (i.e. senses) are gener-
ally highly skewed, (b) current state-of-the-art tech-
niques for word-sense induction hardly beat most-
frequent-sense baselines in accuracy metrics (Man-
andhar et al., 2010). This assumption, or its minor
relaxations, is relatively standard in work on unsu-
pervised semantic parsing tasks (Poon and Domin-
gos, 2009; Poon and Domingos, 2010; Titov and
Klementiev, 2011). From the modeling prospective,
there are no major obstacles to relaxing this assump-
tion, but it would lead to a major explosion of the
search space and, as a result, slow inference.

3 Model and Inference
We follow previous work on unsupervised seman-
tic role labeling (Lang and Lapata, 2011a; Titov
and Klementiev, 2012) and associate arguments with
their frame specific syntactic signatures which we
refer to as argument keys:

• Active or passive verb voice (ACT/PASS).
• Argument position relative to predicate

(LEFT/RIGHT).
• Syntactic relation to its governor.
• Preposition used for argument realization.
Semantic roles are then represented as clusters of

argument keys instead of individual argument occur-
rences. This representation aids our models in in-
ducing high purity clusters (of argument keys) while

2



reducing their granularity. Thus, if an argument key
k is assigned to a role r (k ∈ r), all of its occurrences
are labeled r.

3.1 A model for frame-semantic parsing
Our approach is similar to the models of Titov and
Klementiev (2012; 2011). Please, see Section 5 for
a discussion of the differences.

Our model encodes three assumptions about
frames and semantic roles. First, we assume that
the distribution of lexical units (verbal predicates)
is sparse for each semantic frame. Second, we en-
force the selectional restriction assumption: we as-
sume that the distribution over potential argument
fillers is sparse for every role, implying that ‘peaky’
distributions of arguments for each role r are pre-
ferred to flat distributions. Third, each role normally
appears at most once per predicate occurrence. Our
inference will search for a frame and role clustering
which meets the above requirements to the maximal
extent.

Our model associates three distributions with each
frame. The first one (φ) models the selection of lex-
ical units, the second (θ) governs the selection of ar-
gument fillers for each semantic role, and the third
(ψ) models (and penalizes) duplicate occurrence of
roles. Each frame occurrence is generated indepen-
dently given these distributions. Let us describe the
model by first defining how the set of model param-
eters and an argument key clustering are drawn, and
then explaining the generation of individual frame
instances. The generative story is formally presented
in Figure 2.

For each frame, we begin by drawing a dis-
tribution of its lexical units from a DP prior
DP (γ, H(P )) with a small concentration parame-
ter γ, and a base distribution H(P ), pre-computed as
normalized counts of all verbs in our dataset. Next,
we generate a partition of argument keys Bf from
CRP(α) with each subset r ∈ Bf representing a sin-
gle frame specific semantic role. The crucial part
of the model is the set of selectional preference pa-
rameters θf,r, the distributions of arguments x for
each role r of frame f . We represent arguments by
lemmas of their syntactic heads.2 In order to encode

2For prepositional phrases, we take as head the head noun of
the object noun phrase as it encodes crucial lexical information.
However, the preposition is not ignored but rather encoded in

the assumption about sparseness of the distributions
θf,r, we draw them from the DP prior DP (β, H(A))
with a small concentration parameter β, the base
probability distribution H(A) is just the normalized
frequencies of arguments in the corpus. Finally,
the geometric distribution ψf,r is used to model the
number of times a role r appears with a given frame
occurrence. The decision whether to generate at
least one role r is drawn from the uniform Bernoulli
distribution. If 0 is drawn then the semantic role is
not realized for the given occurrence, otherwise the
number of additional roles r is drawn from the ge-
ometric distribution Geom(ψf,r). The Beta priors
over ψ indicate the preference towards generating at
most one argument for each role.

Now, when parameters and argument key cluster-
ings are chosen, we can summarize the remainder of
the generative story as follows. We begin by inde-
pendently drawing occurrences for each frame. For
each frame occurrence, we first draw its lexical unit.
Then for each role we independently decide on the
number of role occurrences. Then we generate each
of the arguments (see GenArgument in Figure 2) by
generating an argument key kf,r uniformly from the
set of argument keys assigned to the cluster r, and fi-
nally choosing its filler xf,r, where the filler is either
a lemma or the syntactic head of the argument.

3.2 Inference

We use a simple approximate inference algo-
rithm based on greedy search for the maximum a-
posteriori clustering of lexical units and argument
keys. We begin by assigning each verbal predi-
cate to its own frame, and then iteratively choose
a pair of frames and merge them. Note that each
merge involves inducing a new set of roles, i.e. a
re-clustering of argument keys, for the new merged
frame. We use the search procedure proposed in
(Titov and Klementiev, 2012), in order to cluster ar-
gument keys for each frame.

Our search procedure chooses a pair of frames to
merge based on the largest incremental change to the
objective due to the merge. Computing the change
involves re-clustering of argument keys, so consider-
ing all pairs of initial frames containing single verbal
predicates is computationally expensive. Instead, we

the corresponding argument key.
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Parameters:

for each frame f = 1, 2, . . . :
φf ∼ DP (γ, H

(P )) [distrib of lexical units]
Bf ∼ CRP (α) [partition of arg keys]
for each role r ∈ Bf :
θf,r ∼ DP (β, H

(A)) [distrib of arg fillers]
ψf,r ∼ Beta(η0, η1) [geom distr for dup roles]

Data Generation:

for each frame f = 1, 2, . . . :
for each occurrence of frame f :
p ∼ φf [draw a lexical unit]
for every role r ∈ Bf :

if [n ∼ Unif(0, 1)] = 1: [role appears at least once]
GenArgument(f, r) [draw one arg]
while [n ∼ ψf,r] = 1: [continue generation]

GenArgument(f, r) [draw more args]

GenArgument(f, r):
kf,r ∼ Unif(1, . . . , |r|) [draw arg key]
xf,r ∼ θf,r [draw arg filler]

Figure 2: Generative story for the frame-semantic parsing
model.

prune the space of possible pairs of verbs using a
simple but effective pre-processing step. Each verb
is associated with a vector of normalized aggregate
corpus counts of syntactic dependents of the verb
(ignoring the type of dependency relation). Cosine
similarity of these vectors are then used to prune the
pairs of verbs so that only verbs which are distribu-
tionally similar enough are considered for a merge.
Finally, the search terminates when no additional
merges result in a positive change to the objective.

4 Experimental Evaluation

4.1 Data
We used the dependency representation of the
FrameNet corpus (Bauer et al., 2012). The corpus is
automatically annotated with syntactic dependency
trees produced by the Stanford parser. The data con-
sists of 158,048 sentences with 3,474 unique verbal
predicates and 722 gold frames.

4.2 Evaluation Metrics
We cannot use supervised metrics to evaluate our
models, since we do not have an alignment between
gold labels and clusters induced in the unsupervised
setup. Instead, we use the standard purity (PU) and

collocation (CO) metrics as well as their harmonic
mean (F1) to measure the quality of the resulting
clusters. Purity measures the degree to which each
cluster contains arguments (verbs) sharing the same
gold role (gold frame) and collocation evaluates the
degree to which arguments (verbs) with the same
gold roles (gold frame) are assigned to a single clus-
ter, see (Lang and Lapata, 2010). As in previous
work, for role induction, the scores are first com-
puted for individual predicates and then averaged
with the weights proportional to the total number oc-
currences of roles for each predicate.

4.3 Model Parameters
The model parameters were tuned coarsely by visual
inspection: α = 1.e-5, β = 1.e-4, γ = 1, η0 = 100,
η1 = 1.e-10. Only a single model was evaluated
quantitatively to avoid overfitting to the evaluation
set.

4.4 Qualitative Evaluation
Our model induced 128 multi-verb frames from the
dataset. Out of 78,039 predicate occurrences in the
data, these correspond to 18,963 verb occurrences
(or, approximately, 25%). Some examples of the
induced multi-verb frames are shown in Table 1.
As we can observe from the table, our model clus-
ters semantically related verbs into a single frame,
even though they may not correspond to the same
gold frame in FrameNet. Consider, for example, the
frame (ratify::sign::accede): the verbs are semanti-
cally related and hence they should go into a single
frame, as they all denote a similar action.

Another result worth noting is that the model of-
ten clusters antonyms together as they are often used
in similar context. For example, consider the frame
(cool::heat::warm), the verbs cool, heat and warm,
all denote a change in temperature. This agrees well
with annotation in FrameNet. Similarly, we clus-
ter sell and purchase together. This contrasts with
FrameNet annotation as FrameNet treats them not
as antonyms but as different views on same situation
and according to their guidelines, different frames
are assigned to different views.

Often frames in FrameNet correspond to more
fine-grained meanings of the verbs, as we can see
in the example for (plait::braid::dye). The three de-
scribe a similar activity involving hair but FrameNet

4



Induced frames FrameNet frames corresponding to the verbs
(rush::dash::tiptoe) rush : [Self motion](150) [Fluidic motion](19)

dash : [Self motion](100)
tiptoe : [Self motion](114)

(ratify::sign::accede) ratify : [Ratification](41)
sign : [Sign agreement](81) [Hiring](18) [Text Creation](1)
accede : [Sign Agreement](31)

(crane::lean::bustle) crane : [Body movement](26)
lean: [Change posture](70) [Placing](22) [Posture](12)
bustle : [Self motion](55)

(cool::heat::warm) cool : [Cause temperature change](27)
heat: [Cause temperature change](52)
warm: [Cause temperature change](41) [Inchoative change of temperature](16)

(want::fib::dare) want : [Desiring](105) [Possession](44)
fib : [Prevarication](9)
dare : [Daring](21)

(encourage::intimidate::confuse) encourage : [Stimulus focus](49)
intimidate : [Stimulus focus](26)
confuse: [Stimulus focus](45)

(happen::transpire::teach) happen : [Event](38) [Coincidence](21) [Eventive affecting](1)
transpire : [Event](15)
teach : [Education teaching](7)

(do::understand::hope) do : [Intentionally affect](6) [Intentionally act](56)
understand : [Grasp](74) [Awareness](57) [Categorization](15)
hope : [Desiring](77)

(frighten::vary::reassure) frighten : [Emotion directed](44)
vary : [Diversity](24)
reassure : [Stimulus focus](35)

(plait::braid::dye) plait : [Hair configuration](11) [Grooming](12)
braid : [Hair configuration](7) [Clothing parts](6) [Rope manipulation](4)
dye : [Processing materials](18)

(sell::purchase) sell : [Commerce sell](107)
purchase : [Commerce buy](93)

(glisten::sparkle::gleam) glisten : [Location of light](52) [Light movement](1)
sparkle : [Location of light](23) [Light movement](3)
gleam : [Location of light](77) [Light movement](4)

(forestall::shush) forestall : [Thwarting](12)
shush : [Silencing](6)

Table 1: Examples of the induced multi-verb frames. The left column shows the induced verb clusters and the right
column lists the gold frames corresponding to each verb and the number in the parentheses are their occurrence counts.

gives them a finer distinction. Arguably, implicit su-
pervision signal present in the unlabeled data is not
sufficient to provide such fine-grained distinctions.

The model does not distinguish verb senses, i.e. it
always assigns a single frame to each verb, so there
is an upper bound on our clustering performance.

4.5 Quantitative Evaluation
Now we turn to quantitative evaluation of both frame
and role induction.

Frame Labeling. In this section, we evaluate how
well the induced frames correspond to the gold stan-
dard annotation. Because of the lack of relevant
previous work, we use only a trivial baseline which

places each verb in a separate cluster (NoCluster-
ing). The results are summarized in Table 3.

As we can see from the results, our model
achieves a small, but probably significant, improve-
ment in the F1-score. Though the scores are
fairly low, note that, as discussed in Section 4.4,
the model is severely penalized even for induc-
ing semantically plausible frames such as the frame
(plait::braid::dye).

Role Labeling. In this section, we evaluate how
well the induced roles correspond to the gold stan-
dard annotation. We use two baselines: one is
the syntactic baseline SyntF, which simply clus-
ters arguments according to the dependency rela-
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PU CO F1
Our approach 78.9 71.0 74.8
NoFrameInduction 79.2 70.7 74.7
SyntF 69.9 73.3 71.6

Table 2: Role labeling performance.

tion to their head, as described in (Lang and La-
pata, 2010), and the other one is a version of our
model which does not attempt to cluster verbs and
only induces roles (NoFrameInduction). Note that
the NoFrameInduction baseline is equivalent to the
factored model of Titov and Klementiev (2012). The
results are summarized in Table 2.

First, observe that both our full model and its sim-
plified version NoFrameInduction significantly out-
perform the syntactic baseline. It is important to
note that the syntactic baseline is not trivial to beat
in the unsupervised setting (Lang and Lapata, 2010).
Though there is a minor improvement from inducing
frames, it is small and may not be significant.3

Another observation is that the absolute scores
of all the systems, including the baselines, are sig-
nificantly below the results reported in Titov and
Klementiev (Titov and Klementiev, 2012) on the
CoNLL-08 version of PropBank in a comparable
setting (auto parses, gold argument identification):
73.9 % and 77.9 % F1 for SyntF and NoFrameIn-
duction, respectively. We believe that the main rea-
son for this discrepancy is the difference in the syn-
tactic representations. The CoNLL-08 dependencies
include function tags (e.g., TMP, LOC), and, there-
fore, modifiers do not need to be predicted, whereas
the Stanford syntactic dependencies do not provide
this information and the model needs to induce it.

It is clear from these results, and also from the
previous observation that only 25% of verb occur-
rences belong to multi-verb clusters, that the model
does not induce sufficiently rich clustering of verbs.
Arguably, this is largely due to the relatively small
size of FrameNet, as it may not provide enough evi-
dence for clustering. Given that our method is quite
efficient, a single experiment was taking around 8
hours on a single CPU, and the procedure is highly
parallelizable, the next step would be to use a much
larger and statistically representative corpus to in-
duce the representations.

3There is no well-established methodology for testing statis-
tical significance when comparing two clustering methods.

PU CO F1
Our approach 77.9 31.4 44.7
NoClustering 80.8 29.0 42.7

Table 3: Frame labeling performance.

Additional visual inspection suggest that the data
is quite noisy primarily due to mistakes in parsing.
The large proportion of mistakes can probably be ex-
plained by the domain shift: the parser is trained on
the WSJ newswire data and tested on more general
BNC texts.

5 Related Work

The space constraints do not permit us to pro-
vide a comprehensive overview of related work.
Aside from the original model of Titov and Klemen-
tiev (2012), the most related previous method is the
Bayesian method of Titov and Klementiev (2011).
In that work, along with predicate-argument struc-
ture, they also induce clusterings of dependency
tree fragments (not necessarily verbs). However,
their approach uses a different model for argument
generation, a different inference procedure, and it
has only been applied and evaluated on biomedi-
cal data. The same shallow semantic parsing task
has also been considered in the work of Poon and
Domingos (2009; 2010), but using a MLN model
and, again, only on the biomedical domain. An-
other closely related vein of research is on semi-
supervised frame-semantic parsing (Fürstenau and
Lapata, 2009; Das and Smith, 2011).

6 Conclusions

This work is the first to consider the task of unsuper-
vised frame-semantic parsing. Though the quantita-
tive results are mixed, we showed that meaningful
semantic frames are induced. In the future work, we
intend to consider much larger corpora and to focus
on a more general set-up by relaxing the assumption
that frames are evoked only by verbal predicates.
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Màrquez, Adam Meyers, Joakim Nivre, Sebastian
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Abstract

In our experiment, we evaluate the transfer-
ability of frames from Swedish to Finnish in
parallel corpora. We evaluate both the theo-
retical possibility of transferring frames and
the possibility of performing it using avail-
able lexical resources. We add the frame in-
formation to an extract of the Swedish side
of the Kotus and JRC-Acquis corpora using
an automatic frame labeler and copy it to the
Finnish side. We focus on evaluating the re-
sults to get an estimation on how often the
parallel sentences can be said to express the
same frame. This sheds light on the questions:
Are the same situations in the two languages
expressed using different frames, i.e. are the
frames transferable even in theory? How well
can the frame information of running text be
transferred from one language to another?

1 Introduction

To our knowledge, there is no ongoing effort to cre-
ate a framenet for Finnish. This experiment gives in-
formation on whether it is feasible to build a prelimi-
nary framenet for Finnish by transferring the frames
with their lexical units from Swedish. The building
of semantically annotated language resources from
scratch is a costly and time consuming effort. In
this experiment, we test the feasibility of utilizing
Swedish and Finnish lexical resources for building a
Finnish framenet.

Transferring lexical units from Swedish to
Finnish is possible because of the wordnet connec-
tions of both languages: both the Swedish wordnet
and the Finnish wordnet are linked to the Princeton

wordnet. This connection is described in more detail
in Section 2.

We evaluate the transferability of the frames and
their lexical units from Swedish to Finnish. In the
evaluation, we use Swedish–Finnish parallel corpora
to see whether the same sentence is expressed using
the same frames in both languages. Using parallel
corpora, we can evaluate not only the theoretically
similar content of frames in two different languages,
but also their use in actual texts.

The idea of semantic role transfer across paral-
lel corpora is not novel (see Section 2.3), but to our
knowledge, the use of linked lexical resources pro-
posed here is. The language pair Swedish–Finnish
is also one for which this methodology has not
been attempted earlier. With our experiment we
can see whether transferring the frame information
from Swedish to Finnish could work, given that the
languages are not demonstrably related, and struc-
turally quite different. The work presented here
consequently provides a data point for the evalua-
tion of the language-independence of this kind of
methodology, which can arguably only be convinc-
ingly demonstrated by actually attempting to apply it
on a range of typologically diverse languages (Ben-
der, 2011).

From a more practical point of view, there may
well be as much Finnish–Swedish as Finnish–
English parallel data, since Finnish and Swedish
are the two official languages of Finland, and all
public documents must by law be available in both
languages, and for practical reasons also a large
amount of other texts. In addition, despite their non-
relatedness and large structural differences, the two
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languages have a long history of contact and bilin-
gualism. Finnish has borrowed words and struc-
tures from Swedish on a large scale, and the lexi-
cal semantics of the two languages have converged
in many domains. This means that we may expect
frames to transfer well across the two languages,
whereas the structural differences may make us
more pessimistic about the transferability of frame
elements.

2 Language Resources

2.1 Wordnet Connections

Wordnets are lexical databases that group words of
a language into synonym sets – orsynsets– each
synset supposedly expressing one distinct concept in
the language. Wordnets further provide general def-
initions of the synsets, and encode the semantic rela-
tions between the synsets. Typically they are mono-
lingual, but efforts have been made to produce mul-
tilingual wordnets as well; see e.g. Vossen (1998).

FinnWordNet (Lindén and Carlson, 2010) is a
wordnet for Finnish that complies with the format
of the Princeton WordNet (PWN) (Fellbaum, 1998).
It was built by translating the Princeton WordNet 3.0
synsets into Finnish by human translators. It is open
source and contains 117 000 synsets. The Finnish
translations were inserted into the PWN structure re-
sulting in a bilingual lexical database.

SweFN++ is an integrated open-source lexical
resource for Swedish (Borin et al., 2010; Borin,
2010). It includes the Swedish framenet (SweFN)
and Swesaurus, a Swedish wordnet. The wordnet
has been semi-automatically assembled from freely
available Swedish lexical resources (Borin and Fors-
berg, 2011), and part of it has been linked to the Core
WordNet, a 5000-synset subset of PWN. All re-
sources in SweFN++ are linked together on the word
sense level using the persistent sense identifiers of
the SweFN++ pivot resource SALDO, a large-scale
lexical-semantic resource (Borin et al., 2008; Borin
and Forsberg, 2009). Using these links, we can col-
lect a set of 434 frames and 2 694 word senses that
have a direct PWN – Swedish wordnet – SweFN
– FinnWordNet connection. Using these connec-
tions, we can transfer the frame information of the
words from Swedish to Finnish. We used the Korp
pipeline (Borin et al., 2012) to analyze the Swedish

part of the parallel text to get hold of the SALDO
sense identifiers. The analysis is not able to distin-
guish senses that do not differentiate themselves for-
mally (by different word forms or morphosyntactic
descriptions).

2.2 Framenet and the Semantic Labeler

Framenets are lexical databases that define seman-
tic relations. The best-known framenet is Berkeley
FrameNet which is based on the theory of frame se-
mantics (Fillmore, 1976). SweFN is built using the
same principles as the Berkeley Framenet (Ruppen-
hofer et al., 2006) of English. The frames are mostly
the same as in English.

In the experiment, we use an automatic seman-
tic role labeler for Swedish, developed by Johansson
et al. (2012). The labeler is based on the Swedish
framenet and it uses the same frame and frame ele-
ment labels.

2.3 Related Work

From a methodological point of view, the first
question to ask should be whether the semantic
frames are meaningful in both languages: for in-
stance, if the Swedish FrameNet has defined a frame
SELF_MOTION and a list of associated frame ele-
ments (SELF_MOVER, GOAL, PATH etc.), does it
make sense to define an identical frame in a Finnish
FrameNet? This question has been studied by Padó
(2007) for English–German and English–French,
and although most frames were cross-linguistically
meaningful, a number of interesting discrepancies
were found. Whether the number of discrepancies is
higher in a pair of more typologically different lan-
guages is an important question.

As far as we are aware, there has been no previ-
ous attempt in using multilingual WordNets or simi-
lar lexicons when deriving lexical units in frames in
new languages. The WordNet–FrameNet combina-
tion has seen some use in monolingual applications:
for instance, Burchardt et al. (2005) and Johansson
and Nugues (2007) attempted to extend the coverage
of FrameNet by making use of WordNet. Padó and
Lapata (2005a) used word alignment in sentence-
aligned parallel corpora to find possible lexical units
in new languages.

There have been several studies of the feasibil-
ity of automatically producing the role-semantic an-
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notation in new languages, although never for lan-
guages as structurally dissimilar as Swedish and
Finnish. Padó and Lapata (2005b) projected anno-
tation from English to German, and Johansson and
Nugues (2006) implemented a complete pipeline for
English–Swedish by (1) automatic annotation on the
English side; (2) annotation transfer; and (3) training
a Swedish semantic role labeler using the automati-
cally produced annotation.

3 Frames from Swedish to Finnish

3.1 Outline of the Experiment

We start off by locating such Swedish word senses
that are both represented in SweFN and linked to
PWN in two Finnish–Swedish parallel corpora. The
sentences that include such a word make up the eval-
uation data set. After this, the Swedish half is en-
riched with frame labels using the framenet-based
semantic role labeler for Swedish.

After running the semantic labeler on the evalu-
ation data, we pick the 20 most commonly occur-
ring frames from both corpora. For each of the
most common frames, we pick the 6 first occur-
rences for closer scrutiny. Due to the differing na-
ture of Swedish and Finnish, we make one change
before selecting the 20 most frequent frames: We ex-
clude the frame which is evoked (erroneously) only
by the Swedish indefinite articlesen/ett– homony-
mous with the numeral ‘one’– among the 6 first oc-
currences. We take the 21st most frequent frame in-
stead because there are no articles in Finnish. To
sum up, the frames under examination are selected
based on the frequency of the frame, and the sen-
tences including the frame are selected in the order
in which they occur.

After picking 120 (6 x 20) sentences from both
corpora, the correctness of the semantic labeler is
manually checked. A linguist marks the correctness
of both the frame and the frame element label. At
this stage, the linguist does not consider the trans-
ferability of the frame, but merely checks the output
of the automatic role labeler, marking the frame and
the frame element either correct or incorrect. E.g
problematic analyses caused by polysemous words
are marked incorrect. We check the output of the
labeler before analyzing the transferability of the
frames because if the frame information is incorrect

in the Swedish text to begin with, there is no point
in transferring it to Finnish.

After checking the Swedish frame information,
the Swedish–Finnish parallel sentences are com-
pared. Two native Finnish speakers estimate,
whether the frame and frame element label is trans-
ferable to Finnish or not. Because FrameNet is
based on Frame Semantics (Fillmore, 1976), accord-
ing to which the meanings of most words can best be
understood by a description of a situation, the work-
ing hypothesis is that the semantic frames should be
more or less language neutral. Hence, the semantic
frame we assign for a certain situation in Swedish,
should be transferable to Finnish.

In addition to the theoretical frame transferability,
we also report the practical applicability of the trans-
fer via the wordnet connections. We check whether
the Swedish word is expressed in the Finnish par-
allel corpus with a word that has a direct link from
the Swedish wordnet to the Finnish wordnet via the
Princeton Wordnet. If there is no direct Wordnet link
from the Swedish word to the Finnish one, we re-
port whether the Finnish word used in the sentence
and the Finnish word linked to the Swedish word via
wordnets are in the same synset.

In sum, we manually evaluate whether the 20
most commonly occurring frames of the Swedish
test sentences are the same in the equivalent Finnish
sentences. After reporting whether the frames are
equivalent in both languages, we evaluate, how
many of the frame element labels can be transferred
to Finnish.

3.2 The Test Corpora

Presumably, transferability of the frames between
parallel corpora depends on the translation of the
corpus. Our hypothesis is that if the translator
follows the original expression very carefully, the
frames can be more similar than in a more freely
translated text. To see whether the transferability of
the frames varies according to a corpus, we used two
test corpora.

The test corpora consist of extracts from the
JRC-Acquis Corpus (Steinberger et al., 2006) and
the KOTUS Swedish–Finnish Parallel Corpus (Re-
search Institute for the Languages of Finland, 2004).
Both are Swedish–Finnish parallel corpora that are
sentence aligned. In both corpora, the text type is

10



formal: the former is a collection of legislative text
and the latter consists of press releases of different
Finnish companies.

4 Results

The evaluation consists of three parts: First and
foremost, we concentrate on estimating whether the
frame used in Swedish can be transferred to Finnish
even in theory. These results are presented in Sec-
tion 4.1. If the sentence is expressed using the same
frames, we also report how many of the frame ele-
ments encoded correctly in Swedish are realized in
Finnish (Section 4.2). In Section 4.3, we discuss the
possibility of transferring the frames via the word-
net connections. The results for the two different
corpora are presented separately enabling us to see
whether the text type impacts frame transferring.

4.1 Possibility of Transferring Frames

In Tables 1 and 2, the first column lists the 20 most
frequent frames of the evaluation corpora. The sec-
ond column shows that for all 20 frames, we took
the first six Swedish occurrences. The third column
shows how many of the Swedish frame labels are
correct. Finally, the right-most column portrays how
many of the correct Swedish frames can be trans-
ferred to Finnish. The result we are mostly inter-
ested in is the difference between the third and the
fourth columns.

As can be seen from Tables 1 and 2, most of
the correct labels for Swedish are transferable to
Finnish. In the JRC-Acquis corpus, the semantic la-
beler succeeded in 75%, and 72% of the frame la-
bels can be transferred to Finnish. The correspond-
ing success rates for the Kotus corpus are 80% and
72%.

Many of the words that are not correctly labeled
in Swedish occur in idiomatic expressions, and by
chance, some idioms are so frequent in the corpus
that they end up to our evaluation corpus. E.g. the
idiom träda i kraft / astua voimaan / come into effect
is expressed in the same way in both Swedish and
Finnish (lit. ‘tread into force’). In both languages, a
verb usually belonging to the frame SELF_MOTION

is used in this idiom, but in the idiom, the meaning
of it cannot be said to be expressing self motion.

Some sentences in which the frames are consid-

Frame N Correct Correct
in Swe in Fin

Being_necessary 6 6 6
Calendric_unit 6 6 6
Capability 6 3 3
Coming_to_believe 6 0 0
Commitment 6 6 6
Deciding 6 6 6
Dimension 6 5 4
Leadership 6 6 6
Part_orientational 6 4 4
Political_locales 6 6 6
Possession 6 2 1
Questioning 6 1 1
Removing 6 6 6
Request 6 6 6
Scrutiny 6 6 6
Self_motion 6 0 0
Substance 6 4 4
Suitability 6 6 5
Text 6 5 5
Using 6 6 5
Total (N) 120 90 86
Total (%) 100 75 72

Table 1: Frames from the JRC-Acquis Corpus

Frame N Correct Correct
in Swe in Fin

Assistance 6 6 6
Attempt_suasion 6 6 6
Becoming 6 6 3
Business 6 6 6
Calendric_unit 6 6 6
Capability 6 3 3
Change_position_ 6 6 5
on_a_scale_increase
Commitment 6 5 5
Create_physical_artwork 6 0 0
Create_representation 6 1 1
Deciding 6 6 6
Dimension 6 3 2
Employing 6 6 6
Leadership 6 4 4
Measure_duration 6 6 6
People 6 6 6
Possession 6 3 1
Relative_time 6 5 5
Supporting 6 6 2
Transfer 6 6 6
Total (N) 120 96 85
Total (%) 100 80 72

Table 2: Frames from the Kotus Corpus
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ered non-transferable already on a theoretical level
are expressed in Finnish completely without the
frame, as demonstrated in Example (1) and (2).

(1) Tillväxten
growth

var
was

dock
still

mindre
smaller

än
than

det
the

ursprungliga
original

målet.
goal.

Still, growth was lower than what was the origi-
nal goal.

(2) Se
it

jäi
remained

kuitenkin
still

alkuperäistä
original

tavoitetta
goal

heikommaksi.
weaker.

However, it remained weaker than what was the
original goal.

In the Swedish example (1), the wordmindre
‘smaller’ is used when expressing the decrease of
economical growth. The wordmindrefits the frame
DIMENSION, but it is used in a figurative way. The
Finnish parallel sentence could be expressed us-
ing the direct translationpienempi‘smaller’ but the
translation is different.Mindre in the Finnish Ko-
tus corpus is translated asheikompi‘weaker’, which
is not expressing dimension even in a metaphorical
way.

When focusing only on the correct Swedish la-
bels, transferring frames seems to be beneficial, as
reported in Table 3. The success rate of a theoretical
possibility to use Swedish as a source language for
Finnish frames is 92%.

Correct Transferable Success %
Frames Frames

Kotus 90 86 96%
JRC-A 96 85 89%
Total 186 171 92%

Table 3: The Success Rate of Frame Transfer

Table 3 sums up the comparison of the two cor-
pora. The difference (7%) between the corpora is
not remarkable, so based on these test corpora, the
impact of the translation type is not big. In other
words, in both corpora, the correct Swedish frames
can be transferred to Finnish successfully.

4.2 Success of Transferring Frame Elements

When the sentence is expressed using the same
frames in both languages, we also report, how many

of the frame elements encoded correctly in Swedish
are realized in Finnish. These results are presented
in Tables 4 and 5. The numbers show how benefi-
cial it is to transfer the frame element labels of the
Swedish semantic labeler to Finnish.

The most common frame elements of the Swedish
corpora are listed in the first column. We scrutinize
such elements in detail which occur in the corpora
at least four times. The rest are added up and pre-
sented on the last lines of the tables. The second
column shows the frequency of the frame element,
while the third column gives the number of correct
frame element labels in the Swedish corpora. The
last column shows the number of transferable frame
elements.

As can be seen from Table 6 that sums up the re-
sults of the frame element transfer, frame element la-
bels do not transfer from Swedish to Finnish as well
as the frame labels. The success rate of the frame
transfer is 92%, where as the frame elements can be
successfully transferred in 83% of the cases.

In the Kotus corpus, 75% of the frame element la-
bels are transferable. However, there is a difference
between the two corpora: In the JRC-Acquis corpus,
91% of the elements can be transferred to Finnish.

4.3 Transferring Frames via Wordnets

Next we report how many of the Swedish frame-
evoking words are expressed using such words that
have the same wordnet identifier in Finnish. If the
parallel sentences are not expressed using words that
are equivalent in the wordnets, we examine whether
the words are in equivalent synsets. This informa-
tion is needed when estimating the usefulness of lex-
ical resources and their internal links in the frame
transferring.

In Tables 7 and 8, the first row displays the total
number of frame-evoking words. The second row
shows how many of the frames are transferable to
Finnish even in theory. The numbers on the third
row reflect the possibility of using the WordNet con-
nections in frame transferring; this number shows
how many of the words under examination are ex-
pressed both in Swedish and in Finnish with the
equivalent wordnet words. The fourth row shows
how many of the words are not directly linked with
each other but are located in equivalent synsets. On
the fifth row, we report how many of the words are
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Frame N Correct Correct
Element in Swe in Fin
Entity 9 8 5
Speaker 8 2 2
Item 7 3 2
Theme 6 4 4
Supported 6 2 0
Recipient 6 5 5
Place 6 2 2
Whole 5 3 3
Landmark_occasion 5 5 5
Count 5 5 5
Content 5 4 4
Time_of_creation 4 0 0
Time 4 4 3
Supporter 4 1 1
Employer 4 0 0
Cognizer 4 4 4
Agent 4 2 2
Other (32 FEs) 60 35 20
Total (N) 152 89 67
Total (%) 100 59 44

Table 4: Frame Elements from the Kotus Corpus

Frame N Correct Correct
Element in Swe in Fin
Time 10 6 9
Speaker 9 2 2
Entity 9 7 5
Instrument 7 4 4
Theme 6 6 5
Evaluee 6 6 5
Ground 5 4 3
Final_category 5 5 4
Decision 5 2 2
Topic 4 0 0
Leader 4 2 2
Landmark_occasion 4 3 3
Dependent 4 4 3
Author 4 1 1
Other (32 FEs) 66 44 39
Total (N) 148 96 87
Total (%) 66 65 58

Table 5: Frame Elements from the JRC-Acquis Corpus

Correct Transferable Success %
Frame E. Frame E.

Kotus 89 67 75%
JRC-A 96 87 91%
Total 185 154 83%

Table 6: The Success Rate of Frame Element Transfer

Frame-evoking words 120
Transferable to Finnish 85
Same word as in FWN 37
In the same synset 2
Could be in the same synset 31

Table 7: Wordnet Links in the Kotus Corpus

Frame-evoking words 120
Transferable to Finnish 86
Same word as in FWN 41
In the same synset 0
Could be in the same synset 16

Table 8: Wordnet Links in the JRC-Acquis Corpus

synonyms of the word in question and could there-
fore be located in the same synset in the wordnets.

As can be seen in Tables 7 and 8, only 46% (37/85
and 41/86) of the theoretically transferable words
can be transferred to Finnish directly using the word-
net links. Our hypothesis was that we could get bet-
ter results when looking at all the words in a synset.
This appears to be a wrong assumption: There are
only 2 words that come from the same synset that
are not equivalent words used in the translations.

The numbers on the fifth rows are remarkably big,
especially when compared to the number of real-
ized synonyms on the fourth row. These 47 words
could (or should) be located in the same synset as the
words in question. If the wordnets were complete,
i.e. if all words that could be in the same synset
were in the same synset, the theoretically transfer-
able LUs would be 82% (70/85) and 65% (56/86).

5 Conclusion and Future Work

The main point of the experiment was to see if build-
ing a preliminary Finnish framenet and labeling se-
mantic roles for Finnish using Swedish resources
is feasible at all. In particular, we wanted to see
whether the same situations are expressed using the
same frames in both languages and whether it is pos-
sible to transfer the frames and frame elements with
their lexical units from one language to the other.

In our experiment, we have evaluated how well
the frames and frame elements can be transferred
from a Swedish corpus to its Finnish parallel corpus.
We have shown that in theory, 92% of the correct
Swedish frame labels and 83% of the correct frame

13



element labels can be transferred to Finnish.
We also investigated whether linked wordnets

could be used for the transfer of frame-evoking
words between Swedish and Finnish. The results
here are more ambiguous, however. On the one
hand, only about half of the words could be linked
in this way. On the other hand, it turns out that this
in part is because of many synsets being incomplete
in these wordnets which are still under construction.
Thus we should not dismiss out of hand the useful-
ness of lexical-semantic resources such as wordnets
for the task of cross-language frame transfer, but
rather explore further how the knowledge encoded
in them could be best put to use.

The result of our experiment encourages us to find
ways of performing frame transfer automatically.
This can be accomplished using a word aligned par-
allel corpus for Swedish and Finnish. The automatic
word alignment of Finnish is generally seen as a
complicated task because of the free constituent or-
der and rich morphology of Finnish. However, our
future work is to examine the success of using au-
tomatic word alignment, e.g. Giza++, in automat-
ically transferring the frame information from one
language to another.
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Abstract

We show that orthographic cues can be helpful
for unsupervised parsing. In the Penn Tree-
bank, transitions between upper- and lower-
case tokens tend to align with the boundaries
of base (English) noun phrases. Such signals
can be used as partial bracketing constraints to
train a grammar inducer: in our experiments,
directed dependency accuracy increased by
2.2% (average over 14 languages having case
information). Combining capitalization with
punctuation-induced constraints in inference
further improved parsing performance, attain-
ing state-of-the-art levels for many languages.

1 Introduction

Dependency grammar induction and related prob-
lems of unsupervised syntactic structure discovery
are attracting increasing attention (Rasooli and Faili,
2012; Mareček and Zabokrtský, 2011,inter alia).
Since sentence structure is underdetermined by raw
text, there have been efforts to simplify the task, via
(i) pooling features of syntax across languages (Co-
hen et al., 2011; McDonald et al., 2011; Cohen
and Smith, 2009); as well as (ii) identifying uni-
versal rules (Naseem et al., 2010) — such as verbo-
centricity (Gimpel and Smith, 2011) — that need not
be learned at all. Unfortunately most of these tech-
niques do not apply to plain text, because they re-
quire knowing, for example, which words are verbs.

As standard practice shifts away from relying on
gold part-of-speech (POS) tags (Seginer, 2007; Pon-
vert et al., 2010; Søgaard, 2011b; Spitkovsky et al.,
2011c,inter alia), lighter cues to inducing linguistic
structure become more important. Examples of use-
ful POS-agnostic clues include punctuation bound-
aries (Ponvert et al., 2011; Spitkovsky et al., 2011b;

Briscoe, 1994) and various kinds of bracketing con-
straints (Naseem and Barzilay, 2011; Spitkovsky et
al., 2010b; Pereira and Schabes, 1992). We propose
adding capitalization to this growing list of sources
of partial bracketings. Our intuition stems from En-
glish, where (maximal) spans of capitalized words
— such asApple II, World War I, Mayor William H.
Hudnut III, International Business Machines Corp.and
Alexandria, Va— tend to demarcate proper nouns.

Consider a motivating example (all of our exam-
ples are from WSJ) without punctuation, in which all
(eight) capitalized word clumps and uncased numer-
als match base noun phrase constituent boundaries:

[NP Jay Stevens] of [NP Dean Witter] actually cut his
per-share earnings estimate to[NP $9] from [NP $9.50]
for [NP 1989] and to [NP $9.50] from [NP $10.35]
in [NP 1990] because he decided sales would be even
weaker than he had expected.

and another (whose first word happens to be a leaf),
where capitalization complements punctuation cues:

[NP Jurors] in [NP U.S. District Court] in [NP Miami]
cleared[NP Harold Hershhenson], a former executive
vice president;[NP John Pagones], a former vice presi-
dent; and[NP Stephen Vadas] and [NP Dean Ciporkin],
who had been engineers with[NP Cordis].

Could such chunks help bootstrap grammar induc-
tion and/or improve the accuracy of already-trained
unsupervised parsers? In answering these questions,
we will focus predominantly on sentence-internal
capitalization. But we will also show that first words
— those capitalized by convention — and uncased
segments — whose characters are not even drawn
from an alphabet — could play a useful role as well.

2 English Capitalization from a Treebank

We began our study by consulting the 51,558 parsed
sentences of the WSJ corpus (Marcus et al., 1993):
30,691 (59.5%) of them contain non-trivially capi-
talized fragments— maximal (non-empty and not
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Count POS Sequence Frac Cum
1 27,524 NNP 44.6%
2 17,222 NNP NNP 27.9 72.5
3 4,598 NNP NNP NNP 7.5 79.9
4 2,973 JJ 4.8 84.8
5 1,716 NNP NNP NNP NNP 2.8 87.5
6 1,037 NN 1.7 89.2
7 932 PRP 1.5 90.7
8 846 NNPS 1.4 92.1
9 604 NNP NNPS 1.0 93.1

10 526 NNP NNP NNP NNP NNP 0.9 93.9
WSJ +3,753 more with Count≤ 498 6.1%

Table 1: Top 10 fragments of POS tag sequences in WSJ.

sentence-initial) consecutive sequences of words
that each differs from its own lower-cased form.
Nearly all — 59,388 (96.2%) — of the 61,731 frag-
ments are dominated by noun phrases; slightly less
than half — 27,005 (43.8%) — perfectly align with
constituent boundaries in the treebank; and about as
many — 27,230 (44.1%) are multi-token. Table 1
shows the top POS sequences comprising fragments.

3 Analytical Experiments with Gold Trees

We gauged the suitability of capitalization-induced
fragments for guiding dependency grammar induc-
tion by assessing accuracy, in WSJ,1 of parsing con-
straints derived from their end-points. Following the
suite of increasingly-restrictive constraints on how
dependencies may interact with fragments, intro-
duced by Spitkovsky et al. (2011b,§2.2), we tested
several such heuristics. The most lenient constraint,
thread, only asks that no dependency path from the
root to a leaf enter the fragment twice;tear requires
any incoming arcs to come from the same side of
the fragment;sprawldemands that there be exactly
one incoming arc;loosefurther constrains any out-
going arcs to be from the fragment’s head; andstrict
— the most stringent constraint — bans external
dependents. Since onlystrict is binding for single
words, we experimented also withstrict′: applying
strict solely to multi-token fragments (ignoring sin-
gletons). In sum, we explored six ways in which
dependency parse trees can be constrained by frag-
ments whose end-points could be defined by capital-
ization (or in other various ways, e.g., semantic an-

1We converted labeled constituents into unlabeled depen-
dencies using deterministic “head-percolation” rules (Collins,
1999), discarding any empty nodes, etc., as is standard practice.

markup punct. capital initial uncased
thread 98.5 95.0 99.5 98.4 99.2

tear 97.9 94.7 98.6 98.4 98.5
sprawl 95.1 92.9 98.2 97.9 96.4

loose 87.5 74.0 97.9 96.9 96.4
strict′ 32.7 35.6 38.7 40.3 55.6
strict 35.6 39.2 59.3 66.9 61.1

Table 2: Several sources of fragments’ end-points and
%-correctness of their derived constraints (for English).

notations, punctuation or HTML tags in web pages).
For example, in the sentence about Cordis, the

strict hypothesis would be wrong about five of the
eight fragments:Jurorsattachesin; Court takes the
secondin; Hershhensonand Pagonesderive their ti-
tles, president; and (at least in our reference)Vadas
attachesand, Ciporkin and who. Based on this, we
would considerstrict to be 37.5%-accurate. But
loose— and the rest of the more relaxed constraints
— would get perfect scores. (Andstrict′ would re-
tract the mistake aboutJurorsbut also the correct
guesses aboutMiami andCordis, scoring only 20%.)

Table 2 (capital) shows scores averaged over the
entire treebank. Columnsmarkup(Spitkovsky et al.,
2010b) andpunct(Spitkovsky et al., 2011b) indicate
that capitalization yields across-the-board more ac-
curate constraints (for English) compared with frag-
ments derived from punctuation or markup (i.e., an-
chor text, bold, italics and underline tags in HTML),
for which such constraints were originally intended.

4 Pilot Experiments on Supervised Parsing

To further test the potential of capitalization-induced
constraints, we applied them in the Viterbi-decoding
phase of a simple (unlexicalized) supervised depen-
dency parser — an instance of DBM-1 (Spitkovsky
et al., 2012,§2.1), trained on WSJ sentences with up

punct.: thread tear sprawl loose
none:71.8 74.3 74.4 74.5 73.3

capital:thread 72.3 74.6 74.7 74.9 73.6
tear 72.4 74.7 74.7 74.9 73.6

sprawl 72.4 74.7 74.7 74.9 73.4
loose 72.4 74.8 74.7 74.9 73.3
strict′ 71.4 73.7 73.7 73.9 72.7
strict 71.0 73.1 73.1 73.2 72.1

Table 3: Supervised (directed) accuracy on Section 23
of WSJ using capitalization-induced constraints (vertical)
jointly with punctuation (horizontal) in Viterbi-decoding.
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CoNLL Year Filtered Training Directed Accuracies with Initial Constraints Fragments
& Language Tokens/ Sentences none thread tear sprawl loose strict′ strict Multi Single
German 2006 139,333 12,296 36.3 36.3 36.3 39.1 36.2 36.3 30.1 3,287 30,435
Czech ’6 187,505 20,378 51.3 51.3 51.3 51.352.5 52.5 51.4 1,831 6,722
English ’7 74,023 5,087 29.2 28.5 28.3 29.0 29.3 28.3 27.7 1,135 2,218
Bulgarian ’6 46,599 5,241 59.4 59.3 59.3 59.4 59.1 59.3 59.5 184 1,506
Danish ’6 14,150 1,599 21.3 17.7 22.7 21.5 21.4 31.4 27.9 113 317
Greek ’7 11,943 842 28.1 46.1 46.3 46.3 46.4 31.1 31.0 113 456
Dutch ’6 72,043 7,107 45.9 45.8 45.9 45.8 45.8 45.7 29.6 89 4,335
Italian ’7 9,142 921 41.7 52.6 52.7 52.6 44.2 52.6 45.8 41 296
Catalan ’7 62,811 4,082 61.3 61.3 61.3 61.3 61.361.3 36.5 28 2,828
Turkish ’6 17,610 2,835 32.9 32.9 32.2 33.0 33.0 33.6 33.9 27 590
Portuguese ’6 24,494 2,042 68.9 67.1 69.1 69.2 68.9 68.9 38.5 9 953
Hungarian ’7 10,343 1,258 43.2 43.243.1 43.2 43.2 43.7 25.5 7 277
Swedish ’6 41,918 4,105 48.6 48.6 48.6 48.5 48.5 48.5 48.8 3 296
Slovenian ’6 3,627 477 30.4 30.5 30.5 30.4 30.5 30.530.8 1 63

Median: 42.5 46.0 46.1 46.0 45.0 44.7 32.5
Mean: 42.8 44.4 44.8 45.0 44.3 44.6 36.9

Table 4: Parsing performance for grammar inducers trained with capitalization-based initial constraints, tested against
14 held-out sets from 2006/7 CoNLL shared tasks, and orderedby number of multi-token fragments in training data.

to 45 words (excluding Section 23). Table 3 shows
evaluation results on held-out data (all sentences),
using “add-one” smoothing. All constraints other
thanstrict improve accuracy by about a half-a-point,
from 71.8 to 72.4%, suggesting that capitalization
is informative of certain regularities not captured by
DBM grammars; moreover, it still continues to be
useful when punctuation-based constraints are also
enforced, boosting accuracy from 74.5 to 74.9%.

5 Multi-Lingual Grammar Induction

So far, we showed only that capitalization informa-
tion can be helpful in parsing a very specific genre
of English. Next, we tested its ability to generally
aid dependency grammar induction, focusing on sit-
uations when other bracketing cues are unavailable.

We experimented with 14 languages from 2006/7
CoNLL shared tasks (Buchholz and Marsi, 2006;
Nivre et al., 2007), excluding Arabic, Chinese and
Japanese (which lack case), as well as Basque and
Spanish (which are pre-processed in a way that loses
relevant capitalization information). For all remain-
ing languages we trained only on simple sentences
— those lacking sentence-internal punctuation —
from the relevant training sets (for blind evaluation).

Restricting our attention to a subset of the avail-
able training data serves a dual purpose. First, it al-
lows us to estimate capitalization’s impact where no
other (known or obvious) cues could also be used.

Otherwise, unconstrained baselines would not yield
the strongest possible alternative, and hence not the
most interesting comparison. Second, to the extent
that presence of punctuation may correlate with sen-
tence complexity (Frank, 2000), there are benefits to
“starting small” (Elman, 1993): e.g., relegating full
data to later stages helps training (Spitkovsky et al.,
2010a; Cohn et al., 2011; Tu and Honavar, 2011).

Our base systems induced DBM-1, starting from
uniformly-at-random chosen parse trees (Cohen and
Smith, 2010) of each sentence, followed by inside-
outside re-estimation (Baker, 1979) with “add-one”
smoothing.2 Capitalization-constrained systems dif-
fered from controls in exactly one way: each learner
got a slight nudge towards more promising struc-
tures by choosing initial seed trees satisfying an ap-
propriate constraint (but otherwise still uniformly).

Table 4 contains the stats for all 14 training sets,
ordered by number of multi-token fragments. Fi-
nal accuracies on respective (disjoint, full) evalua-
tion sets are improved by all constraints other than
strict, with the highest average performance result-
ing from sprawl: 45.0% directed dependency accu-
racy,3 on average. This increase of about two points
over the base system’s 42.8% is driven primarily by
improvements in two languages (Greek and Italian).

2We used “early-stopping lateen EM” (Spitkovsky et al.,
2011a,§2.3) instead of thresholding or waiting for convergence.

3Starting from five parse trees for each sentence (using con-
straintsthreadthroughstrict′) was no better, at 44.8% accuracy.
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6 Capitalizing on Punctuation in Inference

Until now we avoided using punctuation in grammar
induction, except to filter data. Yet our pilot exper-
iments indicated that both kinds of information are
helpful in the decoding stage of a supervised system.

We took trained models obtained using thesprawl
nudge (from§5) and proceeded to again apply con-
straints in inference (as in§4). Capitalization alone
increased parsing accuracy only slightly, from 45.0
to 45.1%, on average. Using punctuation constraints
instead led to more improved performance: 46.5%.
Combining both types of constraints again resulted
in slightly higher accuracies: 46.7%. Table 5 breaks
down our last average performance number by lan-
guage and shows the combined approach to be com-
petitive with state-of-the-art. We suspect that further
improvements could be attained by also incorporat-
ing both constraints in training and with full data.

7 Discussion and A Few Post-Hoc Analyses

Our discussion, thus far, has been English-centric.
Nevertheless, languages differ in how they use capi-
talization (and even the rules governing a given lan-
guage tend to change over time — generally towards
having fewer capitalized terms). For instance, adjec-
tives derived from proper nouns are not capitalized
in French, German, Polish, Spanish or Swedish, un-
like in English (see Table 1:JJ). And while English
forces capitalization of the first-person pronoun in
the nominative case,I (see Table 1:PRP), in Danish
it is the plural second-person pronoun (alsoI) that
is capitalized; further, formal pronouns (and their
case-forms) are capitalized in German (SieandIhre,
Ihres...), Italian, Slovenian, Russian and Bulgarian.

In contrast to pronouns, single-word proper nouns
— including personal names — are capitalized in
nearly all European languages. Such shortest brack-
etings are not particularly useful for constraining
sets of possible parse trees in grammar induction,
however, compared to multi-word expressions; from
this perspective, German appears less helpful than
most cased languages, because of noun compound-
ing, despite prescribing capitalization of all nouns.
Another problem with longer word-strings in many
languages is that, e.g., in French (as in English)
lower-case prepositions may be mixed in with con-
tiguous groups of proper nouns: even in surnames,

CoNLL Year this State-of-the-Art Systems: POS-
& Language Work (i) Agnostic (ii) Identified

Bulgarian 2006 64.5 44.3 SCAJ5 70.3 Spt
Catalan ’7 61.5 63.8 SCAJ5 56.3 MZNR
Czech ’6 53.5 50.5 SCAJ5 33.3∗ MZNR
Danish ’6 20.6 46.0 RF 56.5 Sar
Dutch ’6 46.7 32.5 SCAJ5 62.1 MPHel
English ’7 29.2 50.3 SAJ 45.7 MPHel
German ’6 42.6 33.5 SCAJ5 55.8 MPHnl
Greek ’7 49.3 39.0 MZ 63.9 MPHen
Hungarian ’7 53.7 48.0 MZ 48.1 MZNR
Italian ’7 50.5 57.5 MZ 69.1 MPHpt
Portuguese ’6 72.4 43.2 MZ 76.9 Sbg
Slovenian ’6 34.8 33.6 SCAJ5 34.6 MZNR
Swedish ’6 50.5 50.0 SCAJ6 66.8 MPHpt
Turkish ’6 34.4 40.9 SAJ 61.3 RFH1

Median: 48.5 45.2 58.9
Mean: 46.7 45.2 57.2∗

Table 5: Unsupervised parsing with both capitalization-
and punctuation-induced constraints in inference, tested
against the 14 held-out sets from 2006/7 CoNLL shared
tasks, and state-of-the-art results (all sentence lengths) for
systems that: (i) are also POS-agnostic and monolingual,
including SCAJ (Spitkovsky et al., 2011a, Tables 5–6)
and SAJ (Spitkovsky et al., 2011b); and (ii) rely on gold
POS-tag identities to (a) discourage noun roots (Mareček
and Zabokrtský, 2011, MZ), (b) encourage verbs (Ra-
sooli and Faili, 2012, RF), or (c) transfer delexicalized
parsers (Søgaard, 2011a, S) from resource-rich languages
with parallel translations (McDonald et al., 2011, MPH).

the German particlevon is not capitalized, although
the Dutchvanis, unless preceded by a given name or
initial — henceVan Gogh, yetVincent van Gogh.

7.1 Constraint Accuracies Across Languages

Since even related languages (e.g., Flemish, Dutch,
German and English) can have quite different con-
ventions regarding capitalization, one would not ex-
pect the same simple strategy to be uniformly useful
— or useful in the same way — across disparate lan-
guages. To get a better sense of how universal our
constraints may be, we tabulated their accuracies for
the full training sets of the CoNLL data,after all
grammar induction experiments had been executed.

Table 6 shows that the less-strict capitalization-
induced constraints all fall within narrow (yet high)
bands of accuracies of just a few percentage points:
99–100% in the case ofthread, 98–100% fortear,
95–99% forsprawland 94–99% forloose. By con-
trast, the ranges for punctuation-induced constraints
are all at least 10%. We do not see anything partic-
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CoNLL Year Total Training Capitalization-Induced Constraints Punctuation-Induced Constraints
& Language Tokens/ Sentences thr-d tear spr-l loose str.′ strict thr-d tear spr-l loose str.′ strict

Arabic 2006 52,752 1,460 — — — — — — 89.6 89.5 81.9 61.2 29.7 33.4
’7 102,375 2,912 — — — — — — 90.9 90.6 83.1 61.2 29.5 35.2

Basque ’7 41,013 3,190 — — — — — — 96.2 95.7 92.3 81.9 42.8 50.6
Bulgarian ’6 162,985 12,823 99.8 99.5 96.6 96.4 51.8 81.0 97.6 97.2 96.1 74.7 36.7 41.2
Catalan ’7 380,525 14,958 100 99.5 95.0 94.6 15.8 57.9 96.1 95.5 94.6 73.7 36.0 42.6
Chinese ’6 337,162 56,957 — — — — — — — — — — — —

’7 337,175 56,957 — — — — — — — — — — — —
Czech ’6 1,063,413 72,703 99.7 98.3 96.2 95.4 42.4 68.0 89.4 89.2 87.7 68.9 37.2 41.7

’7 368,624 25,364 99.7 98.3 96.1 95.4 42.6 67.6 89.5 89.3 87.8 69.3 37.4 41.9
Danish ’6 80,743 5,190 99.9 99.4 98.3 97.0 59.0 69.7 96.9 96.9 95.2 68.3 39.6 40.9
Dutch ’6 172,958 13,349 99.9 99.1 98.4 96.6 16.6 46.3 89.6 89.5 86.4 69.6 42.5 46.2
English ’7 395,139 18,577 99.3 98.7 98.0 96.0 17.5 24.8 91.5 91.4 90.6 76.5 39.6 42.3
German ’6 605,337 39,216 99.6 98.0 96.7 96.4 41.7 57.1 94.5 93.9 90.7 71.1 37.2 40.7
Greek ’7 58,766 2,705 99.9 99.3 98.5 96.6 13.6 50.1 91.3 91.0 89.8 75.7 43.7 47.0
Hungarian ’7 111,464 6,034 99.9 98.1 95.7 94.4 46.6 62.0 96.1 94.0 89.0 77.1 28.9 32.6
Italian ’7 60,653 3,110 99.9 99.6 99.0 98.8 12.8 68.2 97.1 96.8 96.0 77.8 44.7 47.9
Japanese ’6 133,927 17,044 — — — — — — 100 100 95.4 89.0 48.9 63.5
Portuguese ’6 177,581 9,071 100 99.0 97.6 97.0 14.4 37.7 96.0 95.8 94.9 74.5 40.3 45.0
Slovenian ’6 23,779 1,534 100 99.8 98.9 98.9 52.0 84.7 93.3 93.3 92.6 72.7 42.7 45.8
Spanish ’6 78,068 3,306 — — — — — — 96.5 96.0 95.2 75.4 33.4 40.9
Swedish ’6 163,301 11,042 99.8 99.6 99.0 97.0 24.7 58.4 90.8 90.4 87.4 66.8 31.1 33.9
Turkish ’6 48,373 4,997 100 99.8 96.2 94.0 22.8 42.8 99.8 99.7 95.1 76.9 37.7 42.0

’7 54,761 5,635 100 99.9 96.1 94.2 21.6 42.9 99.8 99.7 94.6 76.7 38.2 42.8
Max: 100 99.9 99.0 98.9 59.0 84.7 100 100 96.1 89.0 48.9 63.5

Mean: 99.8 99.1 97.4 96.4 30.8 57.7 94.6 94.2 91.7 74.0 38.5 43.3
Min: 99.3 98.0 95.0 94.0 12.8 24.8 89.4 89.2 81.9 61.2 28.9 32.6

Table 6: Accuracies for capitalization- and punctuation-induced constraints on all (full) 2006/7 CoNLL training sets.

ularly special about Greek or Italian in these sum-
maries that could explain their substantial improve-
ments (18 and 11%, respectively — see Table 4),
though Italian does appear to mesh best with the
sprawlconstraint (not by much, closely followed by
Swedish). And English — the language from which
we drew our inspiration — barely improved with
capitalization-induced constraints (see Table 4) and
caused the lowest accuracies ofthreadandstrict.

These outcomes are not entirely surprising: some
best- and worst-performing results are due to noise,
since learning via non-convex optimization can be
chaotic: e.g., in the case of Greek, applying 113 con-
straints to initial parse trees could have a significant
impact on the first grammar estimated in training —
and consequently also on a learner’s final, converged
model instance. We expect the averages (i.e., means
and medians) — computed over many data sets —
to be more stable and meaningful than the outliers.

7.2 Immediate Impact from Capitalization

Next, we considered two settings that are less af-
fected by training noise: grammar inducers immedi-

ately after an initial step of constrained Viterbi EM
and supervised DBM parsers (trained on sentences
with up to 45 words), for various languages in the
CoNLL sets. Table 7 shows effects of capitalization
to be exceedingly mild, both if applied alone and in
tandem with punctuation. Exploring better ways of
incorporating this informative resource — perhaps
as soft features, rather than as hard constraints —
and in combination with punctuation- and markup-
induced bracketings could be a fruitful direction.

7.3 Odds and Ends

Our earlier analysis excluded sentence-initial words
because their capitalization is, in a way, trivial. But
for completeness, we also tested constraints derived
from this source, separately (see Table 2:initials).
As expected, the new constraints scored worse (de-
spite many automatically-correct single-word frag-
ments) except forstrict, whose binding constraints
over singletons droveupaccuracy. It turns out, most
first words in WSJ are leaves — possibly due to a
dearth of imperatives (or just English’s determiners).

We broadened our investigation of the “first leaf”
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CoNLL Year Evaluation Bracketings Unsupervised Training Supervised Parsing
& Language Tokens/ Sents capital. punct. init. 1-step constrained none capital. punct. both

Arabic 2006 5,215 146 — 101 18.4 20.6 — — 59.8 — — —
’7 4,537 130 — 311 19.0 23.5 — — 63.5 — — —

Basque ’7 4,511 334 — 547 17.4 22.4 — — 58.4 — — —
Bulgarian ’6 5,032 398 44 552 19.4 28.9 28.4 -0.5 76.7 76.8 78.1 78.2
Catalan ’7 4,478 167 24 398 18.0 25.1 25.4 +0.3 78.1 78.3 78.6 78.9
Chinese ’6 5,012 867 — — 23.5 27.2 — — 83.7 — — —

’7 5,161 690 — — 19.4 25.0 — — 81.0 — — —
Czech ’6 5,000 365 48 549 18.6 19.7 19.8 +0.1 64.9 64.8 67.0 66.9

’7 4,029 286 57 466 18.0 21.7 — — 62.8 — — —
Danish ’6 4,978 322 85 590 19.5 27.4 26.0 -1.3 71.9 72.0 74.2 74.3
Dutch ’6 4,989 386 28 318 18.7 17.9 17.7 -0.1 60.9 60.9 62.7 62.8
English ’7 4,386 214 151 423 17.6 24.0 21.9-2.1 65.2 65.6 68.5 68.4
German ’6 4,886 357 135 523 16.4 23.0 23.7 +0.7 70.7 70.7 71.5 71.4
Greek ’7 4,307 197 47 372 17.1 17.1 16.6 -0.5 71.3 71.6 73.5 73.7
Hungarian ’7 6,090 390 28 893 17.1 18.5 18.6 +0.1 67.3 67.2 69.8 69.6
Italian ’7 4,360 249 71 505 18.6 32.5 34.2 +1.7 66.0 65.9 67.0 66.8
Japanese ’6 5,005 709 — 0 26.5 36.8 — — 85.1 — — —
Portuguese ’6 5,009 288 29 559 19.3 24.2 24.0 -0.180.5 80.5 81.6 81.6
Slovenian ’6 5,004 402 7 785 18.3 22.5 22.4 -0.1 67.5 67.4 70.970.9
Spanish ’6 4,991 206 — 453 18.0 19.3 — — 69.5 — — —
Swedish ’6 4,873 389 14 417 20.2 31.4 31.4 +0.0 74.9 74.9 74.7 74.6
Turkish ’6 6,288 623 18 683 20.4 26.4 26.7 +0.3 66.1 66.0 66.9 66.7

’7 3,983 300 4 305 20.3 24.8 — — 67.3 — — —
Max: 20.4 32.5 34.2 +1.7 80.5 80.5 81.6 81.6

(aggregated as in Tables 4 and 5) Mean: 18.5 24.2 24.1 -0.1 70.1 70.2 71.8 71.8
Min: 16.4 17.1 16.6 -2.1 60.9 60.9 62.7 62.8

Table 7: Unsupervised accuracies for uniform-at-random projective parse trees (init), also after a step of Viterbi EM,
and supervised performance with induced constraints, on 2006/7 CoNLL evaluation sets (sentences under 145 tokens).

phenomenon and found that in 16 of the 19 CoNLL
languages first words are more likely to be leaves
than other words without dependents on the left;4

last words, by contrast, aremore likely to take de-
pendents than expected. These propensities may be
related to the functional tendency of languages to
place old information before new (Ward and Birner,
2001) and could also help bias grammar induction.

Lastly, capitalization points to yet another class of
words: those with identical upper- and lower-case
forms. Their constraints too tend to be accurate (see
Table 2:uncased), but the underlying text is not par-
ticularly interesting. In WSJ, caseless multi-token
fragments are almost exclusively percentages (e.g.,
the two tokens of10%), fractions (e.g.,1 1/4) or both.
Such boundaries could be useful in dealing with fi-
nancial data, as well as for breaking up text in lan-
guages without capitalization (e.g., Arabic, Chinese

4Arabic, Basque, Bulgarian, Catalan, Chinese, Danish,
Dutch, English, German, Greek, Hungarian, Italian, Japanese,
Portuguese, Spanish, Swedishvs. Czech, Slovenian, Turkish.

and Japanese). More generally, transitions between
different fonts and scripts should be informative too.

8 Conclusion

Orthography provides valuable syntactic cues. We
showed that bounding boxes signaled by capitaliza-
tion changes can help guide grammar induction and
boost unsupervised parsing performance. As with
punctuation-delimited segments and tags from web
markup, it is profitable to assume only that a single
word derives the rest, in such text fragments, without
further restricting relations to external words — pos-
sibly a useful feature for supervised parsing models.

Our results should be regarded with some cau-
tion, however, since improvements due to capitaliza-
tion in grammar induction experiments came mainly
from two languages, Greek and Italian. Further re-
search is clearly needed to understand the ways that
capitalization can continue to improve parsing.
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Montréal, Canada, June 3-8, 2012. c©2012 Association for Computational Linguistics

Toward Tree Substitution Grammars with Latent Annotations

Francis Ferraro and Benjamin Van Durme and Matt Post
Center for Language and Speech Processing, and

Human Language Technology Center of Excellence
Johns Hopkins University

Abstract

We provide a model that extends the split-
merge framework of Petrov et al. (2006) to
jointly learn latent annotations and Tree Sub-
stitution Grammars (TSGs). We then conduct
a variety of experiments with this model, first
inducing grammars on a portion of the Penn
Treebank and the Korean Treebank 2.0, and
next experimenting with grammar refinement
from a single nonterminal and from the Uni-
versal Part of Speech tagset. We present quali-
tative analysis showing promising signs across
all experiments that our combined approach
successfully provides for greater flexibility
in grammar induction within the structured
guidance provided by the treebank, leveraging
the complementary natures of these two ap-
proaches.

1 Introduction

Context-free grammars (CFGs) are a useful tool for
describing the structure of language, modeling a va-
riety of linguistic phenomena while still permitting
efficient inference. However, it is widely acknowl-
edged that CFGs employed in practice make unre-
alistic independence and structural assumptions, re-
sulting in grammars that are overly permissive. One
successful approach has been to refine the nonter-
minals of grammars, first manually (Johnson, 1998;
Klein and Manning, 2003) and later automatically
(Matsuzaki et al., 2005; Dreyer and Eisner, 2006;
Petrov et al., 2006). In addition to improving pars-
ing accuracy, the automatically learned latent anno-
tations of these latter approaches yield results that

accord well with human intuitions, especially at the
lexical or preterminal level (for example, separating
demonstrative adjectives from definite articles under
the DT tag). It is more difficult, though, to extend
this analysis to higher-level nonterminals, where the
long-distance interactions among latent annotations
of internal nodes are subtle and difficult to trace.
In another line of work, many researchers have ex-

amined the use of formalisms with an extended do-
main of locality (Joshi and Schabes, 1997), where
the basic grammatical units are arbitrary tree frag-
ments instead of traditional depth-one context-free
grammar productions. In particular, Tree Substitu-
tion Grammars (TSGs) retain the context-free prop-
erties of CFGs (and thus the cubic-time inference)
while at the same time allowing for the modeling of
long distance dependencies. Fragments from such
grammars are intuitive, capturing exactly the sorts of
phrasal-level properties (such as predicate-argument
structure) that are not present in Treebank CFGs and
which are difficult to model with latent annotations.
This paper is motivated by the complementarity

of these approaches. We present our progress in
learning latent-variable TSGs in a joint approach that
extends the split-merge framework of Petrov et al.
(2006). We present our current results on the Penn
and Korean treebanks (Marcus et al., 1993; Han et
al., 2001), demonstrating that we are able to learn
fragments that draw on the strengths of both ap-
proaches. Table 1 situates this work among other
contributions.
In addition to experimenting directly with the

Penn and Korean Treebanks, we also conducted two
experiments in this framework with the Universal
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CFG TSG
none Charniak ’97 Cohn et al. ’09
manual Klein & Manning ’03 Bansal & Klein ’10
automatic Matsuzaki et al. ’05 This paper

Petrov et al. ’06
Dreyer & Eisner ’06

Table 1: Representative prior work in learning refine-
ments for context-free and tree substitution grammars,
with zero, manual, or automatically induced latent anno-
tations.

POS tagset (Petrov et al., 2011). First, we investigate
whether the tagset can be automatically derived af-
ter mapping all nonterminals to a single, coarse non-
terminal. Second, we begin with the mapping de-
fined by the tagset, and investigate how closely the
learned annotations resemble the original treebank.
Together with our TSG efforts, this work is aimed at
increased flexibility in the grammar induction pro-
cess, while retaining the use of Treebanks for struc-
tural guidance.

2 Background

2.1 Latent variable grammars

Latent annotation learning is motivated by the ob-
served coarseness of the nonterminals in treebank
grammars, which often group together nodes with
different grammatical roles and distributions (such
as the role of NPs in subject and object position).
Johnson (1998) presented a simple parent-annotation
scheme that resulted in significant parsing improve-
ment. Klein and Manning (2003) built on these ob-
servations, introducing a series of manual refine-
ments that captured multiple linguistic phenomena,
leading to accurate and fast unlexicalized parsing.
Later, automated methods for nonterminal refine-
ment were introduced, first splitting all categories
equally (Matsuzaki et al., 2005), and later refin-
ing nonterminals to different degrees (Petrov et al.,
2006) in a split-merge EM framework. This lat-
ter approach was able to recover many of the splits
manually determined by Klein and Manning (2003),
while also discovering interesting, novel clusterings,
especially at the lexical level. However, phrasal-
level analysis of latent-variable grammars is more
difficult. (2006) observed that these grammars could
learn long-distance dependencies through sequences
of substates that place all or most of their weight on

(a) A TSG fragment.

SBAR

IN

for

S

NP VP

TO

to

VP

(b) Equivalent CFG rules.
SBAR→ IN S
IN→ for
S→ NP VP
VP→ TO VP
TO→ to

Figure 1: Simple example of a TSG fragment and an
equivalent representation with a CFG.

particular productions, but such patterns must be dis-
covered manually via extensive analysis.

2.2 Tree substitution grammars
Tree substitution grammars (TSGs) allow for com-
plementary analysis. These grammars employ an ex-
tended domain of locality over traditional context-
free grammars by generalizing the atomic units of the
grammar from depth-one productions to fragments
of arbitrary size. An example TSG fragment along
with equivalent CFG rules are depicted in Figure 1.
The two formalisms areweakly equivalent, and com-
puting the most probable derivation of a sentence
with a TSG can be done in cubic time.
Unfortunately, learning TSGs is not straight-

forward, in large part because TSG-specific re-
sources (e.g., large scale TSG-annotated treebanks)
do not exist. One class of existing approaches,
known as Data-Oriented Parsing, simply uses all the
fragments (Bod, 1993, DOP). This does not scale
well to large treebanks, forcing the use of implicit
representations (Goodman, 1996) or heuristic sub-
sets (Bod, 2001). It has also been generally ob-
served that the use of all fragments results in poor,
overfit grammars, though this can be addressed with
held-out data (Zollmann and Sima’an, 2005) or sta-
tistical estimators to rule out fragments that are un-
likely to generalize (Zuidema, 2007). More recently,
a number of groups have found success employing
Bayesian non-parametric priors (Post and Gildea,
2009; Cohn et al., 2010), which put a downward
pressure on fragment size except where the data
warrant the inclusion of larger fragments. Unfortu-
nately, proper inference under these models is in-
tractable, and though Monte Carlo techniques can
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provide an approximation, the samplers can be com-
plex, difficult to code, and slow to converge.
This history suggests two approaches to state-split

TSGs: (1) a Bayesian non-parametric sampling ap-
proach (incorporate state-splitting into existing TSG
work), or (2) EM (incorporate TSG induction into
existing state-splitting work). We choose the latter
path, and in the next section will describe our ap-
proach which combines the simplicity of DOP, the
intuitions motivating the Bayesian approach, and the
efficiency of EM-based state-splitting.
In related work, Bansal and Klein (2010) combine

(1996)’s implicit DOP representation with a num-
ber of the manual refinements described in Klein and
Manning (2003). They achieve some of the best re-
ported parsing scores for TSGwork and demonstrate
the complementarity of the tasks, but their approach
is not able to learn arbitrary distributions over frag-
ments, and the state splits are determined in a fixed
pre-processing step. Our approach addresses both of
these limitations.

3 State-Split TSG Induction

In this sectionwe describe howwe combine the ideas
of dop, Bayesian-induced TSGs and Petrov et al.
(2006)’s state-splitting framework.1 We are able to
do so by adding a coupling step to each iteration.
That is, each iteration is of the form:

(1) split all symbols in two,

(2) merge 50% of the splits, and

(3) couple existing fragments.

Because every step results in a new grammar, pro-
duction probabilities are fit to observed data by run-
ning at most 50 rounds of EM after every step listed
above.2 We focus on our contribution — the cou-
pling step— and direct those interested in details re-
garding splitting/merging to (Petrov et al., 2006).
Let T be a treebank and let F be the set of all

possible fragments in T . Define a tree T ∈ T
as a composition of fragments {Fi}n

i=1 ⊆ F , with
T = F1 ◦ · · · ◦ Fn. We use X to refer to an arbi-
trary fragment, with rX being the root of X . Two

1Code available at cs.jhu.edu/~ferraro.
2We additionally apply Petrov et al. (2006)’s smoothing step

between split and merge.

fragments X and Y may compose (couple), which
we denote byX ◦Y .3 We assume thatX and Y may
couple only if X ◦ Y is an observed subtree.

3.1 Coupling Procedure
While Petrov et al. (2006) posit all refinements sim-
ulatenously and then retract half, applying this strat-
egy to the coupling step would result in a combina-
torial explosion. We control this combinatorial in-
crease in three ways. First, we assume binary trees.
Second, we introduce a constraint set C ⊆ F that dic-
tates what fragments are permitted to compose into
larger fragments. Third, we adopt the iterative ap-
proach of split-merge and incrementally make our
grammar more complex by forbidding a fragment
from participating in “chained couplings:” X ◦Y ◦Z
is not allowed unless eitherX ◦Y or Y ◦Z is a valid
fragment in the previous grammar (and the chained
coupling is allowed by C). Note that setting C = ∅
results in standard split/merge, while C = F results
in a latently-refined dop-1 model.
We say that ⟨XY⟩ represents a valid coupling ofX

and Y only if X ◦ Y is allowed by C, whereas ⟨XY⟩
represents an invalid coupling ifX◦Y is not allowed
by C. Valid couplings result in new fragments. (We
describe how to obtain C in §3.3.)
Given a constraint set C and a current grammar G,

we construct a new grammar G′. For every fragment
F ∈ G, hypothesize a fragment F ′ = F ◦ C, pro-
vided F ◦ C is allowed byC. In order to add F and
F ′ to G′, we assign an initial probability to both frag-
ments (§3.2), and then use EM to determine appro-
priate weights. We do not explicitly remove smaller
fragments from the grammar, though it is possible
for weights to vanish throughout iterations of EM.
Note that a probabilistic TSG fragment may be

uniquely represented as its constituent CFG rules:
make the root of every internal depth-one subtree
unique (have unit probability) and place the entirety
of the TSG weight on the root depth-one rule. This
representation has multiple benefits: it not only al-
lows TSG induction within the split/merge frame-
work, but it also provides a straight-forward way to
use the inside-outside algorithm.

3Technically, the composition operator (◦) is ambiguous if
there is more than one occurrence of rY in the frontier of X .
Although notation augmentations could resolve this, we rely on
context for disambiguation.
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3.2 Fragment Probability Estimation
First, we define a count function c over fragments by

c(X) =
∑

T∈P(T )

∑
τ∈T

δX,τ , (1)

where P(T ) is a parsed version of T , τ is a subtree
of T and δX,τ is 1 iff X matches τ .4 We may then
count fragment co-occurrence by∑
Y

c(X ◦ Y ) =
∑

Y :⟨XY⟩

c(X ◦ Y ) +
∑

Y :⟨XY⟩

c(X ◦ Y ).

Prior to running inside-outside, we must re-
allocate the probability mass from the previous frag-
ments to the hypothesized ones. As this is just
a temporary initialization, can we allocate mass
as done when splitting, where each rule’s mass is
uniformly distributed, modulo tie-breaking random-
ness, among its refinement offspring? Split/merge
only hypothesizes that a node should have a particu-
lar refinement, but by learning subtrees our coupling
method hypothesizes that deeper structure may bet-
ter explain data. This leads to the realization that a
symbol may both subsume, and be subsumed by, an-
other symbol in the same coupling step; it is not clear
how to apply the above redistribution technique to
our situation.
However, even if uniform-redistribution could

easily be applied, we would like to be able to indi-
cate how much we “trust” newly hypothesized frag-
ments. We achieve this via a parameter γ ∈ [0, 1]:
as γ → 1, we wish to move more of P [X | rX ]
to P [⟨XY⟩ | rX ]. Note that we need to know which
fragmentsL couple below withX (⟨XL⟩), and which
fragments U couple above (⟨UX⟩).
For reallocation, we remove a fraction of the num-

ber of occurrences of top-couplings of X:

ĉ (X) = 1− γ

∑
Y :⟨XY⟩ c(X ◦ Y )∑

Y c(X ◦ Y )
, (2)

and some proportion of the number of occurrences
of bottom-couplings of X:

sub(X) =

∑
U :⟨UX⟩ c(U ◦X)∑
U,L:⟨UL⟩
rX=rL

c(U ◦ L)
. (3)

4We use a parsed version because there are no labeled inter-
nal nodes in the original treebank.

To prevent division-by-zero (e.g., for pre-terminals),
(2) returns 1 and (3) returns 0 as necessary.
Given any fragmentX in an original grammar, let

ρ be its conditional probability: ρ = P [X | rX ] .
For a new grammar, define the new conditional prob-
ability for X to be

P [X | rX ] ∝ ρ · |ĉ(X)− sub(X)|, (4)

and

P [⟨XY⟩ | rX ] ∝ γρ
c(X ◦ Y )∑
Y c(X ◦ Y )

(5)

for applicable Y .
Taken together, equations (4) and (5) simply say

that X must yield some percentage of its current
mass to its hypothesized relatives ⟨XY⟩, the amount
of which is proportionately determined by ĉ. But we
may also hypothesize ⟨ZX⟩, which has the effect of
removing (partial) occurrences of X .5
Though we would prefer posterior counts of frag-

ments, it is not obvious how to efficiently obtain pos-
terior “bigram” counts of arbitrarily large latent TSG
fragments (i.e., c(X ◦ Y )). We therefore obtain, in
linear time, Viterbi counts using the previous best
grammar. Although this could lead to count sparsity,
in practice our previous grammar provides sufficient
counts across fragments.

3.3 Coupling from Common Subtrees
We now turn to the question of how to acquire the
constraint set C. Drawing on the discussion in §2.2,
the constraint set should, with little effort, enforce
sparsity. Similarly to our experiments in classifi-
cation with TSGs (Ferraro et al., 2012), we extract
a list of the K most common subtrees of size at
most R, which we refer to as F⟨R,K⟩. Note that if
F ∈ F⟨R,K⟩, then all subtreesF ′ ofF must also be in
F⟨R,K⟩.6 Thus, we may incrementally build F⟨R,K⟩
in the following manner: given r, for 1 ≤ r ≤ R,
maintain a ranking S, by frequency, of all fragments
of size r; the key point is that S may be built from
F⟨r−1,K⟩. Once all fragments of size r have been
considered, retain only the top K fragments of the
ranked set F⟨r,K⟩ = F⟨r−1,K⟩ ∪ S.

5If ĉ(X) = sub(X), then define Eqn. (4) to be ρ.
6Analogously, if an n-gram appears K times, then all con-

stituent m-grams, m < n, must also appear at least K times.
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This incremental approach is appealing for two
reasons: (1) practically, it helps temper the growth
of intermediate rankings F⟨r,K⟩; and (2) it provides
two tunable parametersR andK, which relate to the
base measure and concentration parameter of previ-
ous work (Post and Gildea, 2009; Cohn et al., 2010).
We enforce sparsity by thresholding at every itera-
tion.

4 Datasets

We perform a qualitative analysis of fragments
learned on datasets for two languages: the Ko-
rean Treebank v2.0 (Han and Ryu, 2005) and a
comparably-sized portion of the WSJ portion of the
Penn Treebank (Marcus et al., 1993). The Korean
Treebank (KTB) has predefined splits; to be compa-
rable for our analysis, from the PTB we used §2-3
for training and §22 for validation (we refer to this
as wsj2-3). As described in Chung et al. (2010), al-
though Korean presents its own challenges to gram-
mar induction, the KTB yields additional difficulties
by including a high occurrence of very flat rules (in
5K sentences, there are 13 NP rules with at least four
righthand side NPs) and a coarser nonterminal set
than that of the Penn Treebank. On both sets, we
run for two iterations.
Recall that our algorithm is designed to induce a

state-split TSG on a binarized tree; as neither dataset
is binarized in native form we apply a left-branching
binarization across all trees in both collections as a
preprocessing step. Petrov et al. (2006) found differ-
ent binarization methods to be inconsequential, and
we have yet to observe significant impact of this bi-
narization decision (this will be considered in more
detail in future work).
Recently Petrov et al. (2011) provided a set of

coarse, “universal” (as measured across 22 lan-
guages), part-of-speech tags. We explore here the
interaction of this tagset in our model on wsj2-3: call
thismodified version uwsj2-3, onwhichwe run three
iterations. By further coarsening the PTB tags, we
can ask questions such as: what is the refinement
pattern? Can we identify linguistic phenomena in a
different manner than we might without the univer-
sal tag set? Then, as an extreme, we replace all POS
tags with the same symbol “X,” to investigate what
predicate/argument relationships can be derived: we

(a) Modal construction.

S2

S

NP0 VP0

VP

MD

will

VP0

(b) Modifiable NP.

NP2

NP

NN

president

PP0

(c) Nominal-modification.

NP0

NP

NP

NNP3 NNP1

NNP0

NNP0

(d) PP construction.

PP0

IN

at

NP

NP0 NNP0

(e) Initial Quotation.

SINV1

SINV

SINV

SINV0 ,0

”0

VP

VBZ0

Figure 2: Example fragments learned on wsj2-3.

call this set xwsj2-3 and run four times on it.7

5 Fragment Analysis

In this section we analyze hand-selected preliminary
fragments and lexical clusterings our system learns.

WSJ, §2-3 As Figure 2 illustrates, after two iter-
ations we learn various types of descriptive lexical-
ized and unlexicalized fragments. For example, Fig-
ure 2a concisely creates a four-step modal construc-
tion (will), while 2b demonstrates how a potentially
useful nominal can be formed. Further, learned frag-
ments may generate phrases with multiple nominal
modifiers (2c), and lexicalized PPs (2d).
Note that phrases such as NP0 and VP0 are of-

ten lexicalized themselves (with determiners, com-
mon verbs and other constructions), though omitted
due to space constraints; these lexicalized phrases
could be very useful for 2a (given the incremental

7While the universal tag set has a Korean mapping, the sym-
bols do not coincide with the KTB symbols.
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(a) Common noun refinements.

NNC

0 경우 이날 현재
case this day at the moment

1 국제 경제 세계
international economy world

2 관련 발표 보도
related announcement report

(b) Verbal inflection.

VV0

NNC2 XSV

하

(c) Adjectival inflection.

VJ0

NNC1 XSJ

하

Figure 3: Clusters and fragments for the KTB.

coupling employed, 2a could not have been further
expanded in two iterations). Figure 2c demonstrates
how TSGs and latent annotations are naturally com-
plementary: the former provides structure while the
latter describes lexical distributions of nominals.
Figure 2e illustrates a final example of syntactic

structure, as we begin to learn how to properly an-
alyze a complex quotation. A full analysis requires
only five TSG rules while an equivalent CFG-only
construction requires eight.

KTB2 To illustrate emergent semantic and syntac-
tic patterns, we focus on common noun (NNC) re-
finements. As seen in Table 3a, top words from
NNC0 represent time expressions and planning-
related. As a comparison, two other refinements,
NNC1 and NNC2, are not temporally representative.
This distinction is important as NNC0 easily yields
adverbial phrases, while the resultant adverbial yield
for either NNC1 or NNC2 is much smaller.
Comparing NNC1 and NNC2, we see that the

highest-ranked members of the latter, which include
report and announcement, can be verbalized by ap-
pending an appropriate suffix. Nouns under NNC1,
such as economy and world, generally are subject
to adjectival, rather than verbal, inflection. Figures
3b and 3c capture these verbal and adjectival inflec-
tions, respectively, as lexicalized TSG fragments.

WSJ, §2-3, Universal Tag Set In the preliminary
work done here, we find that after a small number of
iterations we can identify various cluster classifica-

tions for different POS tags. Figures 4a, 4b and 4c
provide examples for NOUN, VERB and PRON, re-
spectively. For NOUNs we found that refinements
correspond to agentive entities (refinements 0, 1,
e.g., corporations or governments), market or stock
concepts (2), and numerically-modifiable nouns (7).
Some refinements overlapped, or contained common
nouns usable in many different contexts (3).
Similarly for VERBs (4b), we find suggested dis-

tinctions among action (1) and belief/cognition (2)
verbs.8 Further, some verb clusters are formed of
eventive verbs, both general (3) and domain-specific
(0). Another cluster is primarily of copula/auxiliary
verbs (7). The remaining omitted categories appear
to overlap, and only once we examine the contexts
in which they occur do we see they are particularly
useful for parsing FRAGs.
Though NOUN and VERB clusters can be dis-

cerned, there tends to be overlap among refinements
that makes the analysis more difficult. On the other
hand, refinements for PRON (4c) tend to be fairly
clean and it is generally simple to describe each: pos-
sessives (1), personified wh-words (2) and general
wh-words (3). Moreover, both subject (5) and ob-
ject (6) are separately described.
Promisingly, we learn interactions among various

refinements in the form of TSG rules, as illustrated
by Figures 4d-4g. While all four examples involve
VERBs it is enlightening to analyze a VERB’s re-
finement and arguments. For example, the refine-
ments in 4d may lend a simple analysis of financial
actions, while 4e may describe different NP interac-
tions (note the different refinement symbols). Dif-
ferent VERB refinements may also coordinate, as in
4f, where participle or gerund may help modify a
main verb. Finally, note how in 4g, an object pro-
noun correctly occurs in object position. These ex-
amples suggest that even on coarsened POS tags, our
method is able to learn preliminary joint syntactic
and lexical relationships.

WSJ, §2-3, Preterminals as X In this experiment,
we investigate whether the manual annotations of
Petrov et al. (2011) can be re-derived through first
reducing one’s non-terminal tagset to the symbol
X and splitting until finding first the coarse grain

8The next highest-ranked verbs for refinement 1 include re-
ceived, doing and announced.
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(a) Noun refinements.

NOUN
0 Corp Big Co.
1 Mr. U.S. New
2 Bush prices trading
3 Japan September Nissan
7 year % months

(b) Verb refinements.

VERB
0 says said sell buy rose
1 have had has been made
2 said says say added believe
3 sold based go trading filed
7 is are be was will

(c) Pronoun refinements.

PRON
1 its his your
2 who whom —
3 what whose What
5 it he they
6 it them him

(d) VP structure.

VP0

VERB0 NP

ADJ3 NOUN3

(e) Declarative sentence.

S0

NP4 VP

VERB1 NP1

(f) Multiple VP interactions.

VP0

VP

VERB7 ADVP0

VP

VERB0 NP0

(g) Accusative use.

VP0

VERB0 NP

PRON6

Figure 4: Highest weighted representatives for lexical categories (4a-4c) and learned fragments (4d-4g), for uwsj2-3.

X Universal Tag
0 two market brain NOUN
1 ’s said says VERB
2 % company year NOUN
3 it he they PRON
5 also now even ADV
6 the a The DET
7 10 1 all NUM
9 . – ... .
10 and or but CONJ
12 which that who PRON
13 is was are VERB
14 as of in ADP
15 up But billion ADP

Table 2: Top-three representatives for various refine-
ments of X, with reasonable analogues to Petrov et al.
(2011)’s tags. Universal tag recovery is promising.

tags of the universal set, followed by finer-grain tags
from the original treebank. Due to the loss of lexi-
cal information, we run our system for four iterations
rather than three.
As observed in Table 2, there is strong overlap

observed between the induced refinements and the
original universal tags. Though there are 16 refine-
ments of X , due to lack of cluster coherence not all
are listed. Those tags and unlisted refinements seem
to be interwoven in a non-trivial way. We also see
complex refinements of both open- and closed-class
words occurring: refinements 0 and 2 correspond

with the open-class NOUN, while refinements 3 and
12, and 14 and 15 both correspond with the closed
classes PRON and ADP, respectively. Note that 1
and 13 are beginning to split verbs by auxiliaries.

6 Conclusion

We have shown that TSGs may be encoded and in-
duced within a framework of syntactic latent an-
notations. Results were provided for induction us-
ing the English Penn, and Korean Treebanks, with
further experiments based on the Universal Part of
Speech tagset. Examples shown suggest the promise
of our approach, with future work aimed at exploring
larger datasets using more extensive computational
resources.
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Abstract

For many NLP tasks, EM-trained HMMs are
the common models. However, in order to es-
cape local maxima and find the best model, we
need to start with a good initial model. Re-
searchers suggested repeated random restarts
or constraints that guide the model evolu-
tion. Neither approach is ideal. Restarts are
time-intensive, and most constraint-based ap-
proaches require serious re-engineering or ex-
ternal solvers. In this paper we measure the ef-
fectiveness of very limited initial constraints:
specifically, annotations of a small number of
words in the training data. We vary the amount
and distribution of initial partial annotations,
and compare the results to unsupervised and
supervised approaches. We find that partial
annotations improve accuracy and can reduce
the need for random restarts, which speeds up
training time considerably.

1 Introduction

While supervised learning methods achieve good
performance in many NLP tasks, they are inca-
pable of dealing with missing annotations. For most
new problems, however, missing data is the norm,
which makes it impossible to train supervised mod-
els. Unsupervised learning techniques can make
use of unannotated data and are thus well-suited for
these problems.

For sequential labeling tasks (POS-tagging, NE-
recognition), EM-trained HMMs are the most com-
mon unsupervised model. However, running vanilla
forward-backward-EM leads to mediocre results,
due to various properties of the training method

(Johnson, 2007). Running repeated restarts with
random initialization can help escape local maxima,
but in order to find the global optimum, we need to
run a great number (100 or more) of them (Ravi and
Knight, 2009; Hovy et al., 2011). However, there
is another solution. Various papers have shown that
the inclusion of some knowledge greatly enhances
performance of unsupervised systems. They intro-
duce constraints on the initial model and the param-
eters. This directs the learning algorithm towards a
better parameter configuration. Types of constraints
include ILP-based methods (Chang et al., 2007;
Chang et al., 2008; Ravi and Knight, 2009), and pos-
terior regularization (Graça et al., 2007; Ganchev et
al., 2010). While those approaches are powerful and
yield good results, they require us to reformulate the
constraints in a certain language, and either use an
external solver, or re-design parts of the maximiza-
tion step. This is time-consuming and requires a cer-
tain expertise.

One of the most natural ways of providing con-
straints is to annotate a small amount of data. This
can either be done manually, or via simple heuris-
tics, for example, if some words’ parts of speech
are unambiguous. This can significantly speed up
learning and improve accuracy of the learned mod-
els. These partial annotations are a common tech-
nique for semi-supervised learning. It requires no
changes to the general framework, or the use of ex-
ternal solvers.

While this well-known, it is unclear exactly how
much annotation, and annotation of what, is most ef-
fective to improve accuracy. To our knowledge, no
paper has investigated this aspect empirically. We
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Inputs: I went to the show
walk on water

Partial Annotations: I went to the:DET show:NN
walk on:sense5 water

Figure 1: In partial annotation, words are replaced by
their label

explore the use of more unlabeled data vs. partial
annotation of a small percentage. For the second
case, we investigate how much annotation we need
to achieve a particular accuracy, and what the best
distribution of labels is. We test our approach on
a POS-tagging and word sense disambiguation task
for prepositions.

We find that using partial annotations improves
accuracy and reduces the effect of random restarts.
This indicates that the same accuracy can be reached
with fewer restarts, which speeds up training time
considerably.

Our contributions are:

• we show how to include partial annotations in
EM training via parameter tying

• we show how the amounts and distribution of
partial annotations influence accuracy

• we evaluate our method on an existing data set,
comparing to both supervised and unsupervised
methods on two tasks

2 Preliminaries

2.1 Partial Annotations

When training probabilistic models, more con-
straints generally lead to improved accuracy. The
more knowledge we can bring to bear, the more we
constrain the number of potential label sequences
the training algorithm has to consider. They also
help us to find a good initial model: it has to explain
those fixed cases.

The purest form of unsupervised learning as-
sumes the complete lack of annotation. However,
in many cases, we can use prior knowledge to label
words in context based on heuristics. It is usually
not the case that all labels apply to all observations.
If we know the alphabet of labels we use, we of-
ten also know which labels are applicable to which

observations. This is encoded in a dictionary. For
POS-tagging, it narrows the possible tags for each
word–irrespective of context–down to a manageable
set. Merialdo (1994) showed how the amount of
available dictionary information is correlated with
performance. However, dictionaries list all applica-
ble labels per word, regardless of context. We can
often restrict the applicable label for an observation
in a specific context even more. We extend this to
include constraints applied to some, but not all in-
stances. This allows us to restrict the choice for an
observation to one label. We substitute the word in
case by a special token with just one label. Based on
simple heuristics, we can annotate individual words
in the training data with their label. For example, we
can assume that “the” is always a determiner. This
is a unigram constraint. We can expand those con-
straints to include a wider context. In a sentence like
“I went to the show”, we know that NN is the only
applicable tag for “show”, even if a dictionary lists
the possible tags NN and VB. In fact, we can make
that assumption for all words with a possible POS
tag of NN that follow “the”. This is an n-gram con-
straint.

Partial annotations provide local constraints.
They arise from a number of different cases:

• simple heuristics that allow the disambiguation
of some words in context (such as words after
“the” being nouns)

• when we can leverage annotated data from a
different task

• manual labeling of a few instances

While the technique is mainly useful for problems
where only few labeled examples are available, we
make use of a corpus of annotated data. This allows
us to control the effect of the amount and type of
annotated data on accuracy.

We evaluate the impact of partial annotations on
two tasks: preposition sense disambiguation and
POS tagging.

2.2 Preposition Sense Disambiguation

Prepositions are ubiquitous and highly ambiguous.
Disambiguating prepositions is thus a challenging
and interesting task in itself (see SemEval 2007 task,
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(Litkowski and Hargraves, 2007)). There are three
elements in the syntactic structure of prepositional
phrases, namely the head word h (usually a noun,
verb, or adjective), the preposition p, and the object
of the preposition, o. The triple (h, p, o) forms a
syntactically and semantically constrained structure.
This structure is reflected in dependency parses as a
common construction.

Tratz and Hovy (2009) show how to use the de-
pendency structure to solve it. Their method out-
performed the previous state-of-the-art (which used
a window-based approach) by a significant margin.
Hovy et al. (2011) showed how the sequential na-
ture of the problem can be exploited in unsupervised
learning. They present various sequential models
and training options. They compare a standard bi-
gram HMM and a very complex model that is de-
signed to capture mutual constraints. In contrast to
them, we use a trigram HMM, but move the preposi-
tion at the end of the observed sequence, to condition
it on the previous words. As suggested there, we use
EM with smoothing and random restarts.

2.3 Unsupervised POS-tagging

Merialdo (1994) introduced the task of unsupervised
POS tagging using a dictionary. For each word,
we know the possible labels in general. The model
has to learn the labels in context. Subsequent work
(Johnson, 2007; Ravi and Knight, 2009; Vaswani et
al., 2010) has expanded on this in various ways, with
accuracy between 86% and 96%. In this paper, we
do not attempt to beat the state of the art, but rather
test whether our constraints can be applied to a dif-
ferent task and data set.

3 Methodology

3.1 Data

For PSD, we use the SemEval task data. It con-
sists of a training (16k) and a test set (8k) of sen-
tences with sense-annotated prepositions following
the sense inventory of The Preposition Project, TPP
(Litkowski, 2005). It defines senses for each of the
34 most frequent English prepositions. There are on
average 9.76 senses per preposition (between 2 and
25). We combine training and test and use the an-
notations from the training data to partially label our
corpus. The test data remains unlabeled. We use the

WordNet lexicographer senses as labels for the argu-
ments. It has 45 labels for nouns, verbs, and adjec-
tives and is thus roughly comparable to the prepo-
sitions sense granularity. It also allows us to con-
struct a dictionary for the arguments from WordNet.
Unknown words are assumed to have all possible
senses applicable to their respective word class (i.e.
all noun senses for words labeled as nouns, etc). We
assume that pronouns other than “it” refer to people.

For the POS-tagged data, we use the Brown cor-
pus. It contains 57k sentences and about 1, 16m
words. We assume a simplified tag set with 38 tags
and a dictionary that lists all possible tags for each
word. For the partial annotations, we label every oc-
currence of “the”, “a”, and “an” as DET, and the next
word with possible tag NN as NN. Additional con-
straints label all prepositions as “P” and all forms of
“be” as “V”. We train on the top two thirds and test
on the last third.

For both data sets, we converted all words to
lower case and replaced numbers by “@”.

3.2 Models

w1 w2

l1 l2

walk water on

w3

l3

Figure 2: PSD: Trigram HMM with preposition as last
element

For POS-tagging, we use a standard bigram
HMM without back-off.

For PSD, we use a trigram HMM, but move the
preposition at the end of the observed sequence, to
condition it on the previous words (see Figure 2).
Since not all prepositions have the same set of la-
bels, we train individual models for each preposi-
tion. We can thus learn different parameter settings
for the different prepositions.

We use EM with smoothing and random restarts
to train our models. For smoothing, ε is added to
each fractional count before normalization at each
iteration to prevent overfitting (Eisner, 2002a). We
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set ε to 0.01. We stop training after 40 iterations,
or if the perplexity change between iterations was
less than 0.0001. We experimented with different
numbers of random restarts (none, 10, 50, and 100).

3.3 Dealing with Partial Annotations
The most direct way to constrain a specific word to
only one label is to substitute it for a special to-
ken that has only that label. If we have a partially
annotated example “walk on-sense5 water” as in-
put (see Figure 1), we add an emission probability
P (word = label |tag = label) to our model.

However, this is problematic in two ways. Firstly,
we have effectively removed a great number of
instances where “on” should be labeled “sense5 ”
from our training data, and replaced them with an-
other token: there are now fewer instances from
which we collect C(on|sense5 ). The fractional
counts for our transition parameters are not af-
fected by this, but the counts for emission param-
eter are skewed. We thus essentially siphon prob-
ability mass from P (on|sense5 ) and move it to
P (on : sense5 |sense5 ). Since the test data never
contains labels such as sense5 , our partial annota-
tions have moved a large amount of probability mass
to a useless parameter: we are never going to use
P (on : sense5 |sense5 ) during inference!

Secondly, since EM tends to find uniform distri-
butions (Johnson, 2007), other, rarer labels will also
have to receive some probability. The counts for la-
bels with partial annotations are fixed, so in order to
use the rare labels (for which we have no partial an-
notations), their emission counts need to come from
unlabeled instances. Say sense1 is a label for which
we have no partial annotations. Every time EM col-
lects emission counts from a word “on” (and not a
labeled version “on:sensen”), it assigns some of it
to P (on|sense1 ). Effectively, we thus assign too
much probability mass to the emission of the word
from rare labels.

The result of these two effects is the inverse of
what we want: our model will use the label with
the least partial annotations (i.e., a rare label) dis-
proportionately often during inference, while the la-
bels for which we had partial annotations are rarely
used. The resulting annotation has a low accuracy.
We show an example of this in Section 5.

The solution to this problem is simple: param-

eter tying. We essentially have to link each par-
tial annotation to the original word that we replaced.
The observed word “on” and the partial annotation
“on : sense5 ” should behave the same way during
training. This way, our emission probabilities for
the word “on” given a label (say, “sense5 ”) take
the information from the partial annotations into ac-
count. This technique is also described in Eisner
(2002b) for a phonological problem with similar
properties. Technically, the fractional counts we col-
lect for C(on : sense5 |sense5 ) should also count
for C(on|sense5 ). By tying the two parameters to-
gether, we achieve exactly that. This way, we can
prevent probability mass from being siphoned away
from the emission probability of the word, and an
undue amount of probability mass from being as-
signed to rare labels.

4 Experiments

4.1 How Much Annotation Is Needed?

In order to test the effect of partial annotations on
accuracy, we built different training sets. We varied
the amount of partial annotations from 0 to 65% in
increments of 5%. The original corpus we use con-
tains 67% partial annotations, so we were unable to
go beyond this number. We created the different cor-
pora by randomly removing the existing annotations
from our corpus. Since this is done stochastically,
we ran 5 trials for each batch and averaged the re-
sults.

We also test the effect more unsupervised data has
on the task. Theoretically, unsupervised methods
should be able to exploit additional training data. We
use 27k examples extracted from the prepositional
attachment corpus from Ratnaparkhi et al. (1994).

4.2 What Kind of Annotation Is Needed?

We can assume that not only the quantity, but also
the distribution of the partial annotations makes a
difference. Given that we can only annotate a cer-
tain percentage of the data, how should we best dis-
tribute those annotations among instances to max-
imize accuracy? In order to test this, we hold the
amount of annotated data fixed, but vary the labels
we use. We choose one sense and annotate only the
instances that have that sense, while leaving the rest
unlabeled.
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Ideally, one would like to examine all subsets of
annotations, from just a single annotation to all but
one instances of the entire training data. This would
cover the spectrum from unsupervised to supervised.
It is unlikely that there is a uniform best number that
holds for all problems within this immense search
space. Rather, we explore two very natural cases,
and compare them to the unsupervised case, for var-
ious numbers of random restarts:

1. all partial annotations are of the same sense

2. one labeled example of each sense

5 Results

System Acc. (%)
semi-supervised w/o param tying 4.73
MFS baseline 40.00
unsupervised (Hovy et al., 2011) 55.00
semi-supervised, no RR 63.18
semi-supervised, 10 RR 63.12
semi-supervised, 50 RR 63.16
semi-supervised, 100 RR 63.22
semi-supervised, addtl. data, no RR 62.67
semi-supervised, addtl. data, 10 RR 62.47
semi-supervised, addtl. data, 50 RR 62.58
semi-supervised, addtl. data, 100 RR 62.58
supervised (Hovy et al., 2010) 84.50

Table 1: Accuracy of various PSD systems. Baseline is
most frequent sense.

Table 1 shows the results for the PSD systems we
tested. Since not all test sets are the same size, we re-
port the weighted average over all prepositions. For
significance tests, we use two-tailed t-tests over the
difference in accuracy at p < 0.001.

The difference between our models and the base-
line as well as the best unsupervised models in
Hovy et al. (2011) are significant. The low accu-
racy achieved without parameter tying underscores
the importance of this technique. We find that the
differences between none and 100 random restarts
are not significant if partial annotations are used.
Presumably, the partial annotations provide a strong
enough constraint to overcome the effect of the ran-
dom initializations. I.e., the fractional counts from

the partial annotations overwhelm any initial param-
eter settings and move the model to a more advanta-
geous position in the state space. The good accuracy
for the case with no restarts corroborates this.
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Figure 3: Accuracy for PSD systems improves linearly
with amount of partial annotations. Accuracies above
dotted line improve significantly (at p < 0.001) over un-
supervised approach (Hovy et al., 2011)

Figure 3 shows the effect of more partial anno-
tations on PSD accuracy. Using no annotations at
all, just the dictionary, we achieve roughly the same
results as reported in Hovy et al. (2011). Each incre-
ment of partial annotations increases accuracy. At
around 27% annotated training examples, the differ-
ence starts to be significant. This shows that unsu-
pervised training methods can benefit from partial
annotations. When adding more unsupervised data,
we do not see an increase in accuracy. In this case,
the algorithm failed to make use of the additional
training data. This might be because the two data
sets were not heterogenous enough, or because the
number of emission parameters grew faster than the
amount of available training examples. A possible,
yet somewhat unsatisfying explanation is that when
we increase the overall training data, we reduce the
percentage of labeled data (here to 47%; the result
was comparable to the one observed in our ablation
studies). It seems surprising, though, that the model
does not benefit from the additional data1. More ag-
gressive smoothing might help alleviate that prob-
lem.

The results on the distribution of partial annota-
tion are shown in Figure 4. Using only the most

1Note that similar effects were observed by (Smith and Eis-
ner, 2005; Goldwater and Griffiths, 2007).
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frequent sense, accuracy drops to 49.69%. While
this is better than the baseline which simply assigns
this sense to every instance, it is a steep drop. We
get better results using just one annotated example
of each sense (53.55%).

System Acc. (%)
(Merialdo, 1994) 86.60
random baseline 62.46
unsupervised, no RR 82.77
semi-supervised, DET+NN 88.51
semi-supervised, DET+NN+P 88.97
semi-supervised, DET+NN+P+V 87.07

Table 2: Accuracy of various POS systems. Random
baseline averaged over 10 runs.

The results for POS tagging confirm our previ-
ous findings. The random baseline chooses for each
word one of the possible tags. We averaged the re-
sults over 10 runs. The difference in accuracy be-
tween both the baseline and the unsupervised ap-
proach as well as the unsupervised approach and any
of the partial annotations are significant. However,
the drop in accuracy when adding the last heuris-
tic points to a risk: partial annotation with heuris-
tics can introduce errors and offset the benefits of
the constraints. Careful selection of the right heuris-
tics and the tradeoff between false positives they in-

troduce and true positives they capture can alleviate
this problem.

6 Related Research

Unsupervised methods have great appeal for
resource-poor languages and new tasks. They have
been applied to a wide variety of sequential label-
ing tasks, such as POS tagging, NE recognition, etc.
The most common training technique is forward-
backward EM. While EM is guaranteed to improve
the data likelihood, it can get stuck in local max-
ima. Merialdo (1994) showed how the the initialized
model influences the outcome after a fixed number
of iterations. The importance is underscored suc-
cinctly by Goldberg et al. (2008). They experiment
with various constraints.

The idea of using partial annotations has been
explored in various settings. Druck et al. (2008)
present an approach to label features instead of
instances for discriminative probabilistic models,
yielding substantial improvements. They also study
the effectiveness of labeling features vs. labeling in-
stances. Rehbein et al. (2009) study the utility of
partial annotations as precursor to further, human
annotation. Their experiments do not extend to un-
supervised training. Tsuboi et al. (2008) used data
that was not full annotated. However, their setting
is in principle supervised, only few words are miss-
ing. Instead of no labels, those words have a limited
number of possible alternatives. This works well for
tasks with a small label alphabet or data where anno-
tators left multiple options for some words. In con-
trast, we start out with unannotated data and assume
that some words can be labeled. Gao et al. (2010)
present a successful word alignment approach that
uses partial annotations. These are derived from
human annotation or heuristics. Their method im-
proves BLEU, but requires some modification of the
EM framework.

7 Conclusion and Future Work

It is obvious, and common knowledge, that provid-
ing some annotation to an unsupervised algorithm
will improve accuracy and learning speed. Surpris-
ingly, however, our literature search did not turn up
any papers stating exactly how and to what degree
the improvements appear. We therefore selected a
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very general training method, EM, and a simple ap-
proach to include partial annotations in it using pa-
rameter tying. This allows us to find more stable
starting points for sequential labeling tasks than ran-
dom or uniform initialization. We find that we would
need a substantial amount of additional unlabeled
data in order to boost accuracy. In contrast, we can
get significant improvements by partially annotating
some instances (around 27%). Given that we can
only annotate a certain percentage of the data, it is
best to distribute those annotations among all appli-
cable senses, rather than focus on one. This obviates
the need for random restarts and speeds up training.

This work suggests several interesting new av-
enues to explore. Can one integrate this procedure
into a large-scale human annotation effort to ob-
tain a kind of active learning, suggesting which in-
stances to annotate next, until appropriate stopping
criteria are satisfied (Zhu et al., 2008)? Can one
determine upper bounds for the number of random
restarts given the amount of annotations?
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Abstract

Some of the most used models for statis-
tical word alignment are the IBM models.
Although these models generate acceptable
alignments, they do not exploit the rich in-
formation found in lexical resources, and as
such have no reasonable means to choose bet-
ter translations for specific senses.

We try to address this issue by extending the
IBM HMM model with an extra hidden layer
which represents the senses a word can take,
allowing similar words to share similar output
distributions. We test a preliminary version of
this model on English-French data. We com-
pare different ways of generating senses and
assess the quality of the alignments relative to
the IBM HMM model, as well as the gener-
ated sense probabilities, in order to gauge the
usefulness in Word Sense Disambiguation.

1 Introduction

Modern machine translation is dominated by statis-
tical methods, most of which are trained on word-
aligned parallel corpora (Koehn et al., 2007; Koehn,
2004), which need to be generated separately. One
of the most commonly used methods to generate
these word alignments is to use the IBM models 1-5,
which generate one-directional alignments.

Although the IBM models perform well, they fail
to take into account certain situations. For exam-
ple, if an alignment between two words f1 and e1 is
considered, and f1 is an uncommon translation for
e1, the translation probability will be low. It might
happen, that an alignment to a different nearby word

is preferred by the model. Consider for example
the situation where f1 is ‘taal’ (Dutch, meaning lan-
guage), and e1 is ‘tongue’. The translation probabil-
ity for this may be low, as ‘tongue’ usually translates
as ‘tong’, meaning the body part. In this case the
preference of the alignment model may dominate,
leading to the wrong alignment.

Moreover, the standard tools for word alignment
fail to make use of the lexical resources that already
exist, and which could contribute useful information
for the task. In particular, the ontology defined in
WordNet (Miller, 1995) could be put to good use.
Intuitively, the translation of a word should depend
on the sense of the word being used. The current
work seeks to explore this idea, by explicitly mod-
eling the senses in the translation process. It does
so, by modifying the HMM alignment model to in-
clude synsets as an intermediate stage of translation.
This would facilitate sharing of translation distribu-
tions between words with similar senses that should
generate the correct sense. In terms of the example
above, one of the senses for ‘tongue’ will share the
translation distribution with ‘language’, for which
we will have more relevant translation probabilities.

As well as performing word alignment this model
can be used to generate sense annotations on one
side of a parallel corpus, given an alignment, or even
generate sense annotations while aligning a corpus.
Thus, the model could learn to align a corpus and
do WSD at the same time. In this paper, the effect
the usage of senses has on alignment is investigated,
and the potential usefulness of the model for WSD
is explored. In the next section related work is dis-
cussed, after which in section 3 the current model is
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discussed.
In section 4 the evaluation of the model is dis-

cussed, in two parts. In the first part, the model is
evaluated for English-French on gold standard man-
ually aligned data and compared to the results of the
base HMM model. In the second part, the model is
qualitatively evaluated by inspecting the senses and
associated output distributions of selected words.

2 Previous Work

Although most researchers agree that Word Sense
Disambiguation (WSD) is a useful field, it hasn’t
been shown to consistently help in related tasks. Ma-
chine Translation is no exception, and whether or
not WSD systems can improve performance of MT
systems is debated. Furthermore, it is unclear how
parallel corpuses can be exploited for WSD systems.
In this section we will present a brief overview of re-
lated work.

(Carpuat and Wu, 2007) report an improvement
in translation quality by incorporating a WSD sys-
tem directly in a phrase-based translation system.
This is in response to earlier work done, where in-
corporating the output of a traditional WSD system
gave disappointing results (Carpuat and Wu, 2005).
The WSD task is redefined, to be similar to choosing
the correct phrasal translation for a word, instead of
choosing a sense from a sense inventory. This sys-
tem is trained on the same data as the SMT system
is.

The output of this model is incorporated into the
machine translation system by providing the WSD
probabilities for a phrase translation as extra features
in a log-linear model (Carpuat and Wu, 2007). This
system consistently outperforms the baseline system
(the same system, but without WSD component), on
multiple metrics, which seems to indicate that WSD
can make a useful contribution to machine transla-
tion. However, the way the system is set up, it could
also be viewed as a way of incorporating translation
probabilities of other systems into the phrase-based
translation model.

(Chan and Ng, 2007) introduce a system very sim-
ilar to that of (Carpuat and Wu, 2007), but as ap-
plied to hierarchical phrase-based translation. They
demonstrate modest improvements in BLEU score
over the unmodified system, as well as some qualita-

tive improvements in the output. Here again, the ar-
gument could be made that what is being done is not
strictly word sense disambiguation, but augmenting
the translation system with extra features for some
of the phrase translations.

In (Tufiş et al., 2004) parallel corpora and aligned
WordNets are exploited for WSD. This is done, by
word aligning the parallel texts, and then for ev-
ery aligned pair, generating a set of wordnet sense
codes (ILI codes, or interlingual index codes) for ei-
ther word, corresponding to the possible senses that
word can take. As the wordnets for both languages
are linked, if the ILI code of a sense is the same, the
sense should be sufficiently similar. Thus, the in-
tersection of both sets of ILI is taken to find an ILI
code that is common to both pairs. If such a code is
found, it represents the sense index of both words.
Otherwise, the closest ILI code to the two most sim-
ilar ILI codes is found, and that is taken as the sense
for the word. The current work however only uses
a lexical resource for one of the languages, and as
such has fewer places to fail, and less demanding
requirements.

Other similar work includes that in (Ng et al.,
2003), where a sense-annotated corpus was automat-
ically generated from a parallel corpus. This is done
by word-aligning the parallel corpus, and then find-
ing the senses according to WordNet given a list of
nouns. Two senses are lumped together if they are
translated into the same chinese word. The selec-
tion of correct translations is done manually. Only
those occurrences of the chosen nouns that translate
to one of the chosen chinese words are considered
sense-tagged by the translation.

Although similar in approach to what the current
system would do, this system uses a much more sim-
ple approach to generate sense annotations and it de-
pends on a previously word-aligned corpus, whereas
the current approach would integrate alignment and
sense-tagging, whis may give a higher accuracy.

3 Senses Model

The current model is based on the HMM alignment
model (Vogel et al., 1996), as it is a less complex
model than IBM models 3 and above, but still finds
acceptable alignments. The HMM alignment model
is defined as a HMM model, where the observed
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Figure 1: Diagram of HMM model. Arrows indicate
dependencies, grey nodes indicate known values, white
nodes indicate hidden variables.

variables are the words of a sentence in the French
language f, and the hidden variables are alignments
to words in the English sentence e, or to a null state.
See figure 1 for a diagram of the standard HMM
model. Under this model, French words can align to
at most 1 English word. The transition probability
is not dependent on the english words themselves,
but on the size of jumps between alignments and the
length of the English sentence. The probability of
the French sentence given the English sentence is:

Pr(f|e) =
∑
a

J∏
j=1

p(fj |eaj )p(aj |aj−1, I) (1)

Here, f and e denote the French and English sen-
tences, which have lengths J and I respectively, and
a denotes an alignment of these two sentences. So,
the states in the HMM assign a number from the
range [0, I] to each of the positions j in the French
sentence, effectively assigning one English word eaj

to each French word fj , or a NULL translation e0.
The term p(fj |eaj ) is the translation probability of a
pair of words, and p(aj |aj−1, I) gives the transition
probability in the HMM.

Here, i is the current state of the HMM, and i′ is
the previous state of the HMM, each being an index
into the English sentence and p(aj |aj−1, I) is de-
fined as the probability of the gap between i and i′.
So, if in an alignment French word 2 is aligned to the
3rd English word, and the next French Word (3) is
aligned to the 5th English word, p(aj |aj−1, I) isn’t
modelled directly as p(5|3, I), but as p(5− 3|I).

To implement a dependency on senses in the
model an extra hidden layer is added to the HMM
model, representing the senses. The probability of a

s1 s2

e a2a1

fmf1 f2

am

sm

Figure 2: Diagram of SHMM model, with senses gener-
ated by the English words. Arrows indicate dependen-
cies, grey nodes indicate known values, white nodes in-
dicate hidden variables.

french word then depends on the generated sense,
the probability of which depends on the English.
The possible senses for a given English word is con-
strained by an external source, such as WordNet.

The probability under the model of a french sen-
tence f given an English sentence e thus becomes:

Pr(f|e) =
∑
a

J∏
j=1

p∗(fj |eaj )p(aj |aj−1, I) (2)

where

p∗(fj |eaj ) =
K∑

k=1

p(fj |sk)p(sk|eaj ) (3)

Here, K is the number of senses that english word
associated with this translation pair. The senses will
be constrained either by the English word eaj or by
the French word fj depending on which language
the sense inventory is taken from. The first case,
with senses constrained by the English, will be de-
noted with SHMM1, and the second with SHMM2.
In this work, only SHMM1 is used.

If the amount of senses defined for each word is
exactly 1 and this sense is different for each word,
the model reduces to the HMM model (see Figure
2). However, if the sense inventory is defined such
that for two different words with a sense that is sim-
ilar, the same sense can be used, the model is able
to use translation probabilities drawn from observa-
tions from both these words together. For example,
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in SHMM1, the words ‘small’ and ‘little’ may have
the same sense listed in the sense inventory, which
allows the model to learn a translation distribution to
the French words that both these words often align
to.

For training this model, as with the IBM models,
Expectation-Maximization and initialisation are key.
The more complex IBM models are initialised from
simpler versions, so the complex models can start
out with reasonable estimates, which allow it to find
good alignments. Here, too, the same steps are used.
The HMM model is initialised from Model 1, as de-
scribed in citevogel:1996. From this, the SHMM
models can be initialised.

For the SHMM1, given a translation probability
for a french word given an english word under the
HMM, p(f |e), and a list of valid senses for that
english word e, an equal portion of that translation
probability is given to the new translation probabil-
ity depending on the sense. This is done for all trans-
lation probabilities, and the translation table is then
normalised. Probability of a sense given an english
word is initialised to a uniform distribution over the
valid senses.

For the SHMM2, the probability of french words
given a sense is set to uniform over the words for
which the sense is valid, and the probability of the
sense given the english word is calculated analogous
to the probability of the french word given the sense
in the first case.

After initialisation, the expectation-maximisation
algorithm can be used for training, as with the HMM
model, using the forward-backward algorithm to
find the posterior probabilities of the alignments. As
the senses can be summed out during this phase, the
algorithm can be used as-is, and afterwards the pro-
portion of the partial count that should be assigned
to each sense can be found. By summing out over
the relevant senses and words, the two parts c(fj |qk)
and c(qk|ei) can then be found.

3.1 Generating Senses for Words
In order to be able to use this model, an inventory
of senses is needed for every word in the corpus, for
one of the languages. The most obvious source for
this is the English Wordnet (Miller, 1995), as it has
a large inventory of senses. Note that, in this doc-
ument, the words senses and synsets are used inter-

changeably.
The process of obtaining this inventory is ex-

plained from the viewpoint of using English Word-
Net, but the same basic conditions apply for any
other lexicon, or language. The inventory of senses
is obtained through the WordNet corpus in NLTK
1, which automatically stems the words that synsets
are sought for.

In this model, two senses (synsets) are function-
ally equivalent, if the list of words that have them
in their senselist is the same for both senses. That
is to say, if the partial counts that will be added to
either of the senses will be the same, there is no way
of distinguishing between the two senses under this
model. For example, in WordNet 3.0, among the
synsets listed for the word ‘small’, there are 3 that
have as constituent words only ‘small’ and ‘little’.
These 3 synsets would be functionally equivalent for
our purposes. When this occurs, the senses that are
equivalent are collated under one name, so that it’s
possible to find out which senses a particular sense
is made up of.

At this point, there will be some words with only
a sense that is unique to that word (such as those
words that were not in the lexicon, which get a newly
made sense), some words with only shared senses
and some with a mix. We might want to enforce one
of a few distinct options:

• All words have exactly 1 unique sense, and per-
haps a few shared ones (‘synthesis’ condition)

• Some words have a unique sense, some don’t
(‘merge’ condition)

• No words have unique senses if they have at
least 1 shared sense (‘none’ condition)

These conditions are generated by first finding the
filtered list of senses for each word. At this point,
some words have only unique senses, either because
they didn’t occur in WordNet, or because WordNet
only listed unique senses for that word (the ‘merge’
condition. The ‘synth’ condition is made, by finding
all words that have only shared senses, and adding a
new sense, that is unique to that word. The ‘none’

1http://www.nltk.org/
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Figure 3: AER scores for Model 1, HMM, and 3 SHMM variations trained for 5 iterations each, lower is better.

condition then is found by doing the opposite: re-
moving all unique senses from words that also have
shared senses.

Under each of these 3 conditions, the model might
work slightly differently. Under the ‘synthesis’ con-
dition, it may generate the translation probabilities
either directly, as in the HMM (which is what hap-
pens for any word with only 1 sense, which is unique
for that word), or from the shared probabilities,
through the senses. In the other models, the model
is increasingly forced to use the shared translation
probabilities.

4 Evaluation

We will evaluate the early results of this model
against the HMM and Model 1 results, and will do
a qualitative analysis of the distribution over senses
and French words that the model obtains, in order
to find out if reasonable predictions for senses are
made.

The sense HMM model will be evaluated using
the three sense inventories suggested in subsection
3.1. The dataset used was a 1 million sentence
aligned English-French corpus, taken from the Eu-
roparl corpus (Koehn, 2005). The data was to-
kenised, length limited to a maximum length of 50,
and lowercased. The results are evaluated on the test
set from the ACL 2005 shared task, using Alignment

Error Rate. The models are all trained for 5 itera-
tions, and a pruning threshold is employed that re-
moves probabilities from the translation tables if it
is below 1.0 · 10−6.

The results of training models based on senses
generated in the 3 ways listed above is shown in
Figure 3. The three SHMM models are compared
against Model 1, and the standard HMM model,
each of which is trained for 5 iterations. The HMM
model is initialised from Model 1, and the SHMM
models initialised from the HMM model. As the fig-
ure shows, the AER score for the last two iterations
of the HMM model is very similar to the scores that
the three variations of the SHMM model attain. The
scores for the three HMM models range from 0.185
to 0.192

A possible reason for this performance is that the
models didn’t have enough sharing going on be-
tween the senses. The corpus contains 70700 unique
words. Looking at the amount of senses that are
found in the ‘none’ condition, meaning that all of the
WordNet senses share output probabilities, there are
17194 words that have at least one of these senses
listed, and there are 27120 distinct senses available
in that setting. For the other 53500 senses, no shar-
ing is going on whatsoever.

In the ‘merge’ and ‘synth’ conditions, there are
more senses taken from WordNet (for a total from
WordNet of 33133), but these don’t add any shar-
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Sense Definition P (s|e) Most likely French words in order
severe.s.06 very bad in degree or

extent
0.4861 graves, sévères, des, sévère, grave, de, grave-

ment, une, sérieuses, les
severe.s.04 unsparing and un-

compromising in
discipline or judg-
ment

0.2358 graves, sévères, des, sévère, grave, de, grave-
ment, une, sérieuses, les

dangerous.s.02 causing fear or anx-
iety by threatening
great harm

0.1177 grave, des, graves, les, sérieux, très,
sérieuses, une, importantes, sérieuse

austere.s.01 severely simple 0.1148 graves, des, grave, sévère, sévères, très, forte-
ment, forte, rigoureuses, situation

hard.s.04 very strong or vigor-
ous

0.035 dur, plus, importants, des, sévères, durement,
son, une, difficile, très

severe.s.01 intensely or ex-
tremely bad or
unpleasant in degree
or quality

0.01055 terrible, terribles, des, grave, les, mauvais,
dramatique, cette, aussi, terriblement

Table 1: Senses for the word ‘severe’ in the ‘none’ version of the SHMM model, their WordNet definition, the proba-
bility of the sense for the word severe, and the most likely French words for the senses given in order of likelihood.

ing. It might be then, that the model has insuffi-
cient opportunity to share output distributions, caus-
ing it to behave much as the HMM alignment model.
Another possibility is, that the senses insufficiently
well-defined, and share probabilities between words
that are too dissimilar, negating any positive effect
this may have and possibly pushing the model to-
wards less sharing. We will suggest possibilities for
dealing with this in section 5.

Regardless of the performance of the model in
word alignment, if the model learns probabilities for
senses that are reasonable, it can be used as a word
sense disambiguation system for parallel corpora,
with the candidate senses being made up from the
senses out of WordNet. Those words not listed in
WordNet, are treated as being monosemous words
in this context. The ‘merge’ and ‘none’ conditions
are most useful for this: if a WSD system chooses a
sense that is not linked to a WordNet sense, it is not
clearly defined which sense is meant here.

In order to find out if the model makes sensi-
ble distinctions between different senses, we have
picked a random polysemous word, and looked at
the senses associated with it in the ‘none’ condition.
The word that was chosen is ‘severe’. It has 6 pos-

Sense Associated English words
severe.s.06 (only has basic 3 senses)
severe.s.04 spartan
dangerous.s.02 dangerous, grave, graver,

gravest, grievous, life-
threatening, serious

austere.s.01 austere, stark, starker, starkest,
stern

hard.s.04 hard, harder, hardest
severe.s.01 terrible, wicked

Table 2: Senses for the word ‘severe’ in the ‘none’ ver-
sion of the SHMM model and the English words apart
from ‘severe’, ‘severer’ and ‘severest’ that have the sense
in their senselist

sible senses, listed by main word and definition in
Table 1, along with the probability of the senses,
p(s|e), and the 10 most likely French words for the
senses.

As the table shows, the two most likely senses are
quite similar. In fact, because words are stemmed
before looking up suitable senses, all senses have at
least the following 3 words associated with them:
‘severe’, ‘severer’ and ‘severest’. The words that
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Sense Definition P(s—e) Most likely French words in order
rigorous.s.01 rigidly accurate; al-

lowing no deviation
from a standard

0.8962 rigoureuse, rigoureux, une, rigueur,
rigoureuses, des, un, stricte, strict, strictes

rigorous.s.02 demanding strict at-
tention to rules and
procedures

0.1038 des, strictes, rigoureux, stricte, sévères,
rigoureuses, stricts, rigoureuse, une, sévère

Table 3: Senses for the word ‘rigorous’ in the ‘none’ version of the SHMM model, their WordNet definition, the
probability of the senses of the word ‘rigorous’, and the most likely French words for the senses given in order of
likelihood.

cause the differences between the senses are listed
in table 2. It can be seen that the only difference
between severe.s.04 and severe.s.06 is the addition
of the word ‘spartan’ for the first. As ‘spartan’ only
occurs 67 times in the corpus, versus 484 for severe,
it is possible that they are so similar, because the
counts for ‘spartan’ get overshadowed.

For the other senses however, the most likely
translations vary quite a bit. The sense ’hard.s.04’,
meaning very strong or vigorous, also includes
translations to ‘plus’ and ‘dur’, which seems more
likely given the sense. Given these translation prob-
abilities though, it should at least be possible to dis-
tinguish between different senses of the word severe,
given that it’s aligned to a different french word.

One more example is listed in table 3, showing
the probabilities for two different senses, and their
most likely translations. The most likely sense for
rigorous under the model is in the sense of ‘allowing
no deviation from a standard’. This is the only of the
two senses that can translate to ‘rigueur’ in french,
literally rigor. The other sense, meaning ‘demand-
ing strict attention to rules and procedures’, is more
likely to translate to ‘strictes’, ‘stricte’ and ‘sévères’,
which reflects the WordNet definition.

The difference in contributing English words be-
tween these two senses can be found in Table 4. In-
terestingly, the three forms of the word strict are as-
sociated with the sense rigorous.s.01, even though
the naive translations of these words into French are
more likely for rigorous.s.02. Even so, the results
match the WordNet definitions better.

These results show that useful translations are
found, and the corresponding senses can be learned
as well. For sense discrimination in parallel cor-
puses then, this model shows potential, and for

Sense Associated English words
rigorous.s.01 rigorous strict stricter

strictest
rigorous.s.02 rigorous stringent tight

tighter tightest

alignment good alignments can be found, even with
better abstraction in the model.

5 Conclusion

The results have shown that this may be a useful way
to incorporate senses in a word alignment system.
While the alignment results in themselves weren’t
significantly better, alignment probabilities to senses
have been shown to be generated, which make it pos-
sible to distinguish between different senses. This
could open the door to automatically sense annotat-
ing parallel corpora, using a predefined set of senses.

At this early point, several options lay open to
improve upon the results so far. To improve the
alignment results, more encompassing senses may
be generated, for example by integrating similar
synsets. At the same time, the list of synsets for
each word may be improved upon, by filtering out
very unlikely senses for a word.

It should also be possible to employ an already ex-
isting WSD system to annotate the parallel corpus,
and use the counts of the annotated senses to better
initialise the senses, rather than starting out assum-
ing all are equaly likely for a given word. This may
be used as well to initialise the translation probabil-
ities for senses.
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Abstract

As linguistic models incorporate more subtle
nuances of language and its structure, stan-
dard inference techniques can fall behind. Of-
ten, such models are tightly coupled such that
they defy clever dynamic programming tricks.
However, Sequential Monte Carlo (SMC) ap-
proaches, i.e. particle filters, are well suited
to approximating such models, resolving their
multi-modal nature at the cost of generating
additional samples. We implement two par-
ticle filters, which jointly sample either sen-
tences or word types, and incorporate them
into a Gibbs sampler for part-of-speech (PoS)
inference. We analyze the behavior of the par-
ticle filters, and compare them to a block sen-
tence sampler, a local token sampler, and a
heuristic sampler, which constrains inference
to a single PoS per word type. Our findings
show that particle filters can closely approx-
imate a difficult or even intractable sampler
quickly. However, we found that high poste-
rior likelihood do not necessarily correspond
to better Many-to-One accuracy. The results
suggest that the approach has potential and
more advanced particle filters are likely to lead
to stronger performance.

1 Introduction

Modern research is steadily revealing more of the
subtle structure of natural language to create in-
creasingly intricate models. Many modern problems
in computational linguistics require or benefit from
modeling the long range correlations between latent
variables, e.g. part of speech (PoS) induction (Liang

et al., 2010), dependency parsing (Smith and Eis-
ner, 2008), and coreference resolution (Denis and
Baldridge, 2007). These correlations make infer-
ence difficult because they reflect the complicated
effect variables have on each other in such tightly
coupled models.

Sequential Monte Carlo (SMC) methods, like par-
ticle filters, are particularly well suited to estimating
tightly coupled distributions (Andrieu et al., 2010).
Particle filters sample sequences of latent variable
assignments by concurrently generating several rep-
resentative sequences consistent with a model’s con-
ditional dependencies. The sequential nature of the
sampling simplifies inference by ignoring ambigu-
ous correlations with unsampled variables at the
cost of sampling the sequence multiple times. The
few applications of particle filters in computational
linguistics generally focus on the online nature of
SMC (Canini et al., 2009; Borschinger and John-
son, 2011). However, batch applications still benefit
from the power of SMC to generate samples from
tightly coupled distributions that would otherwise
need to be approximated. Furthermore, the time cost
of the additional samples generated by SMC can be
mitigated by generating them in parallel.

This report presents an initial approach to the inte-
gration of SMC and block sampling, sometimes ref-
fered to as Particle Gibbs (PG) sampling (Andrieu
et al., 2010). Unsupervised PoS induction serves
as a motivating example for future extensions to
other problems. Section 3 reviews the PYP-HMM
model used for PoS inference. Section 4 explains the
Sequential Importance Sampling (SIS) algorithm, a
basic SMC method that generates samples for the
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block sampler. This approach yields two implemen-
tations: a simple sentence-based block sampler (4.1)
and a more complicated type-based sampler (4.2).
Finally, section 5 evaluates both implementations on
a variety of unsupervised PoS inference tasks, ana-
lyzing the behavior of the SMC inference and com-
paring them to state-of-the-art approaches.

2 Background

SMC was introduced in 1993 as a Bayesian esti-
mator for signal processing problems with strong
non-linear conditional dependencies (Gordon et al.,
1993). Since then, SMC methods have been adopted
by many fields, including statistics, biology, eco-
nomics, etc. (Jasra et al., 2008; Beaumont, 2003;
Fernandez-Villaverde and Rubio-Ramirez, 2007).
The SMC approach is the probabilisitic analogue of
the beam search heuristic, where the beam width can
be compared to the number of particles and pruning
is analogous to resampling.

The basic SMC approach serves as the basis for
several variants. Many SMC implementations re-
sample the population of particles to create a new
population that minimizes the effect of increasing
sample variance with increasing sequence length
(Kitagawa, 1996). Particle smoothing variants of
SMC reduce the relative variance of marginals early
in the sequence, as well improving the diversity
of the final sample (Fearnhead et al., 2008). Par-
ticle Markov chain Monte Carlo (PMCMC) for-
mally augments classic Markov chain Monte Carlo
(MCMC) approaches, like Gibbs sampling, with
samples generated by particle filters (Andrieu et al.,
2010).

3 The PYP-HMM

The PYP-HMM model of PoS generation demon-
strates the tightly coupled correlations that com-
plicate many standard inference methods (Blunsom
and Cohn, 2011). The model applies a hierarchical
Pitman-Yor process (PYP) prior to a trigram hidden
Markov model (HMM) to jointly model the distri-
bution of a sequence of latent word classes, t, and
word tokens, w. This model performs well on cor-
pora in multiple languages, but the lack of a closed
form solution for the sample probabilities makes it a
strong canditate for PG sampling. The joint proba-

bility defined by a trigram HMM is

Pθ(t,w) =
N+1∏
n=1

Pθ(tl|tn−1, tn−2)Pθ(wn|tn)

where N = |t| = |w| and the special tag $ is added
to the boundaries on the sentence. The model de-
fines transition and emission distributions,

tn|tn−1, tn−2, T ∼ Ttn−1,tn−2

wn|tn, E ∼ Etn

The PYP-HMM smoothes these distributions by ap-
plying hierarchical PYP priors to them. The hierar-
chical PYP describes a back-off path of simpler PYP
priors,

Tij |aT , bT , Bi ∼ PYP(aT , bT , Bi)

Bi|aB, bB, U ∼ PYP(aB, bb, U)

U |aU , bU ∼ PYP(aU , bU ,Uniform).

Ei|aE , bE , C ∼ PYP(aE , bE , Ci),

where Tij , Bi, and U are trigram, bigram, and un-
igram transition distributions respectively and Ci is
either a uniform distribution (PYP-HMM) or a bi-
gram character language model emission distribu-
tion (PYP-HMM+LM, intended to model basic mor-
phology).

Draws from the posterior of the hierarchical
PYP can be calculated with a variant of the Chi-
nese Restaraunt Process (CRP) called the Chinese
Restaurant Franchise (CRF) (Teh, 2006; Goldwater
et al., 2006). In the CRP analogy, each latent vari-
able in a sequence is represented by a customer en-
tering a restaurant and sitting at one of an infinite
number of tables. A customer chooses to sit at a ta-
ble in a restaurant according to the probability

P (zn = k|z1:n−1) =

{
c−k −a
n−1+b 1 ≤ k ≤ K−

K−a+b
n−1+b k = K− + 1

(1)
where zn is the index of the table chosen by the nth
customer to the restaurant, z1:n−1 is the seating ar-
rangement of the previous n− 1 customers to enter,
c−k is the count of the customers at table k, and K−

is the total number of tables chosen by the previ-
ous n− 1 customers. All customers at a table share
the same dish, representing the value assigned to the
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latent variables. When customers sit at an empty ta-
ble, a new dish is assigned to that table according to
the base distribution of the PYP. To expand the CRP
analogy to the CRF for hierarchical PYPs, when a
customer sits at a new table, a new customer enters
the restaurant representing the PYP of the base dis-
tribution.

4 Sequential Monte Carlo

While MCMC approximates a distribution as the av-
erage of a sequence of samples taken from the poste-
rior of the distribution, SMC approximates a distri-
bution as the importance weighted sum of several se-
quentially generated samples, called particles. This
article describes two SMC samplers that jointly sam-
ple multiple tag assignments: a sentence based block
sampler (sent) and a word type based block sam-
pler (type). The basics of particle filtering are out-
lined below, while the implementation specifics of
the sent and type particle filters are described in
secions 4.1 and 4.2, respectively.

SMC is essentially the probabilistic analogue of
the beam search heuristic. SMC stores P sequences,
analogous to beam width, and extends each incre-
mentally according to a proposal distribution qn,
similar to the heuristic cost function in beam search.
Many particle filtering implementations also include
a resampling step which acts like pruning by reduc-
ing the number of unlikely sequences.

We implemented Sequential Importance
Sampling (SIS), detailed by Doucet and Jo-
hansen (2009), to approximate joint samples
from the sentence and word type distributions.
This approach approximates a target distribution,
πn(x1:n) = γn(x1:n)

Zn
, of the sequence, x1:n, of n

random variables, that is γn(x1:n) calculates the
unnormalized density of x1:n.

SIS initilizes each particle p ∈ [1, P ] by sampling
from the initial proposal distribution q1(x

p
1), where

xpn is the value assigned to the n-th latent variable for
particle p. The algorithm then sequentially extends
each particle according to the conditional proposal
distribution qn(x

p
n|xp1:n), where xp1:n is the sequence

of values assigned to the first n latent variables in
particle p. After extending a particle p, SIS updates
the importance weight ωpn = ωpn−1 ∗ αn(x

p
1:n). The

weight update, defined as

αn(x1:n) =
γn(x1:n)

γn−1(x1:n−1)qn(xn|x1:n−1)
, (2)

accounts for the discrepancy between the proposal
distribution, qn, and the target distribution, πn,
without normalizing over x1:n, which becomes in-
tractable for longer sequences even in discrete
domains. The normalizing constant of the tar-
get distribution is approximately Zn ≈

∑P
p=1 ω

p
n

and the unnormalized density is γn(x1:n) ≈∑P
p=1 ω

p
nifxp1:n = x1:n. The particles can also be

used to generate an unbiased sample from πn by
choosing a particle p proportional to its weight ωpn.

Andrieu et al. (2010) shows that to ensure the
samples generated by SMC for a Gibbs sampler has
the target distribution as the invariant density, the
particle filter must be modified to perform a con-
ditional SMC update. This means that the particle
filter guarantees that one of the final particles is as-
signed the same values as the previous Gibbs iter-
ation. Our implementation of the conditional SMC
update reserves one special particle, 0, for which the
proposal distribution always chooses the previous it-
eration’s value at that site.

4.1 Sentence Sampling
The sent particle filter samples blocks of tag as-
signments tS1:n for a sentence, S, composed of to-
kens, wS

1:n. Sampling an entire sentence minimizes
the risk of assigning a tag with a high probabil-
ity given its local context but minimal probability
given the entire sentence. Sentences can be sampled
by ignoring table counts while sampling a proposal
sentence, incorporating them after the fact with a
Metropolis-Hastings acceptance test (Gao and John-
son, 2008). The Metropolis-Hastings step simplifies
the sentence block particle filter further by not re-
quiring the conditional SMC update.

While there is already a tractable dynamic pro-
gramming approach to sampling an entire sentence
based on the Forward-Backward algorithm, parti-
cle filtering the sentences PYP-HMM model should
prove beneficial. For the trigram HMM defined
by the model, the forward-backward sampling ap-
proach has time complexity in O(NT 3) for a sen-
tence of length N with T possible tag assignments
at each site. Particle filters with P particles can ap-
proximate these samples in O(NTP ) time, which
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becomes much faster as the number of tags, T , in-
creases.

Sampling of sentence S begins by removing all
of the transitions and emitions in S from the table
counts, z, resulting in the table counts z−S of tag as-
signments t−S the values assigned to the variables
outside of S. For each site index n ∈ [1, N ] in the
sentence, the particle filter chooses the new tag as-
signment, tS,pn , for each particle p ∈ [1, P ] from the
sentence proposal distribution,

qSn (tS,pn |t
S,p
1:n−1) ∝ P (tS,pn |t

S,p
n−2, t

S,p
n−1, t

−S , z−S)

× P (wS,pn |tS,pn , t−S , z−S ,w−S).

After each new tag is assigned, the particle’s weight
is updated according to equation (2). The simplic-
ity of the proposal density hints at the advantage of
particle filtering over forward-backward sampling:
it tracks only P histories and their weights rather
than tracking the probability of over all possible his-
tories. Once each particle has assigned a value to
each site in the sentence, one tag sequence is chosen
proportional to its particle weight, ωS,pN .

4.2 Type Sampling
The type sampling case for the PYP-HMM is more
complicated than the sent sampler. The long-range
couplings defined by the hierarchical PYP priors
strongly influence the joint distribution of tags as-
signed to tokens of the same word type (Liang et
al., 2010). Therefore, the affects of the seating de-
cisions of new customers cannot be postponed dur-
ing filtering as in sentence sampling. To account
for this, the type particle filter samples sequences
of seating arrangements and tag assignments jointly,
xW1:n = (tW1:n, z

W
1:n), for the word-type, W . The fi-

nal table counts are resampled once a tag assignment
has been chosen from the particles.

Tracking the seating arrangement history for each
particle adds an additional complication to the type
particle filter. The exchangeability of seating deci-
sions means that only counts of customers are nec-
essary to represent the history. Each particle repre-
sents both a tag sequence, tW,p1:n , and the count deltas,
zW,p1:n . The count deltas of each particle are stored in a
hash table that maps a dish in one of the CRF restau-
rants to the number of tables serving that dish and
the total number of customers seated at those tables.

The count delta hash table ensures that it has suffi-
cient data to calculate the correct probabilities (per
equation (1)) by storing any counts that are different
from the base counts, z−W , and defering to the base
counts for any counts it does not have stored.

At each token occurence n, the next tag assign-
ment, tW,pn for each particle p ∈ [1, P ] is chosen first
according to the word type proposal distribution

qWn (tW,pn |t
W,p
1:n−1, z

W,p
1:n−1) ∝

P (tW,pn |c−2
n , c−1

n , t−W,p1:n−1, z
−W,p
1:n−1)

× P (c+1
n |c−1

n , tW,pn , t−W,p1:n−1, z
−W,p
1:n−1)

× P (c+2
n |tW,pn , c+1

n , t−W,p1:n−1, z
−W,p
1:n−1)

× P (wWn |tW,pn , t−W,p1:n−1, z
−W,p
1:n−1,w

−W,p
1:n−1).

In this case, c±kn represents a tag in the context
of site tWn offset by k, while t−W,p1:n−1, zW,p1:n−1, and
w−W,p

1:n−1 represent the tag assignments, table counts,
and word token values chosen by particle p as well
as the values at all of the sites where a word token
of type W does not appear. This proposal distribu-
tion ignores changes to the seating arrangement be-
tween the three transitions involving the site n. The
specific seating arrangement of a particle is chosen
after the tag choice, at which point the weights are
updated by the result of equation (2). As with the
sent sampler, once all of the particles have been
sampled, one of them is sampled with probability
proportional to its weight. This final sample is a
sample from the true target probability.

As mentioned earlier, the sequence of particle ap-
proximations do not have the target distribution as
invariant unless they use the conditional SMC up-
date. Therefore, a the special 0 particle is automat-
ically assigned the value from the prior iteration of
the Gibbs sampler at each site n, though the proposal
probability qWn (tW,0n |tW,p1:n−1, z

W,p
1:n−1) still has to be

calculated to update the weight ωW,pn properly. This
ensures that the type sampler has a non-zero prob-
ability of reverting to the prior iteration’s sequence.

5 Experiments and Results
We take two approaches to evaluating the SMC
based samplers. The first approach is an analysis of
the samplers as inference algorithms. The samplers
should tend to maximize the posterior likelihood of
the model over iterations, eventually converging to
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the mode. Section 5.1 analyzes the particle filter
based samplers with various numbers of particles in
an effort to understand how they behave.

Then, section 5.2 evaluates each of the proposed
approaches on PoS inference tasks from several lan-
guages. These results allow a practical comparison
with other PoS inference approaches.

5.1 SMC Analysis

Before comparing the performance of the SMC
block samplers to other inference methods, we wish
to learn more about the approaches themselves. It
is not clear how well the benefits of block sampling
transfer to SMC based approaches. Both the sent
and type samplers are novel approaches to com-
putational linguistics, and many of their properties
are unclear. For example, the samples generated
from the particle filter should have a higher vari-
ance than the target distribution. If the variance is
too high, the sampler will be slower to converge.
While additional particles lower the relative vari-
ance, they also increase the run time linearly. It is
possible that there is a threshold of particles nec-
essary to ensure that some are high likelihood se-
quences, beyond which inference gains are minimal
the additional computational expense is wasted. All
of the experiments in this section were run on the
Arabic corpus from the CoNLL-X shared language
task, which is small enough to quickly experiment
with these issues (Buchholz and Marsi, 2006).

The sentence based sampler, sent, samples from
a distribution that can be exactly computed, facilitat-
ing comparisons between the exact sampler and the
SMC approach. Figure 5.1 compares the posterior
log-likelihoods of the sent sampler and the exact
sentence sampler over 200 iterations. As expected,
the likelihoods of the particle filters approach that of
the exact sentence sampler as the number of particles
increases from 25 to 100, which completely overlaps
the performance of the exact sampler by the 50th it-
eration. This is impressive, because even with 99
additional sequences sampled (one for each particle)
each iteration the SMC approach is still faster than
the exact sampler. Furthermore, the Arabic tagset
has only 20 distinct tags, while other data sets, e.g.
the WSJ and Bulgarian, use tagsets more than twice
as large. The particle filter, which is linear in the
number of tags, should take twice as long per token
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Figure 1: Posterior Log-Likelihood of PYP-HMM infer-
ence with exact as well as SMC sentence sampler with
various numbers of particles. Error bars represent on
standard deviation over three runs.

sampled on those data, relative to the arabic data.
On the other hand, the forward-backward per token
sample time, which is cubic in tagset size, should
increase at least eightfold. So the time savings im-
prove dramatically as the size of the tagset increases.

Figure 2 compares the table configuration log-
likelihood of the 1HMM approximation imple-
mented by Blunsom and Cohn (2011) with the type
particle filter based sampler as well as the local,
token-based sampler and the exact block sentence
sampler. Unlike the sentence based block sampler,
type sampler cannot be exactly calculated, even
with the 1HMM approach of constraining inference
to only consider sequences that assign the same tag
to every token of the same word type. The 1HMM
sampler approximates these probabilities using ex-
pected table counts. Theoretically, the type sam-
pler should be a better approximation, being guar-
anteed to approach the true distribution as the num-
ber of particles increases. However, the type sam-
pler does not constrain inference as the 1HMM does,
slowing convergence by wasting particles on less
likely tag sequences. As expected, the type sam-
pler converges with the 1HMM sampler with suffi-
ciently many particles in a few iterations. The exact
block sentence sampler surpases approaches by iter-
ation 75 and does not seem to have converged by the
end of 200 iterations.

The local sampler samples a single site at a time
with a standard, token-based Gibbs sampler. The
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Figure 2: Posterior Log-Likelihood of PYP-HMM infer-
ence with particle filters, 1HMM approximation, and lo-
cal samplers. Error bars represent one standard deviation
over three runs.

local sampler performs surprisingly well, averaging
a slightly higher likelihood than both the 1HMM
and the type samplers. This may be an indication
that the PYP-HMM model is not too tightly coupled
for the local sampler to eventually migrate toward
more likely modes. Note that both the type and
1HMM samplers initially take much larger steps,
before eventually hitting a plateau. This suggests
that some sort of mixed sampler may outperform
its component samplers by only occasionally taking
large steps.

5.2 Unsupervised Part-of-Speech Tagging
The samplers evaluated in section 5.1 induce syn-
tactic categories analogous to PoS tags. However,
to induce PoS tags, each syntactic category must be
assigned to a PoS tag in the tagset. Each site in a
corpus is assigned the most commonly visited syn-
tactic category at that site over all iterations. The
many-to-one (M-1) assignment for a category is the
most common gold standard PoS tag of the tokens
assigned to that category. While this assignment
theoretically allows a perfect accuracy if each token
is assigned to its own category, these experiments
limit the number of induced categories to the size of
the tagset. Table 1 compares the M-1 accuracy of
the sent and type particle filter samplers, from
sections 4.1 and 4.2, with 100 particles each. The
particle filter based samplers rarely score a higher
accuracy than even the local sampler, which com-
pletes 500 iterations before the particle filters com-

plete 200.
While figure 2 shows that the sentence based

block sampler eventually surpasses the 1HMM sam-
pler in likelihood, the accuracies of the 1HMM and
1HMM-LM approximations remain well above the
other approaches. The 1HMM sampler and the 100
particle type sampler have approximately the same
likelihood, yet the M-1 accuracy of the 1HMM sam-
pler is much higher. This suggests that there are
high-likelihood assignments that produce lower ac-
curacy results, presumably related to the fact that the
type sampler is not restricted to assignments with
exactly one tag for each word type. If the model
assigns equal likelihood to these assignments, infer-
ence will not be able to distinguish between them.
Perhaps a model that assigned higher likelihoods to
tag sequences with fewer tags per word type would
have a stronger correlation between likelihood and
accuracy.

6 Future Work

While the results leave much room for improvement,
the approach presented here is the most basic of par-
ticle methods. There has been considerable research
in improvements to particle methods since their in-
troduction in 1993 (Gordon et al., 1993). Two com-
mon approaches to improving particle filters are re-
sampling and particle smoothing (Doucet and Jo-
hansen, 2009; Godsill and Clapp, 2001; Pitt, 2002).
Resampling ensures that particles aren’t wasted on
unlikely sequences. Particle smoothing reduces the
variability of the marginal distributions by combin-
ing the final particles.

7 Conclusion

This paper presented a preliminary approach to in-
corporating particle methods into computational lin-
guistic inference applications. Such approaches
show great potential for inference even in highly de-
pendent distributions, but at a serious computational
cost. However, the type particle filter itself can be
largely run in parallel, only bottlenecking when the
particle weights need to be normalized. Further ex-
pansion of the basic ideas presented will enable scal-
able inference in otherwise intractable models.
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Language Sent-100 Type-100 Local 1HMM 1HMM-LM Tokens Tag types
WSJ 69.8% 70.1% 70.2% 75.6% 77.5% 1,173,766 45
Arabic 53.5% 57.6% 56.2% 61.9% 62.0% 54,379 20
Bulgarian 64.8% 67.8% 67.6% 71.4% 76.2% 190,217 54
Czech 59.8% 61.6% 64.5% 65.4% 67.9% 1,249,408 12c

Danish 65.0% 70.3% 69.1% 70.6% 74.6% 94,386 25
Dutch 61.6% 71.6% 64.1% 73.2% 72.9% 195,069 13c

Hungarian 61.8% 61.8% 64.8% 69.6% 73.2% 131,799 43
Portuguese 59.4% 71.1% 68.1% 72.0% 77.1% 206,678 22

Table 1: Many-to-1 accuracies on CoNLL and Penn-Treebank Wall Street Journal corpora for sentence- (Sent) and
type- (Type) based filtering. The table lists the average M-1 accuracy measured according to the maximum marginal
tag assignments over 3 seperate runs after 200 iterations for the sent, type, 1HMM and 1HMM-LM samplers,
and 500 iterations for the HMM local sampler. The 1HMM-LM model has been shown to achieve state-of-the-art
unsupervised M-1 accuracies on these datasets. and thus represents the limit of unsupervised M-1 accuracy.
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Abstract

In this paper, we study direct transfer meth-
ods for multilingual named entity recognition.
Specifically, we extend the method recently
proposed by Täckström et al. (2012), which is
based on cross-lingual word cluster features.
First, we show that by using multiple source
languages, combined with self-training for tar-
get language adaptation, we can achieve sig-
nificant improvements compared to using only
single source direct transfer. Second, we in-
vestigate how the direct transfer system fares
against a supervised target language system
and conclude that between 8,000 and 16,000
word tokens need to be annotated in each tar-
get language to match the best direct transfer
system. Finally, we show that we can signif-
icantly improve target language performance,
even after annotating up to 64,000 tokens in
the target language, by simply concatenating
source and target language annotations.

1 Introduction

Recognition of named entities in natural language
text is an important subtask of information extrac-
tion and thus bears importance for modern text min-
ing and information retrieval applications. The need
to identify named entities such as persons, loca-
tions, organizations and places, arises both in ap-
plications where the entities are first class objects of
interest, such as in Wikification of documents (Rati-
nov et al., 2011), and in applications where knowl-
edge of named entities is helpful in boosting perfor-
mance, e.g., machine translation (Babych and Hart-
ley, 2003) and question answering (Leidner et al.,
2003). The advent of massive machine readable fac-
tual databases, such as Freebase1 and the proposed

1http://www.freebase.com

Wikidata2, will likely push the need for automatic
extraction tools further. While these databases store
information about entity types and the relationships
between those types, the named entity recognition
(NER) task concerns finding occurrences of named
entities in context. This view originated with the Mes-
sage Understanding Conferences (MUC) (Grishman
and Sundheim, 1996).

As with the majority of tasks in contemporary nat-
ural language processing, most approaches to NER
have been based on supervised machine learning.
However, although resources for a handful of lan-
guages have been created, through initiatives such
as MUC, the Multilingual Entity Task (Merchant
et al., 1996) and the CoNLL shared tasks (Tjong
Kim Sang, 2002; Tjong Kim Sang and De Meul-
der, 2003), coverage is still very limited in terms of
both domains and languages. With fine-grained en-
tity taxonomies such as that proposed by Sekine and
Nobata (2004), who define over two hundred cate-
gories, we can expect an increase in the amount of
annotated data required for acceptable performance,
as well as an increased annotation cost for each entity
occurrence. Although semi-supervised approaches
have been shown to reduce the need for manual an-
notation (Freitag, 2004; Miller et al., 2004; Ando
and Zhang, 2005; Suzuki and Isozaki, 2008; Lin and
Wu, 2009; Turian et al., 2010; Dhillon et al., 2011;
Täckström et al., 2012), these methods still require a
substantial amount of manual annotation for each tar-
get language. Manually creating a sufficient amount
of annotated resources for all entity types in all lan-
guages thus seems like an Herculean task.

In this study, we turn to direct transfer methods
(McDonald et al., 2011; Täckström et al., 2012) as

2http://meta.wikimedia.org/wiki/Wikidata
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a way to combat the need for annotated resources
in all languages. These methods allow one to train
a system for a target language, using only annota-
tions in some source language, as long as all source
language features also have support in the target lan-
guages. Specifically, we extend the direct transfer
method proposed by Täckström et al. (2012) in two
ways. First, in §3, we use multiple source languages
for training. We then propose a self-training algo-
rithm, which allows for the inclusion of additional
target language specific features, in §4. By com-
bining these extensions, we achieve significant error
reductions on all tested languages. Finally, in §5,
we assess the viability of the different direct transfer
systems compared to a supervised system trained on
target language annotations, and conclude that direct
transfer methods may be useful even in this scenario.

2 Direct Transfer for Cross-lingual NER

Rather than starting from scratch when creating sys-
tems that predict linguistic structure in one language,
we should be able to take advantage of any cor-
responding annotations that are available in other
languages. This idea is at the heart of both direct
transfer methods (McDonald et al., 2011; Täckström
et al., 2012) and of annotation projection methods
(Yarowsky et al., 2001; Diab and Resnik, 2002; Hwa
et al., 2005). While the aim of the latter is to transfer
annotations across languages, direct transfer meth-
ods instead aim to transfer systems, trained on some
source language, directly to other languages. In this
paper, we focus on direct transfer methods, however,
we briefly discuss the relationship between these ap-
proaches in §6.

Considering the substantial differences between
languages at the grammatical and lexical level, the
prospect of directly applying a system trained on
one language to another language may seem bleak.
However, McDonald et al. (2011) showed that a lan-
guage independent dependency parser can indeed be
created by training on a delexicalized treebank and
by only incorporating features defined on universal
part-of-speech tags (Das and Petrov, 2011).

Recently, Täckström et al. (2012) developed an al-
gorithm for inducing cross-lingual word clusters and
proposed to use these clusters to enrich the feature
space of direct transfer systems. The richer set of

cross-lingual features was shown to substantially im-
prove on direct transfer of both dependency parsing
and NER from English to other languages.

Cross-lingual word clusters are clusterings of
words in two (or more) languages, such that the clus-
ters are adequate in each language and at the same
time consistent across languages. For cross-lingual
word clusters to be useful in direct transfer of lin-
guistic structure, the clusters should capture cross-
lingual properties on both the semantic and syntac-
tic level. Täckström et al. (2012) showed that this
is, at least to some degree, achievable by coupling
monolingual class-based language models, via word
alignments. The basic building block is the follow-
ing simple monolingual class-based language model
(Saul and Pereira, 1997; Uszkoreit and Brants, 2008):

L(w; C) =
m∏
i=1

p(wi|C(wi))p(C(wi)|wi−1) ,

where L(w; C) is the likelihood of a sequence of
words, w, and C is a (hard) clustering function, which
maps words to cluster identities. These monolingual
models are coupled through word alignments, which
constrains the clusterings to be consistent across lan-
guages, and optimized by approximately maximizing
the joint likelihood across languages. Just as monolin-
gual word clusters are broadly applicable as features
in monolingual models for linguistic structure predic-
tion (Turian et al., 2010), the resulting cross-lingual
word clusters can be used as features in various cross-
lingual direct transfer models. We believe that the
extensions that we propose are likely to be useful for
other tasks as well, e.g., direct transfer dependency
parsing, in this paper, we focus solely on discrimina-
tive direct transfer models for NER.

3 Multi-source Direct Transfer

Learning from multiple languages have been shown
to be of benefit both in unsupervised learning of syn-
tax and part-of-speech (Snyder et al., 2009; Berg-
Kirkpatrick and Klein, 2010) and in transfer learning
of dependency syntax (Cohen et al., 2011; McDonald
et al., 2011). Here we perform a set of experiments
where we investigate the potential of multi-source
transfer for NER, in German (DE), English (EN),
Spanish (ES) and Dutch (NL), using cross-lingual
word clusters. For all experiments, we use the same
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Source DE ES NL

EN 39.7 62.0 63.7
EN + DE – 61.8 65.5
EN + ES 39.3 – 65.6
EN + NL 41.0 62.5 –
ALL 41.0 63.6 66.4

↑ DEVELOPMENT SET ↓ TEST SET

EN 37.8 59.1 57.2
EN + DE – 59.4 57.9
EN + ES 35.9 – 59.1
EN + NL 38.1 59.7 –
ALL 36.4 61.9 59.9

Table 1: Results of multi-source direct transfer, measured
with F1-score on the CoNLL 2002/2003 development and
test sets. ALL: all languages except the target language
are used as source languages.

256 cross-lingual word clusters and the same feature
templates as Täckström et al. (2012), with the ex-
ception that the transition factors are not conditioned
on the input.3 The features used are similar to those
used by Turian et al. (2010), but include cross-lingual
rather than monolingual word clusters. We remove
the capitalization features when transferring to Ger-
man, but keep them in all other cases, even when Ger-
man is included in the set of source languages. We
use the training, development and test data sets pro-
vided by the CoNLL 2002/2003 shared tasks (Tjong
Kim Sang, 2002; Tjong Kim Sang and De Meul-
der, 2003). The multi-source training sets are cre-
ated by concatenating each of the source languages’
training sets. In order to have equivalent label sets
across languages, we use the IO (inside/outside) en-
coding, rather than the BIO (begin/inside/outside) en-
coding, since the latter is available only for Spanish
and Dutch. The models are trained using CRFSuite
0.12 (Okazaki, 2007), by running stochastic gradient
descent for a maximum of 100 iterations.

Table 1 shows the result of using different source
languages for different target languages. We see that
multi-source transfer is somewhat helpful in general,
but that the results are sensitive to the combination
of source and target languages. On average, using all
source languages only give a relative error reduction
of about 3% on the test set. However, results for

3This is due to limitations in the sequence labeling software
used and gives slightly lower results, across the board, than those
reported by Täckström et al. (2012).

DE ES NL AVG

NATIVE CLUSTERS 71.2 80.7 82.5 78.1
X-LING CLUSTERS 68.9 78.8 80.9 76.2
NATIVE & X-LING CLUST. 72.5 81.2 83.6 79.1

↑ DEVELOPMENT SET ↓ TEST SET

NATIVE CLUSTERS 72.2 81.0 83.0 78.7
X-LING CLUSTERS 71.0 80.2 80.7 77.3
NATIVE & X-LING CLUST. 73.5 81.8 83.7 79.7

Table 2: The impact of different word clusters in the
supervised monolingual setting. Results are measured
with F1-score on the CoNLL 2002/2003 development
and test sets. NATIVE/X-LING CLUSTERS: The cross-
lingual/monolingual clusters from Täckström et al. (2012).

Spanish and Dutch are more promising, with relative
reductions of 7% and 6%, respectively, when using
all source languages. Using all available source lan-
guages gives the best results for both Spanish and
Dutch, but slightly worse results for German. When
transferring to Dutch, using more source languages
consistently help, while Spanish and German are
more sensitive to the choice of source languages.
Based on the characteristics of these languages, this
is not too surprising: while Dutch and German has
the most similar vocabularies, Dutch uses similar cap-
italization rules to English and Spanish. Dutch should
thus benefit from all the other languages, while Span-
ish may not bring much to the table for German and
vice versa, given their lexical differences. Knowl-
edge of such relationships between the languages,
could potentially be used to give different weights to
different source languages in the training objective,
as was shown effective by Cohen et al. (2011) in the
context of direct transfer of generative dependency
parsing models. Although better results could be
achieved by cherry-picking language combinations,
since we do not have any general principled way of
choosing/weighting source languages in discrimina-
tive models, we include all source languages with
equal weight in all subsequent experiments where
multiple source languages are used.

4 Domain Adaptation via Self-Training

Thus far, we have not made use of any information
specific to the target language, except when inducing
the cross-lingual word clusters. However, as shown
in Table 2, which lists the results of experiments on
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Algorithm 1 Self-Training for Domain Adaptation
Dls: Labeled source domain data
Dlt: Labeled target domain data (possibly empty)
Dut : Unlabeled target domain data
δ: Dominance threshold
T : Number of iterations
procedure SELFTRAIN(Dls,Dlt,Dut , δ, T )

θ0 ← LEARN(Dls ∪ Dlt) . Train supervised model
for i← 1 to T do

P i ← PREDICT(Dut , θi−1) . Predict w/ curr. mod.
F i ← FILTER(P i, δ) . Filter pθi−1(y∗|x) ≤ δ
Si ← SAMPLE(F i) . Pick ∼ pθi−1(y|x). (†)
θi ← LEARN(Dls ∪ Dlt ∪ Si) . Retrain

end for
return θT . Return adapted model

end procedure
† If LEARN(·) supports instance weighting, we could weight

each instance (x,y∗) ∈ F i by pθi−1(y∗|x) in the training
objective, rather than performing sampling according to the
same distribution.

supervised target language models trained with differ-
ent cluster features,4 these clusters are not optimally
adapted to the target language, compared to the mono-
lingual native clusters that are induced solely on the
target language, without any cross-lingual constraints.
This is to be expected, as the probabilistic model used
to learn the cross-lingual clusters strikes a balance
between two language specific models. On the other
hand, this suggests an opportunity for adapting to tar-
get language specific features through self-training.
In fact, since the direct transfer models are trained
using cross-lingual features, the target language can
be viewed as simply representing a different domain
from the source language.

Self-training has previously been shown to be a
simple and effective way to perform domain adapta-
tion for syntactic parsers and other tasks (McClosky
et al., 2006; Chen et al., 2011). The idea of self-
training for domain adaptation is to first train a su-
pervised predictor on labeled instances from a source
domain. This predictor is then used to label instances
from some unlabeled target domain. Those instances
for which the predictor is confident are added to the
source training set, and the process is repeated until
some stopping criterion is met. Recently, Daumé
et al. (2010) and Chen et al. (2011) proposed more

4For these experiments, the same settings were used as in the
multi-source transfer experiments in §3, with the difference that
only target language training data was used.

complex domain adaptation techniques, based on co-
training. In this work, however, we stick with the sim-
ple single-view self-training approach just outlined.
In the self-training for domain adaptation method, de-
scribed by Chen et al. (2011), the top-k instances for
which the predictor is most confident are added to the
training set in each iteration. We instead propose to
weight the target instances selected for self-training
in each iteration proportional to the confidence of the
classifier trained in the previous iteration.

In short, let x ∈ Dut be an unlabeled target lan-
guage input sequence (in our case a sentence) and
y∗ ∈ Yt(x) its top-ranked label sequence (in our
case an IO sequence). In the first iteration, a predictor
is trained on the labeled source language data, Dls. In
each subsequent iteration the sequences are scored
according to the probabilities assigned by the pre-
dictor trained in the previous iteration, pθi−1(y∗|x).
When constructing the training set for the next it-
eration, we first filter out all instances for which
the top-ranked label sequence is not δ-dominating.
That is, we filter out all instances x ∈ Dtu such that
pθi−1(y∗|x) < δ, for some user-specified δ. In this
work, we set δ = 0.5, since this guarantees that the
output associated with each instance that is kept is
assigned the majority of the probability mass. This is
important, as we only consider the most likely output
y∗ for each input x, so that sampling low-confidence
instances will result in a highly biased sample. After
filtering, we sample from the remaining instances,
i.e. from the set of instances x ∈ Dtu such that
pθi−1(y∗|x) ≥ δ, adding each instance (x,y∗) to
the training set with probability pθi−1(y∗|x). This
procedure is repeated for T iterations as outlined
in Algorithm 1. By using instance weighting rather
than a top-k list, we remove the need to heuristically
set the number of instances to be selected for self-
training in each iteration. Further, although we have
not verified this empirically, we hypothesize that us-
ing instance weighting is more robust than picking
only the most confident instances, as it maintains di-
versity in the training set in the face of uncertainty.
Note also that when we have access to target language
test data during training, we can perform transduc-
tive learning by including the test set in the pool of
unlabeled data. This gives the model the opportunity
to adapt to the characteristics of the test domain.

Our use of self-training for exploiting features na-
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DE ES NL AVG

SINGLE 39.7 62.0 63.7 55.2
MULTI 41.0 63.6 66.4 57.0
SINGLE + SELF 42.6 65.7 64.0 57.4
SINGLE + SELF/NATIVE 44.5 66.5 65.9 59.0
MULTI + SELF 48.4 64.7 68.1 60.4
MULTI + SELF/NATIVE 49.5 66.5 69.7 61.9

↑ DEVELOPMENT SET ↓ TEST SET

SINGLE 37.8 59.1 57.2 51.4
MULTI 36.4 61.9 59.9 52.8
SINGLE + SELF 41.3 61.0 57.8 53.3
SINGLE + SELF/NATIVE 43.0 62.5 58.9 54.8
MULTI + SELF 45.3 62.3 61.9 56.5
MULTI + SELF/NATIVE 47.2 64.8 63.1 58.4

Table 3: Results of different extensions to direct trans-
fer as measured with F1-score on the CoNLL 2002/2003
development and test sets. SINGLE: single-source trans-
fer, MULTI: multi-source transfer, SELF: self-training
with only cross-lingual word clusters, SELF/NATIVE: self-
training with cross-lingual and native word clusters.

tive to the target language resembles the way McDon-
ald et al. (2011) re-lexicalize a delexicalized direct
transfer parser. Both methods allow the model to
move weights from shared parameters to more pre-
dictive target language specific parameters. However,
rather than using the direct transfer parser’s own pre-
dictions through self-training, these authors project
head-modifier relations to the target language through
loss-augmented learning (Hall et al., 2011). The boot-
strapping methods for language independent NER of
Cucerzan and Yarowsky (1999) have a similar effect.
Our self-training approach is largely orthogonal to
these approaches. We therefore believe that combin-
ing these methods could be fruitful.

4.1 Experiments

In these experiments we combine direct transfer with
self-training using unlabeled target data. This is the
transductive setting, as we include the test data (with
labels removed, of course) in the unlabeled target
data. We investigate the effect of adding self-training
(SELF) to the single-source and multi-source transfer
settings of §3, where only cross-lingual features are
used (SINGLE and MULTI, respectively). We further
study the effect of including native monolingual word
cluster features in addition to the cross-lingual fea-
tures (SELF/NATVE). The experimental settings and

datasets used are the same as those described in §3.
We performed self-training for T = 5 iterations for
all languages, as preliminary experiments indicated
that the procedure converges to a stable solution af-
ter this number of iterations. CRFSuite was used to
compute all the required probabilities for the filtering
and sampling steps.

The results of these experiments are shown in Ta-
ble 3. By itself, self-training without target specific
features result in an average relative error reduction
of less than 4%, compared to the baseline direct
transfer system. This is only slightly better than
the improvement achieved with multi-source transfer.
However, when adding target specific features, self-
training works better, with a 7% reduction. Combin-
ing multi-source transfer with self-training, without
target specific features, performs even better with
a 10% reduction. Finally, combining multi-source
transfer and self-training with target specific features,
gives the best result across all three languages, with
an average relative error reduction of more than 14%.

The results for German are particularly interest-
ing, in that they highlight a rather surprising general
trend. The relative improvement achieved by com-
bining multi-source transfer and self training with na-
tive clusters is almost twice as large as that achieved
when using only self-training with native clusters,
despite the fact that multi-source transfer is not very
effective on its own – in the case of German, multi-
source transfer actually hurts results when used in
isolation. One explanation for this behavior could be
that the regularization imposed by the use of multi-
ple source languages is beneficial to self-training, in
that it generates better confidence estimates. Another,
perhaps more speculative, explanation could be that
each source language shares different characteristics
with the target language. Even though the predictions
on the target language are not much better on aver-
age in this case, as long as a large enough subset of
the confident predictions are better than with single-
source transfer, these predictions can be exploited
during self-training.

In addition to using self-training with native word
cluster features, we also experimented with creating
target language specific versions of the cross-lingual
features by means of the feature duplication trick
(Daumé, 2007). However, preliminary experiments
suggested that this is not an effective strategy in the
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Figure 1: Learning curves for German.
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Figure 2: Learning curves for Spanish.

cross-lingual direct transfer scenario. It thus seems
likely that the significant improvements that we ob-
serve are at least in part explained by the fact that
the native features are distinct from the cross-lingual
features and not mere duplicates.

5 Direct Transfer vs. Supervised Learning

Finally, we look at the relative performance of the dif-
ferent direct transfer methods and a target language
specific supervised system trained with native and
cross-lingual word cluster features. For these experi-
ments we use the same settings as for the experiments
in §3 and §4.1.

Figures 1–3 show the learning curves for the su-
pervised system, as more and more target language
annotations, selected by picking sentences at random
from the full training set, are added to the training
set, compared to the same system when combined
with different direct transfer methods. From these
curves, we can see that the purely supervised model
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Figure 3: Learning curves for Dutch.

requires between 8,000 and 16,000 annotated word
tokens (roughly corresponding to between 430 and
860 sentences) in each target language to match the
best direct transfer system. The learning curves also
show that adding source language data improves per-
formance with as many as 64,000 annotated target
language tokens.

Although we believe that the results on combin-
ing source and target data are interesting, in practice
the marginal cost of annotation is typically quite low
compared to the initial cost. Therefore, the cost of
going from 125 to 64,000 annotated tokens is likely
not too high, so that the benefit of cross-lingual trans-
fer is small on the margin in this scenario. However,
we believe that direct transfer methods can reduce
the initial cost as well, especially when a larger label
set is used, since a larger label set implies a larger
cognitive load throughout annotation, but especially
in the initial phase of the annotation.

Another aspect, which we were unable to investi-
gate is the relative performance of these methods on
domains other than news text. It is well known that
the performance of supervised NER systems drop sig-
nificantly when applied to data outside of the training
domain (Nothman et al., 2008). Although the direct
transfer systems in these experiments are also trained
on news data, we suspect that the advantage of these
methods will be more pronounced when applied to
other domains, since the supervised target system
runs a higher risk of overfitting to the characteristics
of the target language training domain compared to
the direct transfer system, which has already to some
degree overfitted to the source language.
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6 Discussion

We have focused on direct transfer methods that ex-
ploit cross-lingual word clusters, which are induced
with the help of word alignments. A more com-
mon use of word alignments for cross-lingual linguis-
tic structure prediction is for projecting annotations
across languages (Yarowsky et al., 2001; Diab and
Resnik, 2002; Hwa et al., 2005).

Apart from the algorithmic differences between
these approaches, there are more fundamental differ-
ences in terms of the assumptions they make. An-
notation projection relies on the construction of a
mapping from structures in the source language to
structures in the target language, Ys 7→ Y ′t. Based
on the direct correspondence assumption (Diab and
Resnik, 2002; Hwa et al., 2005), word alignments are
assumed to be a good basis for this mapping. When
projecting annotations, no consideration is taken to
the source language input space, Xs, nor to the target
language input space, Xt, except implicitly in the
construction of the word alignments. The learning al-
gorithm is thus free to use any parameters when train-
ing on instances from Xt × Y ′t, but can at the same
time not exploit any additional information that may
be present in Xs × Ys about Xt × Yt. Furthermore,
word alignments are noisy and often only provide
partial information about the target side annotations.

Direct transfer, on the other hand, makes a stronger
assumption, as it relies on a mapping from the joint
space of source inputs and output structures to the
target language, Xs × Ys 7→ X ′t × Y ′t. Actually,
the assumption is even stronger, since in order to
achieve low error on the target language with a dis-
criminative model, we must further assume that the
conditional distribution P (Y ′t|X ′t ) does not diverge
too much from P (Yt|Xt) in regions where P (Xt)
is large. This suggests that direct transfer might be
preferable when source and target languages are suffi-
ciently similar so that a good mapping can be found.

These differences suggest that it may be fruitful
to combine direct transfer with annotation projec-
tion. For example, direct transfer could be used
to first map Xs × Ys 7→ X ′t × Y ′t, while annota-
tion projection could be used to derive constraints
on the target output space by means of a mapping
Ys 7→ Y ′′t . These constraints could perhaps be ex-
ploited in self-training, e.g., through posterior reg-

ularization (Ganchev et al., 2010), or be used for
co-training (Blum and Mitchell, 1998).

7 Conclusions

We investigated several open questions regarding the
use of cross-lingual word clusters for direct transfer
named entity recognition. First, we looked at the sce-
nario where no annotated resources are available in
the target language. We showed that multi-source di-
rect transfer and self-training with additional features,
exclusive to the target language, both bring benefits
in this setting, but that combining these methods
provide an even larger advantage. We then exam-
ined the rate with which a supervised system, trained
with cross-lingual and native word cluster features,
approaches the performance of the direct transfer
system. We found that on average between 8,000
and 16,000 word tokens need to be annotated in each
target language to match our best direct transfer sys-
tem. We also found that combining native and cross-
lingual word clusters leads to improved results across
the board. Finally, we showed that direct transfer
methods can aid even in the supervised target lan-
guage scenario. By simply mixing annotated source
language data with target language data, we can sig-
nificantly reduce the annotation burden required to
reach a given level of performance in the target lan-
guage, even with up to 64,000 tokens annotated in the
target language. We hypothesize that more elaborate
domain adaptation techniques, such as that proposed
by Chen et al. (2011), can lead to further improve-
ments in these scenarios.

Our use of cross-lingual word clusters is orthog-
onal to several other approaches discussed in this
paper. We therefore suggest that such clusters could
be of general use in multilingual learning of lin-
guistic structure, in the same way that monolingual
word clusters have been shown to be a robust way to
bring improvements in many monolingual applica-
tions (Turian et al., 2010; Täckström et al., 2012).
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Abstract

This paper presents the results of the PASCAL
Challenge on Grammar Induction, a compe-
tition in which competitors sought to predict
part-of-speech and dependency syntax from
text. Although many previous competitions
have featured dependency grammars or parts-
of-speech, these were invariably framed as
supervised learning and/or domain adaption.
This is the first challenge to evaluate unsuper-
vised induction systems, a sub-field of syntax
which is rapidly becoming very popular. Our
challenge made use of a 10 different treebanks
annotated in a range of different linguistic for-
malisms and covering 9 languages. We pro-
vide an overview of the approaches taken by
the participants, and evaluate their results on
each dataset using a range of different evalua-
tion metrics.

1 Introduction

Inducing grammatical structure from text has long
been fundamental problem in Computational Lin-
guistics and Natural Language Processing. In re-
cent years interest has grown, spurred by advances
in unsupervised statistical modelling and machine
learning. The task has relevance to cognitive scien-
tists and linguists attempting to gauge the learnabil-
ity of natural language by human children, and also
natural language processing researchers who seek
syntactic representations for languages with few lin-
guistic resources.

Grammar learning has been popular in previous
challenges. For example the CoNLL shared tasks in
2006 and 2007 (Buchholz and Marsi, 2006; Nivre

et al., 2007) involved supervised learning of de-
pendency parsers across a wide range of different
languages. Our challenge has many similarities to
these, in that we focus on dependency grammars,
however we seek to evaluate unsupervised algo-
rithms only using syntactically annotated data for
evaluation and not for training. Additionally we also
consider the related task of part-of-speech (POS) in-
duction, and the next logical challenge: the joint
task of POS and dependency induction. Other re-
lated challenges can be found in the formal gram-
mar community (e.g., the Omphalos1 competition)
in which competitors seek to learn synthetic lan-
guages. In contrast we seek to model natural lan-
guage text, which entails many different challenges.

Research into unsupervised grammar and POS in-
duction holds considerable promise, although cur-
rent approaches are still a long way from solving
the general problem. For example, the majority of
recent research into dependency grammar induction
has adopted the evaluation setting of Klein and Man-
ning (2004) who learn grammars on strings of POS
tags, rather than on words themselves. One aim of
this challenge is to popularise the more difficult and
ambitious task of inducing grammars directly from
text, which can be viewed as integrating the POS and
grammar induction tasks. A second aim is to foster
grammar and POS induction research across a wider
variety of languages, and improving the standard of
evaluation.

We have collated data from existing treebanks in
a variety of different languages, domains and lin-
guistic formalisms. This gives a diverse range of

1See http://www.irisa.fr/Omphalos
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data upon which to test induction algorithms, yield-
ing a deeper insight into their strengths and short-
comings. One key problem in grammar induction
research is how to evaluate the models’ predictions
given that often many different analyses are linguis-
tically plausible, e.g., the choice of whether deter-
miners or nouns should head noun phrases, or how to
represent coordination. Simply comparing against a
single gold standard often results in poor reported
performance because the model has discovered a
different analysis to that used when annotating the
treebank. For this reason it has been popular to use
lenient measures for comparing predicted trees to
the treebank gold standard trees, such as undirected
accuracy and the neutral edge distance (Schwartz et
al., 2011). As well as evaluating using these popular
metrics, we also propose a new method of evaluation
which is also lenient in that it rewards different types
of linguistically plausible output, but requires con-
sistency in the output, something the previous meth-
ods cannot do.

The paper is organised as follows. Section 2 de-
scribes the tasks and our data format and section 3
outlines the different treebanks used for the chal-
lenge. The baselines, our own benchmark systems
and the competitors entries are described in section
5. In section 6 we present and analyse the results
for the three different tracks. Finally we conclude in
section 7.

2 Task Definition

The three tracks of the WILS challenge are de-
scribed below. First we describe the data format for
the submissions common to the three tracks (POS
induction, Dependency induction, and jointly induc-
ing both), and then the three tracks are described
along with the respective evaluation metrics.

2.1 Data format

All datasets were presented in a file format similar to
that used in the CoNLL tasks, but with slight mod-
ifications. In particular the last two columns are re-
moved, as no projective head or projective depen-
dency relations were used, and an extra POS column
was inserted at column 6 to accommodate the Uni-
versal POS tagset (Petrov et al., 2011). Each line in a
file then either consists of 9 columns, separated by a

tab character, or is an empty line. Empty lines sepa-
rate sentences, and all other lines give the annotation
for a single token in the sentence as follows:

1. ID: Token counter, gives the index of current
word in the sentence. Indexing starts at 1.

2. FORM: Surface form of the token in the sen-
tence.

3. LEMMA: Stemmed form of the word form if
available.

4. CPOSTAG: Coarse-grained POS tag.

5. POSTAG: Fine-grained POS tag, or CPOSTAG
again if not available.

6. UPOSTAG: Universal POS tag, based on the
POSTAG and CPOSTAG.

7. FEATS: List of syntactic / morphological fea-
tures, separated by a vertical pipe (|).

8. HEAD: Syntactic head of the token, with 0 in-
dicating the root node.

9. DEPREL: The general type of the dependency
relation, e.g., subject.

In this setup, the LEMMA, FEATS and DEPREL
columns are optional, in which case an underscore
( ) will be used as a placeholder. Each treebank
was split into training, development and testing par-
titions. The HEAD and DEPREL entries were only
supplied for the development and the final testing
sets,2 but not for the training partition. The com-
petitors were encouraged to develop their unsuper-
vised entries on the union of the three partitions, and
make sparse use of the development set, i.e., for san-
ity checking more than model fitting in order to min-
imise the extent of supervision.

2.2 POS induction
In the POS induction track, participants developed
systems to induce the Part-of-Speech (POS) classes
for each word in the testing corpus. In order to train
the systems, the same training and development sets
were used as for the other tracks. These corpora in-
cluded manually supplied POS tags for each token,

2For the initial test set these fields were omitted.

65



which were not to be used for training, only evalua-
tion. Participants submitted predicted tags for each
token, which were scored against the gold-standard.

For evaluation, we used 4 different metrics. The
first is the many-to-one metric (M-1) (also known
as cluster purity), which is widely used for cluster
evaluation as well as evaluation of POS induction.
This metric assigns each word cluster to its most
common tag, and then measures the proportion of
correctly tagged words. The second metric is the
one-to-one mapping (1-1), a constrained version of
Many-to-one mapping in which each predicted tag
is associated with only one gold-standard tag and
vice versa (Haghighi and Klein, 2006). Word clus-
ters are assigned greedily to tags, and in the event
of there being more word classes than tags, some
word classes will be left unassigned. Another met-
ric that was used is Variation of information (VI)
(Meila, 2003), which is based the conditional en-
tropy of between the two different clusterings (John-
son, 2007). Lastly, we use the V-measure (VM) met-
ric (Rosenberg and Hirschberg, 2007), which is an-
other entropy-based measure, but defined in terms of
a F score to balance precision and recall terms (we
use equal weighting of the two factors). Please see
Christodoulopoulos et al. (2010) for further details
about these metrics.3 For these metrics, a higher
score is better, with the exception of VI.

For all these metrics, the induced tags are eval-
uated against the universal pos tags, as this means
there are a consistent number of tags across the lan-
guages. Using these metrics, the results will vary as
a result of predicting a different number of tags (in
particular, more tags will mean a higher score for M-
1, and the converse is true for 1-1). However, using
the universal POS tags, we think will make results
less sensitive to large differences in POS inventory
between languages (such as for the Dutch dataset).

2.3 Dependency induction
For the Dependency induction track, the training
data consisted of the original treebank data, but
without dependency annotations. A development set
was also provided, which included the dependency
annotations, but this was meant mainly as a way to

3Thanks to Christos Christodoulopoulos for sharing his im-
plementation of the POS induction metrics, which we have used
in our evaluation.

verify systems, as we mean to minimise the amount
of supervision in the task. The participants were
later supplied with test sets for which the systems
could generate predictions. Only after the predic-
tions were submitted were the fully annotated test
sets released.

The dependency inductions were evaluated on
3 metrics: directed accuracy, undirected accuracy
and Neutral Edge Detection (NED) (Schwartz et
al., 2011). Directed accuracy is the ratio of cor-
rectly predicted dependencies (including direction)
over total amount of predicted dependencies. Undi-
rected accuracy is much the same, but also considers
a predicted dependency correct if the direction of the
dependency is reversed (e.g. if the predicted depen-
dency is not A → B, but B → A). Lastly, the NED
metric is a variant of undirected accuracy that also
rewards cases where an edge-flip occurs, meaning
that the predicted parent of a token is actually the
grandparent of that same token in the gold-standard
data. Note that before evaluating with these metrics
punctuation was removed from all sentences, and
any child words under a punctuation node were re-
attached to their nearest ancestor that wasn’t punc-
tuation.

The final ‘joint’ task consisted of inducing depen-
dency structure from only the tokens in the corpus,
without recourse to the gold POS tags. Where POS
is predicted (e.g., in a pipeline), we included these
in our general POS evaluation. The induced depen-
dency trees were evaluated with the same metrics as
in the dependency induction track, but are consid-
ered separately. We expect these systems to have
lower scores overall due to the lack of gold-standard
POS tags.

3 Treebanks

We selected a number of different treebanks for use
in the challenge, aiming to represent a wide range
of different languages, dialects and genres of text.
In total we used ten different treebanked corpora
in nine different languages. For the practical rea-
sons of simplifying the administration of the chal-
lenge and allowing the data to be reused in future re-
search, we chose corpora with licences allowing ei-
ther free redistribution, or those held by the Linguis-
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tic Data Consortium (LDC).4 Many of these datasets
have been used before in dependency grammar or
part-of-speech research, particularly the shared tasks
at CoNLL 2006 and 2007. For the purpose of
the competition, we have updated these datasets to
include any annotation updates or additional data,
where available. It is important for unsupervised ap-
proaches to have sufficient amounts of data, espe-
cially given the common sentence length limitations
imposed by most dependency grammar models. As
described in section 2, we have included an extra
field for the universal part-of-speech (UPOS) using
Petrov et al. (2011)’s automatic conversion tool.5

Below we describe the different treebanks used,
and the conversion process into our data format for
the purpose of the competition. Please see Table 1
for statistics on each of the treebanks.

Dependency treebanks We used the following
dependency treebanks: Arabic The Prague Ara-
bic Dependency Treebank V1 (Hajič et al., 2004).6

Basque The Basque 3lb dependency treebank
(Aduriz et al., 2003). Czech The Prague Depen-
dency Treebank 2.0 (Böhmová et al., 2001).7 Dan-
ish The Copenhagen Dependency Treebank ver-
sion 2 (Buch-Kromann et al., 2007). English The
CHILDES US/Brown subcorpus (Sagae et al.,
2007). Slovene The jos500k Treebank (Erjavec et
al., 2010). 8 Swedish The Talbanken treebank
(Nivre et al., 2006). The conversion of each of these
treebanks was quite straightforward as they were al-
ready annotated for dependencies. Moreover, many
of these corpora had been used previously in the
CoNLL 2006 and 2007 shared tasks, and therefore
we were able to reuse this data and/or their conver-
sion scripts. In the case of Arabic and Swedish we
used the exact same data, simply converting from
CoNLL dependency format into our own format (re-
moving redundant columns and adding a UPOS col-
umn). While many of the other corpora had also

4In the following corpus descriptions, when not otherwise
specified the corpus is freely available for research purposes.

5http://code.google.com/p/
universal-pos-tags

6LDC catalogue number LDC2004T23.
7LDC catalogue number LDC2006T01.
8For the shared task, the annotation was converted to english

using the tables found at the JOS website: http://nl.ijs.
si/jos/msd/html-en/index.html

been used previously, our data is different, making
use of subsequent corrections to these treebanks and
additional annotated data now available.

First language acquisition provides an important
motivation for grammar induction research, conse-
quently we have included data from the CHILDES
database of child-directed speech. We use the
Brown sub-corpus, a longitudinal study of parent-
child interactions for three children aged between 18
months and 5 years old. The corpus has been man-
ually annotated with syntactic dependencies (Sagae
et al., 2007) and morphology. From this we take all
child-directed utterances, extracting word, morphol-
ogy, part-of-speech and dependency markup, and
developed our own conversion into UPOS. Our test-
ing and development sets were drawn from the first
15 Eve files which were manually annotated for de-
pendency structure. The rest of the corpus, which
had not been manually annotated for syntax, was
merged to form the training set.

Phrase-structure treebanks As well as depen-
dency treebanks, we used three different phrase-
structure treebanks: The Dutch Alpino treebank
(Bouma et al., 2000), the English Penn Treebank
V3 (Marcus et al., 1993),9 and the Portuguese Flo-
resta Sintá(c)tica treebank (Afonso et al., 2002). As
these treebanks do not explicitly mark dependen-
cies, we automatically extracted these using head
finding heuristics. Thankfully the difficult work
of creating such scripts has already been done as
part of the CoNLL shared tasks. We have reused
their scripts to create dependency representations of
these treebanks, before converting into our file for-
mat and augmenting with UPOS annotation. In the
case of Dutch, we have reused the same CoNLL
2006 data; note that this dataset includes predicted
part-of-speech rather than gold standard annotation
(Buchholz and Marsi, 2006). For the Portuguese,
we used the same Bosque 7.3 sub-corpus10 from
CoNLL 2006, additionally including in our training
set the recently-annotated Selva 1.0 subcorpus.

The Penn Treebank is the most common data set
in parsing and grammar induction. We have patched

9LDC catalogue number LDC99T42.
10An updated version of this corpus is available, however

the file format had changed significantly and we were unable
to adapt the conversion scripts in time for the competition.
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ar cs da en-childes en-ptb eu nl pt sl sv
annotation d d d d p d p p d d

Training data
Tokens 106.6k 1.2M 68.5k 312.8k 1.1M 124.7k 192.2k 196.4k 193k 184.6k
Sentences 2.8k 68.5k 3.6k 57.4k 45.4k 9.1k 13k 8.7k 9.4k 10.7k
Tokens/sent 38.4 17.1 18.8 5.5 23.9 13.7 14.8 22.6 20.5 17.3
CPOSTAG 15 12 25 31 31 16 13 16 13 41
POSTAG 21 61 141 76 45 50 300 22 31 41
FEATS 22 75 338 29 0 269 310 146 46 0

Development data
Tokens 5.1k 159k 17k 25.3k 32.9k 12.6k 2.9k 10.3k 20.2k 6.9k
Sentences 139 9.3k 1k 5k 1.3k 1k 386 400 1k 389
Tokens/sent 36.8 17.1 17 5.1 24.4 12.5 7.4 25.8 20.2 17.6
% New words 27.5 26 49.8 9.8 11.4 46.1 18.8 27.5 38.7 13.8

Test data
Tokens 5.1k 173.6k 14.7k 28.4k 56.7k 14.3k 5.6k 5.9k 22.6k 5.7k
Sentences 131 10.1k 1k 5.2k 2.4k 1.1k 386 288 1k 389
Tokens/sent 39.1 17.1 14.7 5.4 23.5 12.7 14.5 20.4 22.6 14.5
% New words 24.3 25.3 43.7 9 12.1 51.5 40.5 25.2 37.1 34.6

Table 1: Properties of the treebanks. We report the linguistic annotation method (dependency vs. phrase-structure),
the size of each treebank, the number of types for the different granularities of part-of-speech tags and morphological
features (note that UPOS has a fixed set of 12 tags), and the proportion of word types that were not present in training.

the treebank to include NP-internal structure using
Vadas and Curran’s annotations (Vadas and Cur-
ran, 2007), which was then converted to dependency
structures using the penn-converter11 script
(Johansson and Nugues, 2007). This tool has a num-
ber of options controlling the linguistic decisions
in converting from phrase-structure to dependency
trees, e.g., the treatment of coordination. We ex-
tracted five versions of the treebank, each encoding
each different sets of linguistic assumptions (Tsar-
faty et al., 2011).12 These are denoted default, old-
LTH, CoNLL-2007, functional and lexical; for the
main results we used the standard options, we also
report separately evaluations using each of the five
variants. The treebank was partitioned into training
(sections 0-22), development (sec. 24) and testing
sets (sec. 23).

4 Baselines and Benchmarks

A number of standard baselines and previously pub-
lished benchmark systems were implemented for
each task in order to place the submitted systems in
context.

11http://nlp.cs.lth.se/software/treebank_
converter

12Note that Tsarfaty et al. (2011) also propose an evalua-
tion metric for comparing dependency trees, which we have not
used. Note however that it could, in principle, be used for simi-
lar evaluations.

The standard baseline for grammar induction
models is to assume either left branching or right
branching analyses (LB, RB). These capture the ten-
dency for languages to favour one attachment direc-
tion over another. The most frequently cited and
extended model for dependency induction is DMV
(Klein and Manning, 2004). We provide results for
this model trained on each of the coarse (DMVc), fine
(DMVp), and universal (DMVu) POS tag sets, all ini-
tialised with the original harmonic initialiser. As a
further baseline we also evaluated the dependency
trees resulting from directly using the harmonic ini-
tialiser without any training (H).

As a strong benchmark we include the results of
the non-parametric Bayesian model previously pub-
lished in Blunsom and Cohn (2010) (BC). The stated
results are for the unlexicalised model described in
that paper where the final analysis is formed by
choosing the maximum marginal probability depen-
dency links estimated from forty independent Gibbs
sampler runs.

For part-of-speech tagging we include results
from an implementation of the Brown word clus-
tering algorithm (Brown et al., 1992) (Bc,p,u), and
the mkcls tool written by Franz Och (Och, 1999)
(MKc,p,u). Both of these benchmarks were trained
with the number of classes matching the number
in the gold standard of each of the tagsets in turn:
coarse (c), fine (p), and universal (u). A notable
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property of both of these word class models is that
they enforce a one-tag-per-type restriction that en-
sures there is a one-to-one mapping between word
types and classes.

For POS tagging we also provide benchmark re-
sults from two previously published models. The
first of these is the Pitman-Yor HMM model de-
scribed in (Blunsom and Cohn, 2011), which in-
corporates ta one-tag-per-type restriction (BC). This
model was trained with the same number of tags as
in the gold standard fine tag set for each corpus. The
second benchmark is the HMM with Sparsity Con-
straints trained using Posterior Regularization (PR)
described in (Graça et al., 2011). In this model
the HMM emission probabilitiy distribution are esti-
mated using small Maximum Entropy models (fea-
tures set described in the original paper). The mod-
els were trained for 200 iterations of PR using both
the same number of hidden states as the coarse Gc

and universal Gu gold standard. All parameters were
set to the values described in the original paper.

5 Submissions

The shared task received submissions covering a di-
verse range of approaches to the dependency and
part-of-speech induction challenges. Encouragingly
all of these submissions made significant departures
from the benchmark HMM and DMV approaches
which have dominated the published literature on
these tasks in recent years. The submissions were
characterised by varied choices of model structure,
parameterisation, regularisation, and the degree to
which light supervision was provided through con-
straints or the use of labelled tuning data. In the fol-
lowing sections we summarise the approaches taken
by the systems submitted for each task.

5.1 Part-of-Speech Induction

The part-of-speech induction challenge received two
submission, (Chrupała, 2012; Christodoulopoulos et
al., 2012). Both of these submissions based their in-
duction systems on LDA inspired models for cluster-
ing word types by the contexts in which they appear.
Notably, the strongest of the provided benchmarks
and the two submissions modelled part-of-speech
tags at the type level, thus restricting all tokens of
a given word type to share the same tag. Though

clearly out of step with the gold standard tagging,
this one-tag-per-type restriction has previously been
shown to be a crude but effective way of regularising
models towards a good solution. Below we sum-
marise the approach of each submission, identified
by the surname of the first author on the submitted
system description.

Chrupała (2012) employed a two stage approach
to inducing part-of-speech tags. The first stage used
an LDA style probabilistic model to induce a dis-
tribution over possible tags for a given word type.
These distributions were then hierarchically clus-
tered and the final tags selected using the prefix of
the path from the root node to the word type in the
cluster tree. The length of the prefixes, and thus the
number of tags, was tuned on the labelled develop-
ment data.

The system of Christodoulopoulos et al. (2012)
was based upon an LDA type model which included
both contexts and other conditionally independent
features (Christodoulopoulos et al., 2011). This base
system was then iterated with a DMV system and
with the resultant dependencies being repeatedly fed
back into the POS model as features. This submis-
sion is notable for being one of the first to attempt
joint POS and dependency induction rather than tak-
ing a pipeline approach.

5.2 Dependency Induction
The dependency parsing task saw a variety of ap-
proaches with only a couple based on the previously
dominant DMV system. Two forms of light super-
vision were popular, the first being the inclusion of
pre-specified constraints or rules for allowable de-
pendency links, and the second being the tuning of
model parameters or selecting between competing
models on the labelled development data. Obviously
the merits of such supervision would depend on the
desired application for the induced parser. The di-
rect comparison of models which include a form of
universal prior syntactic information with those that
don’t does permit interesting development linguistic
questions to be explored in future.

Bisk and Hockenmaier (2012) chose to induce a
restricted form of Combinatory Categorial Grammar
(CCG), the parses of which were then mapped to
dependency structures. Restrictions on head-child
dependencies were encoded in the allowable cate-
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gories for each POS tag and the heads of sentences.
Key features of their approach were a maximum
likelihood objective function and an iterative proce-
dure for generating composite categories from sim-
ple ones. Such composite categories allow the pa-
rameterisation of larger units than just head-child
dependencies, improving over the more limited con-
ditioning of DMV.

Maraček and Žabokrtský (2012) introduced a
number of novel features in their dependency induc-
tion submission. Wikipedia articles were used to
quantify the reducibility of word types, the degree
to which the word could be removed from a sen-
tence and grammaticality maintained. This metric
was then used, along with a model of child fertil-
ity and dependency distance, within a probabilistic
model. Inference was performed by using a local
Gibbs sampler to approximate the marginal distribu-
tion over head-child links.

Søgaard (2012) presented two model-free heuris-
tic algorithms. The first was based on heuristically
adding dependency edges based on rules such as ad-
jacency, function words, and morphology. The re-
sulting structure is then run through a PageRank al-
gorithm and another heuristic is used to select a tree
from the resulting ranked dependency edges. The
second approach takes the universal rules of Naseem
et al. (2010) but rather than estimating a probabilis-
tic model with these rules, a rule based heuristic is
used to select a parse rather. This second model-free
approach in particular provides a strong baseline for
probabilistic models built upon hand-specified de-
pendency rules.

Tu (2012) described a system based on an ex-
tended DMV model. Their work focussed on the
exploration of multiple forms of regularisation, in-
cluding Dirichlet priors and posterior regularisation,
to favour both sparse conditional distributions and
low ambiguity in the induced parse charts. While
many previous works have included sparse priors
on the conditional head-child distributions the ad-
ditional regularisation of the ambiguity over parse
trees is a novel and interesting addition. The la-
belled development sets were employed to both se-
lect between models employing different regularisa-
tion, and to tune model parameters.

5.3 POS and Dependency Induction
There was only a single submission for the task of
inducing dependencies without gold standard part-
of-speech tags supplied. Christodoulopoulos et al.
(2012) submitted the same joint tagging and DMV
system used for the POS induction task to the depen-
dency induction task. Results on the development
data indicated that this iterated joint training had a
significant benefit for the induced tags and a smaller
benefit for the dependency structures induced.

6 Results

The main results for the three tasks are shown in Ta-
bles 2, 3, and 4, for the POS induction, dependency
induction and joint tasks, respectively.13 We now
present a detailed analysis of each of the three tasks.

6.1 POS induction
The main evaluation results for the POS induc-
tion task are shown in Table 2, which compares
the induced clusters against the gold universal tags
(UPOS).14 Given the diversity of scenarions used by
each system (e.g. number of hidden states, tuning
on development data) a direct comparison between
the systems can only be illustrative. A first obser-
vation is that depending on the particular evaluation
metric employed the ranking of the systems changes
substantially, for instance the Gu system is the best
using the 1-1 and VI metric but is the worst of the en-
tries (excepting the baselines) when using the other
two metrics. Focusing on the VM metric, which
was shown empirically not to have low bias with re-
spect to the word classes (Christodoulopoulos et al.,
2010), the best entry is the BC system which has the
best performance in 9 out of 10 entries followed by
the CGS and the C system. Note that this ranking
holds also for the comparison against fine POS tags,
shown in Table 7.

An interesting aspect is that almost all systems
beat the strong Brown (B) and mkcls (MK) base-
line across the different metrics when we restrict
our attention to the cases where the same number

13Additional tables of results are in the appendix, and fur-
ther results are online at http://wiki.cs.ox.ac.uk/
InducingLinguisticStructure.

14See also Table 7 for the comparison against the fine POS
tags; we base our analysis on UPOS instead as this tag set has a
fixed size irrespective of the treebank.
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M-1
testset BC CGS Cc Cp Gc Gu Bc Bp Bu MKc MKp MKu

arabic 83.80 N/A 83.33 83.33 65.05 66.61 66.20 69.89 66.22 71.08 72.72 68.03

basque 80.85 79.54 86.67 86.67 77.37 73.88 74.73 77.49 73.32 74.80 78.63 71.40

czech 83.10 66.78 72.27 77.97 N/A N/A 60.85 75.57 60.42 65.43 79.35 57.16

danish 81.44 77.76 84.13 84.92 68.16 53.78 72.12 79.77 47.09 72.26 82.59 53.07

dutch 80.75 70.13 74.04 76.11 63.37 57.64 57.99 84.17 57.31 68.18 84.78 63.04

en-childes 90.36 85.42 91.50 91.50 N/A N/A 82.65 89.70 70.12 86.27 91.44 75.63

en-ptb 86.73 81.93 78.11 84.35 77.14 71.10 77.29 80.88 63.74 79.99 83.88 63.34

portuguese 81.69 77.38 80.38 81.90 75.54 74.35 70.07 74.25 67.60 70.79 72.90 68.08

slovene 70.81 65.31 75.53 75.92 67.94 59.96 61.58 68.93 58.32 58.43 65.69 50.36

swedish 78.61 80.45 79.60 79.60 69.91 58.79 71.69 71.69 57.55 76.45 76.45 57.30

averages 81.82 76.08 80.56 82.23 70.56 64.51 69.52 77.23 62.17 72.37 78.84 62.74

1-1
testset BC CGS Cc Cp Gc Gu Bc Bp Bu MKc MKp MKu

arabic 53.67 N/A 39.44 39.44 39.83 55.52 40.55 33.57 43.31 51.54 40.24 51.58

basque 36.10 36.03 47.15 47.15 47.09 54.70 32.61 20.53 40.62 34.80 27.28 37.65

czech 31.82 49.30 30.49 27.20 N/A N/A 46.19 26.66 45.10 43.70 24.48 39.25

danish 42.54 42.77 31.67 31.04 39.95 45.58 36.04 17.74 39.19 43.89 22.18 44.23

dutch 42.79 56.15 43.10 39.62 56.45 45.37 48.18 21.36 43.12 55.99 21.32 54.09

en-childes 38.79 42.57 43.76 43.76 N/A N/A 40.78 35.54 57.71 43.45 32.00 59.18

en-ptb 41.55 39.57 43.86 31.56 42.07 51.70 39.79 33.90 46.50 40.55 36.22 51.17

portuguese 59.66 47.45 35.90 35.50 46.50 56.08 51.15 42.68 51.58 44.28 35.38 46.31

slovene 39.02 53.04 33.18 32.50 50.90 48.50 46.83 40.16 42.28 40.34 39.32 40.58

swedish 42.38 32.44 26.45 26.45 34.99 54.92 27.56 27.56 51.34 35.82 35.82 43.60

averages 42.83 44.37 37.50 35.42 44.72 51.55 40.97 29.97 46.07 43.44 31.42 46.76

VM
testset BC CGS Cc Cp Gc Gu Bc Bp Bu MKc MKp MKu

arabic 61.75 N/A 51.27 51.27 44.81 47.07 39.93 42.43 39.92 47.47 43.91 44.49

basque 42.17 41.52 43.04 43.04 40.86 40.05 34.85 33.33 36.08 36.32 34.35 33.42

czech 52.26 45.31 40.22 39.20 N/A N/A 38.56 42.90 37.46 41.70 46.03 37.34

danish 56.57 54.63 52.46 52.32 47.26 41.96 47.89 44.37 35.13 50.52 48.17 39.96

dutch 56.96 53.35 54.87 52.90 48.57 45.80 43.34 49.33 43.67 51.37 50.11 47.20

en-childes 64.53 62.32 62.76 62.76 N/A N/A 58.87 60.31 57.06 62.76 60.92 60.51

en-ptb 60.73 57.99 53.14 52.09 55.10 52.54 54.76 55.08 48.04 56.81 57.29 48.46

portuguese 64.17 58.41 52.54 52.32 55.96 58.14 52.09 53.18 50.32 52.48 50.87 50.18

slovene 51.15 51.29 46.60 46.50 50.98 45.98 44.49 45.80 38.61 36.79 43.43 36.43

swedish 57.05 54.21 47.08 47.08 48.89 45.73 45.87 45.87 40.84 49.77 49.77 42.83

averages 56.73 53.23 50.40 49.95 49.05 47.16 46.06 47.26 42.71 48.60 48.48 44.08

VI
testset BC CGS Cc Cp Gc Gu Bc Bp Bu MKc MKp MKu

arabic 2.48 N/A 3.70 3.70 3.39 2.98 3.78 3.94 3.53 3.31 3.82 3.30

basque 3.82 3.44 3.98 3.98 3.25 2.82 3.92 4.98 3.45 3.79 4.76 3.58

czech 3.83 3.41 4.92 5.77 N/A N/A 3.70 4.76 3.69 3.63 4.53 3.83

danish 3.36 3.34 4.31 4.38 3.78 3.46 3.86 5.43 3.79 3.64 4.90 3.59

dutch 3.56 3.13 3.28 3.71 3.30 3.44 3.66 5.22 3.60 3.26 5.15 3.39

en-childes 2.81 2.86 3.06 3.06 N/A N/A 3.13 3.34 2.59 2.84 3.33 2.50

en-ptb 3.18 3.28 3.67 4.36 3.34 3.03 3.46 3.62 3.36 3.36 3.52 3.28

portuguese 2.47 2.83 3.96 4.09 2.96 2.62 3.19 3.36 3.10 3.21 3.52 3.15

slovene 3.62 3.14 4.80 4.86 3.16 3.30 3.61 4.09 3.73 4.15 4.33 3.99

swedish 3.31 3.68 4.98 4.98 3.90 3.32 4.46 4.46 3.70 4.07 4.07 3.62

averages 3.24 3.23 4.07 4.29 3.39 3.12 3.68 4.32 3.45 3.53 4.19 3.42

Table 2: Results for the POS induction task, showing one-to-one, many-to-one, VM and VI scores, measured against
the gold UPOS tags. Each system is shown in a column, where the title is an acronym of the authors’ last names, or
else the name of a benchmark system (B is the Brown clusterer and MK is mkcls). The superscripts c, p and u denote
different applications of the same method with a number of word classes set to equal the true number of coarse tags,
full tags or universal tags, respectively, for each treebank.
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of hidden states are used (the exception being the G
system which occasionally under-performed against
MK). Interestingly the assumption of one-tag-per-
word, made by all but the G system, works very
well in practice leading to consistently strong re-
sults. This suggests that dealing with word ambigu-
ity is still an unresolved issue in unsupervised POS
induction.

Comparing the performance of the systems for
different languages, as expected the languages for
which we have a larger corpora (English CHILDES
and PTB and Czech) tend to result in systems with
better accuracies. An interesting future question is
how do the propose methods scale when training on
really large corpora (e.g., wikipedia) both in terms
of performance (accuracy) but also in the resources
they required.

Finally, the wild divergences in the system rank-
ings when considering the different evaluation met-
rics calls for some sort of external evaluation using
the induced clusters as features to other end sys-
tems, for instance semi-supervised tagging. The
main question is if there will be a definitive ranking
between systems for a diverse set of tasks, or if on
the contrary the effectiveness of the output of each
system will vary according to the task at hand.

6.2 Dependency induction

The main evaluation results for the dependency task
are shown in Table 3. From this we make several
observations.15 Firstly, for almost all the corpora
the participants systems have outperformed the sim-
ple baselines, and by a significant margin. There
are three exceptions to this: for Arabic, Basque and
Danish the left or right-branching baselines outper-
forms most or all of the competitors. This may in-
dicate that these languages are inherently difficult,
or may simply be a consequence of these three lan-
guages having the least data of all of our corpora.
Basque and Dutch proved to be the hardest of the
treebanks, with the lowest overall scores, and the
CHILDES (English) and Portuguese were the eas-
iest. The reasons for this are not immediately clear,

15Table 3 evaluates against the full test sets, however it is
traditional to present results for short sentences mirroring the
common training setup. See Tables 8 and 9 for results over
sentences with 10 words or fewer, excluding punctuation. Note
that our analysis is based on the results for the full test set.

although we speculate that Basque is difficult due to
its dissimilarity from other European languages, and
therefore may not match the assumptions underly-
ing models developed primarily on English. Dutch
is difficult as its annotation was non-projective, and
it has a very large set of POS tags, while CHILDES
is made easier due to its extremely short and simple
sentences.

In terms of declaring a ‘winner’, it is clear that
Tu’s system ranks best under directed accuracy and
NED, and a very narrow second (to the organisers’
submission, BC) for undirected accuracy. Moreover
Tu’s system was a consistent performed across all
corpora, with no single result well below the results
of the other participants. Note that the three different
metrics often predict the same winner across the dif-
ferent treebanks, however there are some large dis-
crepancies, such as Portuguese and Dutch where the
directed and undirected accuracy metrics concur, but
NED produces a very different ranking. It is unclear
which metric should be trusted more than another;
this could only be assessed by correlating these met-
rics with some form of secondary evaluation, such
as in a task based setting or obtaining human gram-
maticality judgements.16

The benchmark systems include DMV (Klein and
Manning, 2004), which has historical importance
in terms of being the first research systems to out-
perform simple baselines for dependency induction,
and also the model upon which most recent depen-
dency induction research is based, including many
of the competitors in the competition. We ob-
serve that in most cases the competitors have out-
performed the DMV models, in many cases by a
large margin. In all cases DMV improved over
its initialisation condition (the harmonic initialiser),
although often this improvement was only slight,
underscoring the importance of good initialisation.
The effect of inducing DMV grammars from var-
ious different granularity of POS tags made little
difference in most cases, although for Dutch17 and
the English PTB there change was more dramatic.

16It was our intention to include a task-based evaluation for
machine translation, but this proved impractical for the compe-
tition due to the volumes of data that we would require each
participant to process.

17Note that for Dutch the full POS tags were not gold stan-
dard, but were system predictions.
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Directed
testset BC BH MZc MZp MZu S1 S2 Tu DMVc DMVp DMVu H LB RB
arabic 61.1 47.2 15.7 64.8 64.8 47.2 54.6 66.7 46.3 45.4 50.0 42.6 9.3 64.8

basque 56.3 50.3 28.0 30.3 27.2 33.3 22.3 58.6 46.3 43.2 31.3 21.8 34.3 24.4

czech 50.0 48.5 61.3 57.5 57.7 45.5 51.2 59.0 30.1 31.2 31.8 24.7 28.9 34.3

danish 46.2 49.3 60.2 51.3 61.4 56.9 60.5 60.8 47.2 50.2 35.3 36.4 18.7 49.2

dutch 50.5 50.8 37.0 49.5 38.4 38.9 50.0 51.7 48.7 39.7 49.1 35.1 34.0 39.5

en-childes 48.1 62.2 56.8 47.2 51.8 50.5 53.5 56.0 51.7 51.9 39.0 31.7 36.0 23.3

en-ptb 72.1 73.7 58.9 67.4 52.2 44.8 61.0 74.7 31.7 44.7 30.6 35.2 40.4 19.9

portuguese 54.3 76.3 63.6 59.9 44.3 47.7 71.1 55.7 27.1 37.2 26.9 31.1 28.1 37.7

slovene 65.8 53.9 42.1 51.4 39.2 39.7 50.3 67.7 35.7 37.2 35.6 25.7 35.9 14.7

swedish 65.8 66.7 61.4 63.7 70.8 48.2 72.0 76.5 44.2 44.2 45.8 39.1 33.2 31.3

averages 57.0 57.9 48.5 54.3 50.8 45.3 54.7 62.7 40.9 42.5 37.5 32.3 29.9 33.9

Undirected
testset BC BH MZc MZp MZu S1 S2 Tu DMVc DMVp DMVu H LB RB
arabic 57.3 29.7 57.6 62.0 58.7 48.0 58.4 59.3 41.8 42.0 43.7 41.2 61.7 63.9

basque 58.0 47.2 43.3 45.0 43.2 47.5 24.3 53.3 48.1 47.7 40.3 37.6 53.9 53.1

czech 59.0 45.0 57.8 54.3 55.5 49.3 55.8 61.4 46.2 46.7 45.3 38.5 51.5 52.3

danish 60.8 50.7 60.7 56.1 60.3 56.6 60.5 61.6 55.1 54.1 51.6 46.0 58.7 59.9

dutch 61.0 45.0 47.5 51.5 48.9 46.8 51.4 54.6 52.2 45.0 52.2 37.2 50.1 50.8

en-childes 63.5 68.4 67.2 59.9 61.4 62.0 62.4 66.9 63.8 64.0 57.5 49.0 50.0 49.9

en-ptb 66.2 58.1 49.7 57.6 48.2 49.5 58.8 62.1 43.1 53.1 43.0 36.2 51.7 51.5

portuguese 56.6 72.4 61.4 61.9 49.8 52.6 66.9 61.4 44.3 48.1 43.6 41.2 55.7 56.8

slovene 58.1 47.9 45.2 49.1 44.5 42.4 53.5 61.8 42.1 40.6 42.1 32.5 40.8 41.1

swedish 70.0 58.5 58.8 59.3 60.4 53.5 65.2 66.9 51.1 51.1 53.3 44.5 53.0 53.2

averages 61.0 52.3 54.9 55.7 53.1 50.8 55.7 60.9 48.8 49.2 47.3 40.4 52.7 53.2

NED
testset BC BH MZc MZp MZu S1 S2 Tu DMVc DMVp DMVu H LB RB
arabic 63.6 37.3 59.2 67.1 63.2 56.5 65.8 64.1 48.9 48.0 48.8 47.5 62.7 69.0

basque 69.6 55.8 51.5 55.6 53.4 58.8 38.0 65.8 57.6 57.1 51.5 49.3 67.2 59.1

czech 71.0 55.7 70.2 65.2 67.3 63.2 69.7 71.6 53.2 52.9 54.1 47.6 56.3 68.6

danish 72.0 63.1 72.9 69.5 73.5 65.9 71.8 76.4 64.8 63.5 58.9 53.5 61.6 71.5

dutch 71.6 58.6 68.6 72.0 69.7 60.6 63.8 66.9 63.5 54.5 63.5 46.9 55.1 67.0

en-childes 80.9 79.6 82.8 74.1 72.7 77.1 83.2 80.4 78.1 78.3 77.5 67.2 61.0 75.2

en-ptb 75.2 69.8 69.4 73.8 67.2 64.1 71.6 69.8 49.8 67.0 49.6 44.8 53.9 68.1

portuguese 67.5 79.8 75.6 75.7 71.7 66.9 78.2 80.4 62.1 66.6 61.3 51.8 57.3 75.4

slovene 64.4 60.7 56.9 58.9 57.1 55.9 66.7 68.7 49.2 47.3 49.2 38.9 43.8 56.6

swedish 80.1 70.9 73.2 73.8 72.7 66.7 77.0 77.1 64.0 64.0 62.0 56.0 56.5 71.0

averages 71.6 63.1 68.0 68.6 66.9 63.6 68.6 72.1 59.1 59.9 57.6 50.3 57.6 68.1

Table 3: Directed accuracy, undirected accuracy and NED results for the dependency task (using supplied POS). The
first column (BC) is our benchmark system, the next seven are participants systems, and the remaining columns consist
of the DMV benchmark and various simple baselines. The superscripts c, p and u denote which type of POS was used,
and S1 and S2 denote two different submissions for Søgaard (2012).

Overall the full POS tagset lead to the best perfor-
mance over the coarse and universal tags (consider-
ing undirected accuracy or NED), which is to be ex-
pected as there is considerably more syntactic infor-
mation contained in the full POS. This must be bal-
anced against the additional model complexity from
expanding its parameter space, which may explain
why the difference in performance differences are so
small. The same pattern can also be seen in Maraček
and Žabokrtský (2012)’s submission, whose system
using full POS (Mp) outperformed their other vari-
ants.

6.3 Joint task

As we had only one submission for the joint prob-
lem of POS and dependency induction, there are
few conclusions we can draw for this joint task (see
Table 4 for the results, and Table 9 for the short
sentence evaluation). Compared to the dependency
induction task using gold standard POS, as shown
in Table 3, the accuracy for the joint models are
lower. Interestingly, the DMV model performs best
when using the same number of word clusters as
there are POS tags, mirroring the findings reported
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directed
testset CGS DMVc DMVp DMVu

arabic N/A 35.3 44.4 34.2

basque 24.5 27.5 25.1 28.7

czech 24.7 19.9 33.2 20.0

danish 21.4 23.3 31.9 10.0

dutch 15.1 20.6 33.7 20.5

en-childes 29.9 38.6 42.2 40.3

en-ptb 21.5 22.5 23.3 17.2

portuguese 19.7 28.5 28.0 17.1

slovene 19.2 13.9 11.5 14.4

swedish 23.6 26.4 26.4 20.5

averages 22.2 25.7 30.0 22.3

undirected
testset CGS DMVc DMVp DMVu

arabic N/A 45.5 52.5 45.0

basque 43.5 46.4 47.3 47.0

czech 38.9 37.5 50.9 38.5

danish 51.4 52.2 48.8 37.3

dutch 40.3 41.9 48.6 40.8

en-childes 54.9 59.2 60.8 58.1

en-ptb 43.4 45.4 48.8 39.4

portuguese 45.5 51.8 52.7 39.8

slovene 32.8 33.3 36.7 32.8

swedish 45.6 48.9 48.9 40.3

averages 44.0 46.2 49.6 41.9

NED
testset CGS DMVc DMVp DMVu

arabic N/A 53.4 57.6 53.3

basque 55.9 55.6 54.4 54.7

czech 51.2 49.3 63.4 51.5

danish 61.7 60.3 60.4 46.3

dutch 47.2 57.5 56.8 55.2

en-childes 78.2 77.7 78.1 76.5

en-ptb 53.9 60.2 63.5 47.5

portuguese 50.0 69.4 70.8 57.9

slovene 40.7 38.7 47.5 40.3

swedish 54.5 65.4 65.4 54.3

averages 54.8 58.8 61.8 53.8

Table 4: Directed, undirected and NED accuracy results
for evaluating the predicted dependency structures in the
joint task (i.e., not using supplied POS tags). The first
column is the participant’s system and the next three are
DMV models trained on the Brown word clusters (see
section 6.1).

above with gold standard tags. The best joint sys-
tem was the DMVp model, which only marginally
under-performed the equivalent DMV model trained
on gold POS. This is an encouraging finding, sug-
gesting that word clusters are able to represent im-
portant POS distinctions to inform deeper syntactic
processing.

6.4 Analysis

Until now we have adopted the standard metrics in
dependency evaluation: namely directed head at-
tachment accuracy, and its more lenient counter-
parts, undirected accuracy and NED. The latter met-
rics reward structures that almost match the gold
standard tree, by way of rewarding child-parent
edges that are predicted in the reverse direction, i.e.,
attaching the child as the parent (NED takes this fur-
ther, by also rewarding the grandparent-child edge
when this occurs). This allows some degree of flexi-
bility when considering various contentious linguis-
tic decisions such as whether a preposition should
head a preposition phrase, or the head of the child
noun-phrase. This added leniency comes at a price,
as shown in Table 3 where the undirected accuracy
and NED results are considerably higher than di-
rected accuracy, and display less spread of values
(look in particular at the random trees, Ra). Is is
unclear that the predicted trees are truly predicting
linguistically plausible structures, but instead that
the differences are due largely to chance. Moreover,
systems that predict linguistic phenomena inconsis-
tently between sentences or across types of related
phenomena are rewarded under these lenient met-
rics.

For these reasons we also consider a different,
less permissive, evaluation method, using multiple
references of the treebank where each is annotated
with different styles of dependency. As described
in section 2, we processed the Penn treebank five
times with different options to the LTH conversion
tool. This affected the treatment of coordination,
preposition phrases, subordinate clauses, infinitival
clauses etc. Next we compare the directed accu-
racy of the systems against these five different ‘gold
standard’ references, which are displayed in Table 5,
alongside the maximum score for each system. Note
that most systems performed well against the stan-
dard, conll2007 and functional references but poorly
against the lexical and oldLTH references.18 Con-
sidering the latter two references, a different system
would be selected as the highest performing, namely
Bisk and Hockenmaier (2012) (BH) over Blunsom
and Cohn (2010) (BC) which wins in the other cases.

18The common difference here is that the latter two refer-
ences do not treat prepositions as heads of PPs.
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This evaluation method rewards many different lin-
guistically plausible structures, but in such a way
that the predictions must be consistent between dif-
ferent sentences in the testing set, and in their treat-
ment of related linguistic phenomena. One caveat
is that this method can only be used when there
are many references, although in many cases differ-
ent outputs can be generated automatically, e.g., by
adjusting head-finding heuristics in converting be-
tween phrase-structure to dependency trees.

The previous analysis has rated each system in
terms of overall performance against treebank trees,
however this doesn’t necessarily mean that the pre-
dictions of the best ranked system will be the most
useful ones in a task-based setting. Take the ex-
ample of information extraction, in which a central
problem is to identify the arguments (subject, object
etc) of a given verb. This setting gives rise to some
types of dependency edges being more valuable than
others. We present comparative results for the Penn
treebank in Table 6 showing the directed accuracy
for different types of dependency relations. Observe
that there is a wide spread of accuracies for predict-
ing the head word of the sentence (ROOT), and simi-
larly for verbs’ subject and object arguments. These
scores are similar to the scores for the local modi-
fiers shown, such as NMOD which describe the ar-
guments of a noun. This is surprising as noun edges
tend to be much shorter than for the arguments to a
verb, and thus should be easier to predict. Also in-
teresting are the spread of results for the CC edges
(these link a coordinating conjunction to its head),
suggesting that the systems learn to represent coor-
dination in very different ways to the method used
in the reference.

Figure 1 illustrates the directed accuracy over dif-
ferent lengths of dependency edge. For all systems
the accuracy diminishes with edge length, however
some fall at a much faster rate. The two best systems
(Tu, BC) have similar overall accuracy results, but
it is clear that Tu does better on short edges while
BC does better on longer ones. The same pattern
was also observed when considering the average ac-
curacy over all treebanks (not shown), although the
systems’ results were closer together.

system ROOT SBJ OBJ PRD NMOD COORD CC
Tu 71.0 64.8 53.7 49.4 56.9 36.8 11.4

LB 17.8 40.1 15.3 18.0 41.9 27.7 9.7

BC 74.9 65.7 53.0 50.2 56.8 36.3 71.4

DMVc 17.0 11.7 16.0 31.3 27.8 25.7 9.2

DMVu 17.6 9.3 16.4 25.0 27.8 25.7 8.6

BH 67.5 55.3 44.9 45.6 58.6 27.6 62.7

Mu 29.3 42.4 38.8 51.8 34.5 30.5 33.0

R 12.9 9.4 16.1 21.1 12.1 15.7 2.7

Mc 60.7 47.4 39.9 45.8 36.5 33.9 44.3

RB 17.9 12.4 26.2 36.5 15.3 25.4 1.1

H 19.4 29.3 12.2 22.2 17.3 20.9 10.3

DMVp 54.7 42.0 30.7 30.1 28.9 25.4 24.3

S2 45.2 41.9 44.2 49.8 39.7 25.4 63.8

Mp 67.8 54.3 49.6 59.4 47.7 37.7 49.7

S1 43.1 47.9 36.3 46.7 27.9 23.5 7.6

Table 6: Directed accuracy results on the Penn treebank,
stratified by dependency relation. For clarity, only 9 im-
portant relation types are shown. The vertical bars sepa-
rate different groups of relations, from left to right, relat-
ing to the main verb, general modifiers and coordination.

7 Conclusion

This challenge set out to evaluate the state-of-the-
art in part-of-speech and dependency grammar in-
duction, promoting research in this field and, im-
portantly, providing a fair means of evaluation. The
participants submissions used a wide variety of dif-
ferent approaches, many of which we shown to
have improved over competitive benchmark sys-
tems. While the results were overall very positive,
it is fair to say that the tasks of part-of-speech and
grammar induction are still very much open chal-
lenges, and that there is still considerable room for
improvement. The data submitted to this evaluation
campaign will provide a great resource for devising
new methods of evaluation, and we plan to pursue
this avenue in future work, in particular task-based
evaluation such as in an information extraction or
machine translation setting.
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testset BC BH MZc MZp MZu S1 S2 Tu DMVc DMVp DMVu H LB RB
conll2007 54.9 51.7 40.4 49.2 36.8 32.2 41.7 54.2 20.9 33.2 20.4 18.0 30.1 20.3

functional 59.6 52.4 41.5 47.4 36.2 30.6 40.0 58.5 20.9 37.2 20.6 19.3 29.2 23.7

lexical 40.6 41.9 28.5 37.3 24.8 27.7 35.5 39.5 23.5 23.1 23.0 14.4 33.1 10.1

oldLTH 41.4 43.6 28.8 37.8 24.6 28.6 36.1 39.5 22.3 23.7 21.8 14.3 32.0 10.7

standard 56.0 50.4 41.0 50.3 37.5 32.8 42.5 55.5 22.3 33.5 21.8 18.4 31.4 20.4

best 59.6 52.4 41.5 50.3 37.5 32.8 42.5 58.5 23.5 37.2 23.0 19.3 33.1 23.7

Table 5: Directed accuracy results measured against different conversions of the Penn Treebank into dependency trees.
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Figure 1: Directed accuracy on the Penn treebank strat-
ified by dependency length. For clarity only a subset of
the systems are shown, and edges of length 10 or more
were omitted.
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Appendix

Directed
testset CGS DMVc DMVp DMVu

arabic 36.1 42.6 51.9 49.1

basque 28.4 28.9 27.1 30.2

czech 33.1 28.6 38.2 28.3

danish 27.9 36.4 38.4 18.2

dutch 31.0 39.0 41.1 40.3

en-childes 31.2 40.8 44.3 42.1

en-ptb 22.7 25.1 23.1 23.1

portuguese 26.7 38.4 34.5 31.1

slovene 26.3 20.6 19.2 22.6

swedish 29.0 30.9 30.9 26.5

averages 29.3 33.1 34.9 31.1

Undirected
testset CGS DMVc DMVp DMVu

arabic 58.3 52.8 58.3 61.1

basque 49.3 49.2 50.5 50.0

czech 48.7 45.9 57.2 47.9

danish 56.3 60.9 57.0 43.7

dutch 47.0 53.6 57.2 53.8

en-childes 56.3 61.0 62.7 59.9

en-ptb 50.7 52.9 54.1 46.9

portuguese 51.8 61.1 59.4 51.6

slovene 40.5 41.9 45.3 41.2

swedish 52.5 57.1 57.1 48.6

averages 51.1 53.6 55.9 50.5

NED
testset CGS DMVc DMVp DMVu

arabic 62.0 63.0 66.7 67.6

basque 67.4 62.8 62.5 62.3

czech 65.1 60.7 72.0 64.0

danish 72.0 72.4 73.2 60.3

dutch 57.7 64.9 65.0 64.7

en-childes 79.9 79.6 79.9 78.4

en-ptb 67.9 73.4 74.3 63.7

portuguese 58.2 80.7 79.5 72.6

slovene 55.7 52.3 59.4 51.9

swedish 64.8 78.4 78.4 65.7

averages 65.1 68.8 71.1 65.1

Table 9: Evaluation of the joint task on the dependency
output using a maximum sentence length of 10.
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M-1
testset BC CGS Cc Cp Gc Gu Bc Bp Bu MKc MKp MKu

arabic 75.06 N/A 79.00 79.00 62.20 62.24 61.81 64.60 61.55 65.69 67.82 63.23

basque 71.58 69.20 75.23 75.23 65.97 56.37 64.37 68.58 62.17 63.59 68.22 60.49

czech 74.84 61.53 66.97 76.00 N/A N/A 55.60 72.51 55.01 60.38 73.38 51.96

danish 56.48 55.41 70.28 71.62 49.24 35.32 50.21 66.50 33.57 49.40 61.60 35.02

dutch 80.72 70.13 74.04 76.08 63.37 57.64 57.99 83.76 57.31 68.18 84.64 63.04

en-childes 84.23 77.57 85.35 85.35 N/A N/A 76.34 85.11 59.75 77.55 86.39 59.55

en-ptb 78.26 72.26 62.86 73.46 63.15 56.32 65.10 68.10 48.76 70.31 73.96 47.91

portuguese 76.00 72.05 75.47 77.13 68.40 65.86 65.52 69.61 61.84 64.63 66.81 62.95

slovene 67.29 59.78 72.18 72.71 63.95 55.23 54.85 63.68 52.15 54.08 59.31 45.40

swedish 66.20 67.86 73.55 73.55 60.10 48.43 61.21 61.21 47.51 64.39 64.39 46.04

averages 73.07 67.31 73.49 76.01 62.05 54.68 61.30 70.37 53.96 63.82 70.65 53.56

1-1
testset BC CGS Cc Cp Gc Gu Bc Bp Bu MKc MKp MKu

arabic 50.90 N/A 39.15 39.15 41.49 53.92 39.89 34.23 40.63 50.53 41.98 50.27

basque 42.45 46.25 52.38 52.38 48.91 45.55 41.29 33.49 50.80 43.27 35.73 43.43

czech 31.45 48.24 32.18 31.74 N/A N/A 43.12 33.55 41.94 38.93 28.33 35.31

danish 43.08 43.64 32.17 31.77 40.56 34.83 33.48 30.87 26.33 38.92 30.59 32.95

dutch 43.22 55.85 43.26 39.98 56.45 45.37 48.13 21.88 43.10 55.86 22.42 54.04

en-childes 64.10 63.62 64.50 64.50 N/A N/A 59.96 56.87 59.75 63.43 53.40 57.68

en-ptb 57.63 56.02 45.52 41.35 48.95 53.15 55.43 49.60 47.57 54.10 51.80 45.43

portuguese 59.71 50.18 36.13 35.38 54.42 60.08 49.57 45.00 48.25 46.57 38.37 45.10

slovene 42.62 50.66 33.23 32.59 56.55 50.30 44.97 44.34 40.62 41.24 40.01 38.93

swedish 48.76 40.54 34.07 34.07 38.21 46.32 36.12 36.12 44.57 41.90 41.90 38.05

averages 48.39 50.55 41.26 40.29 48.19 48.69 45.20 38.59 44.36 47.48 38.45 44.12

VM
testset BC CGS Cc Cp Gc Gu Bc Bp Bu MKc MKp MKu

arabic 61.59 N/A 52.95 52.95 46.99 47.18 40.75 43.16 40.40 47.95 45.09 45.14

basque 53.83 51.34 54.45 54.45 49.34 44.26 44.18 45.46 45.37 45.02 44.90 42.76

czech 56.80 50.22 45.06 46.76 N/A N/A 42.50 49.93 41.51 45.15 51.38 39.62

danish 61.57 59.00 63.39 63.62 53.35 43.20 51.83 58.38 33.46 52.52 58.44 39.46

dutch 57.82 53.94 55.01 53.40 48.99 46.26 44.08 50.49 44.37 52.02 51.33 47.99

en-childes 80.17 76.59 78.18 78.18 N/A N/A 73.67 76.47 65.44 76.14 76.87 68.25

en-ptb 71.44 68.12 59.90 61.31 63.90 60.04 63.79 63.64 52.96 66.40 66.50 54.33

portuguese 67.49 60.37 54.61 54.74 58.91 59.58 53.30 54.99 50.26 53.15 52.67 50.76

slovene 54.80 52.13 51.85 51.88 52.99 48.55 45.33 48.33 40.13 39.25 45.73 38.68

swedish 61.52 58.23 56.09 56.09 55.02 48.69 51.76 51.76 43.39 54.28 54.28 44.51

averages 62.70 58.88 57.15 57.34 53.69 49.72 51.12 54.26 45.73 53.19 54.72 47.15

VI
testset BC CGS Cc Cp Gc Gu Bc Bp Bu MKc MKp MKu

arabic 2.65 N/A 3.76 3.76 3.47 3.19 3.96 4.12 3.73 3.49 3.96 3.48

basque 3.65 3.50 3.78 3.78 3.45 3.36 4.09 4.79 3.67 4.00 4.72 3.83

czech 3.80 3.49 4.96 5.48 N/A N/A 3.92 4.57 3.91 3.85 4.46 4.17

danish 3.76 3.85 4.07 4.08 4.29 4.53 4.54 4.91 5.24 4.45 4.78 4.85

dutch 3.53 3.14 3.31 3.72 3.33 3.47 3.68 5.16 3.61 3.26 5.07 3.39

en-childes 1.86 2.12 2.11 2.11 N/A N/A 2.39 2.32 2.59 2.17 2.31 2.47

en-ptb 2.69 2.90 3.67 4.03 3.16 3.08 3.24 3.41 3.66 3.05 3.19 3.50

portuguese 2.40 2.90 4.01 4.11 2.97 2.74 3.35 3.46 3.35 3.40 3.63 3.37

slovene 3.65 3.40 4.65 4.68 3.34 3.48 3.92 4.23 4.03 4.38 4.51 4.25

swedish 3.36 3.78 4.57 4.57 3.89 3.65 4.45 4.45 4.11 4.17 4.17 4.07

averages 3.13 3.23 3.89 4.03 3.49 3.44 3.75 4.14 3.79 3.62 4.08 3.74

Table 7: One to one, Many to one, VM and VI scores of POS induction results evaluated against fine POS tags (c.f.,
Table 2 which used UPOS).
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Directed
testset BC BH MZc MZp MZu S1 S2 Tu DMVc DMVp DMVu H LB RB
arabic 61.1 47.2 15.7 64.8 64.8 47.2 54.6 66.7 46.3 45.4 50.0 42.6 9.3 64.8

basque 56.3 50.3 28.0 30.3 27.2 33.3 22.3 58.6 46.3 43.2 31.3 21.8 34.3 24.4

czech 50.0 48.5 61.3 57.5 57.7 45.5 51.2 59.0 30.1 31.2 31.8 24.7 28.9 34.3

danish 46.2 49.3 60.2 51.3 61.4 56.9 60.5 60.8 47.2 50.2 35.3 36.4 18.7 49.2

dutch 50.5 50.8 37.0 49.5 38.4 38.9 50.0 51.7 48.7 39.7 49.1 35.1 34.0 39.5

en-childes 48.1 62.2 56.8 47.2 51.8 50.5 53.5 56.0 51.7 51.9 39.0 31.7 36.0 23.3

en-ptb 72.1 73.7 58.9 67.4 52.2 44.8 61.0 74.7 31.7 44.7 30.6 35.2 40.4 19.9

portuguese 54.3 76.3 63.6 59.9 44.3 47.7 71.1 55.7 27.1 37.2 26.9 31.1 28.1 37.7

slovene 65.8 53.9 42.1 51.4 39.2 39.7 50.3 67.7 35.7 37.2 35.6 25.7 35.9 14.7

swedish 65.8 66.7 61.4 63.7 70.8 48.2 72.0 76.5 44.2 44.2 45.8 39.1 33.2 31.3

averages 57.0 57.9 48.5 54.3 50.8 45.3 54.7 62.7 40.9 42.5 37.5 32.3 29.9 33.9

Undirected
testset BC BH MZc MZp MZu S1 S2 Tu DMVc DMVp DMVu H LB RB
arabic 69.4 59.3 59.3 69.4 69.4 59.3 65.7 67.6 52.8 53.7 55.6 54.6 61.1 69.4

basque 65.6 59.5 49.8 50.1 48.4 54.3 32.8 66.4 60.1 58.1 48.5 42.2 56.4 53.9

czech 65.9 59.9 69.2 66.6 67.6 62.3 63.5 70.1 51.6 51.2 50.5 47.2 54.2 56.9

danish 67.9 63.5 70.6 64.4 71.1 67.9 70.7 70.2 65.0 64.3 60.0 56.4 59.7 63.9

dutch 63.2 59.9 57.5 63.3 58.0 58.5 58.5 60.5 62.7 56.7 62.9 51.1 56.3 60.7

en-childes 65.3 70.6 69.4 62.4 63.7 64.3 63.6 69.1 65.7 66.1 59.5 51.2 51.2 51.0

en-ptb 79.4 79.2 65.9 72.5 62.4 62.5 75.1 78.8 53.8 65.3 53.2 52.0 58.8 54.9

portuguese 66.3 81.9 71.6 70.2 62.3 65.8 78.5 72.1 54.0 60.9 54.3 53.3 56.7 63.8

slovene 70.6 63.7 56.3 59.1 55.1 54.8 63.7 72.0 46.4 53.1 46.3 44.9 45.5 46.0

swedish 82.3 73.5 70.1 71.1 75.4 66.5 77.3 83.7 64.5 64.5 66.1 59.2 59.2 59.5

averages 69.6 67.1 64.0 64.9 63.3 61.6 64.9 71.0 57.7 59.4 55.7 51.2 55.9 58.0

NED
testset BC BH MZc MZp MZu S1 S2 Tu DMVc DMVp DMVu H LB RB
arabic 78.7 68.5 66.7 75.9 75.9 68.5 72.2 71.3 61.1 63.0 63.0 63.0 64.8 75.9

basque 77.9 68.6 62.9 65.2 64.2 70.1 55.0 79.5 69.3 69.0 63.8 58.2 73.2 64.0

czech 79.9 72.6 81.8 78.6 79.9 76.0 78.1 81.2 62.9 61.7 63.6 60.3 63.2 73.8

danish 81.7 76.3 83.2 78.4 84.3 77.3 84.4 85.0 77.9 75.8 69.5 67.8 66.2 77.5

dutch 71.0 71.8 77.1 78.4 76.8 72.6 68.5 71.0 73.2 64.6 73.0 60.5 64.4 71.0

en-childes 82.4 81.6 84.5 76.7 74.8 79.0 84.9 82.5 79.9 80.4 79.9 70.1 63.2 76.9

en-ptb 86.7 89.4 87.5 88.4 84.0 78.7 87.1 84.3 64.0 80.7 64.2 64.3 65.2 75.0

portuguese 78.2 90.7 87.8 87.8 87.5 82.9 91.9 90.2 75.6 81.7 76.5 67.7 60.9 82.4

slovene 79.3 76.8 70.8 72.8 70.4 68.1 78.9 79.8 59.4 62.2 59.4 55.8 54.3 62.2

swedish 91.7 85.8 83.1 85.6 87.1 80.8 87.6 92.1 76.1 76.1 76.4 75.3 67.2 79.1

averages 80.8 78.2 78.5 78.8 78.5 75.4 78.9 81.7 69.9 71.5 68.9 64.3 64.3 73.8

Table 8: Evaluation of the dependency task using a maximum sentence length of 10. See also Table 3 which presents
the same results with no length restriction.
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Abstract

Results in unsupervised dependency parsing
are typically compared to branching baselines
and the DMV-EM parser of Klein and Man-
ning (2004). State-of-the-art results are now
well beyond these baselines. This paper de-
scribes two simple, heuristic baselines that are
much harder to beat: a simple, heuristic al-
gorithm recently presented in Søgaard (2012)
and a heuristic application of the universal
rules presented in Naseem et al. (2010). Our
first baseline (RANK) outperforms existing
baselines, including PR-DVM (Gillenwater et
al., 2010), while relyingonly on raw text, but
all submitted systems in the Pascal Grammar
Induction Challenge score better. Our second
baseline (RULES), however, outperforms sev-
eral submitted systems.

1 RANK: a simple heuristic baseline

Our first baseline RANK is a simple heuristic base-
line that does not rely on part of speech. It only as-
sumes raw text. The intuition behind it is that a de-
pendency structure encodes something related to the
relatively salience of words in a sentence (Søgaard,
2012). It constructs a word graph of the words in
a sentence and applies a random walk algorithm to
rank the words by salience. The word ranking is
then converted into a dependency tree using a simple
heuristic algorithm.

The graph over the words in the input sentence
is constructed by adding directed edges between the

∗

word nodes. The edges are not weighted, but mul-
tiple edges between nodes will make transitions be-
tween them more likely.

The edge template was validated on development
data from the English Penn-III treebank (Marcus et
al., 1993) and first presented in Søgaard (2012):

• Short edges. To favor short dependencies, we add
links between all words and their neighbors. This
makes probability mass flow from central words to their
neighboring words.

• Function words. We use a keyword extraction algorithm
without stop word lists to extract function or non-content
words. The algorithm is a crude simplification of
TextRank (Mihalcea and Tarau, 2004) that does not rely
on linguistic resources, so that we can easily apply it
to low-resource languages. Since we do not use stop
word lists, highly ranked words will typically be function
words. For the 50-most highly ranked words, we add
additional links from their neighboring words. This will
add additional probability mass to the function words.
This is relevant to capture structures such as prepositional
phrases where the function words take content words as
complements.

• Morphological inequality. If two words wi, wj have
different prefixes or suffixes, i.e. the first two or last three
letters, we add an edge between them.

Given the constructed graph we rank the nodes
using the algorithm in Page and Brin (1998), also
known as PageRank. The input to the PageRank al-
gorithm is any directed graphG = 〈E,V 〉 and the
output is an assignmentPR : V → R of a score,
also referred to as PageRank, to each node in the
graph, reflecting the probability of ending up in that
node in a random walk.
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from/to The finger-pointing has already begun .
The 0 3 2 2 3 2
finger-pointing 3 0 5 2 3 2
has 2 4 0 3 3 2
already 2 2 5 0 3 2
begun 2 3 3 3 0 3
. 2 2 3 2 4 0
PR(%) 13.4 17.4 21.2 15.1 19.3 13.6

Figure 1: Graph, pagerank (PR) and predicted depen-
dency structure for sentence 7 in PTB-III Sect. 23.

The words are now ranked by their PageRank
(Figure 1), and from the word ranking we derive
a dependency tree. The derivation is very simple:
We introduce a store of potential heads, initialized
as a singleton containing the word with the high-
est PageRank (which is attached to the artificial root
note). Each word is now assigned a syntactic head
taken from all the words that were already assigned
heads. Of these words, we simply select the clos-
est possible head. In case of ties, we select the head
with the highest PageRank.

2 RULES: a simple rule-based baseline

Our second baseline is even simpler than our first
one, but makes use of input part of speech. In par-
ticular it builds on the idea that unsupervised pars-
ing can be informed by universal dependency rules
(Naseem et al., 2010). We reformulate the univer-
sal dependency rules used in Naseem et al. (2010)
in terms of the universal tags provided in the shared
task (Figure 2), but unlike them, we do not engage
in grammar induction. Instead we simply present a
straight-forward heuristic application of the univer-
sal dependency rules:

RULES finds the head of each wordw by finding
the nearest wordw′ such that POS(w′)→POS(w) is
a universal dependency rule. In case of ties, we se-
lect the left-most head in the candidate set. The head
of the sentence is said to be the left-most verb. Note
that we are not guaranteed to find a head satisfying
a universal dependency rule. In fact when the de-
pendent has part of speechAUX or ’.’ we will never
find such a head. If no head is found, we attach the
dependent to the artificial root node.

Note that like RANK, RULES would give us

VERB−→VERB NOUN−→ADJ

VERB−→NOUN NOUN−→DET

VERB−→ADV NOUN−→NOUN

VERB−→ADP NOUN−→NUM

VERB−→CONJ

VERB−→DET

VERB−→NUM

VERB−→ADJ

VERB−→X

ADP−→NOUN ADJ−→ADV

ADP−→ADV

Figure 2: Universal dependency rules (Naseem et al.,
2010) wrt. universal tags.

RANK RULES DMV win best
Arabic 0.340 0.465 0.274 0.541 0.573
Basque 0.255 0.137 0.321 0.440 0.459
Czech 0.329 0.409 0.276 0.488 0.491
Danish 0.424 0.451 0.395 0.502 0.502
Dutch 0.313 0.405 0.284 0.437 0.492
En-Childes 0.481 0.519 0.498 0.538 0.594
En-WSJ 0.328 0.425 0.335 0.555 0.560
Portuguese 0.371 0.546 0.240 0.418 0.652
Slovene 0.284 0.377 0.242 0.580 0.580
Swedish 0.375 0.551 0.290 0.573 0.573

the correct analysis of the sentence in Figure 1
(excl. punctuation). Surprisingly, RULES turns out
to be avery competitive baseline.

3 Results

Shared task results were evaluated by the organiz-
ers in terms of directed accuracy (DA), also known
as unlabeled attachment score, undirected accuracy
(UA) and NED (Schwartz et al., 2011), both for
short and full length sentences. We will focus on
DA for full length sentences here, arguable the most
widely accepted metric. Table 1 presents results for
all 10 datasets, with DMV based on fine-grained na-
tive POS (which performs best on average compared
to DMV-CPOS and DMV-UPOS),1 and Tu, stan-
dard as the winning system (’win’). The ’best’ result
cherry-picks the best system for each dataset.

The first thing we note is that our two baselines

1In a way it would be fairer toexclude native POS and CPOS
information, since native tag sets reflect language-specific syn-
tax. Moreover, the validity of relying on manually labeled input
is questionable.
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are much better than the usual structural baselines.
The macro-averages for the branching baselines are
0.252 (left) and 0.295 (right), but if we allow our-
selves to cherry-pick the best branching baseline for
each language the macro-average of that baseline
is 0.352. This corresponds to the macro-average
of RANK which is 0.350. The macro-average of
RULES is 0.429.

Interestingly, RANK achieves better full length
sentence DA than at least one of the submitted sys-
tems for each language, except English. The same
holds for full length sentence NED. RULES is an
even stronger baseline.

Most interestingly the two baselines are signifi-
cantly better on average thanall the baselines pro-
posed by the organizers, including DMV-EM and
DMV-PR. This is surprising in itself, since our two
baselines are completely heuristic and require no
training. It seems none of the baseline systems nec-
essarily learn anything apart from simple, univer-
sal properties of linguistic trees that we could easily
have spelled out in the first place.

More than half of the submitted systems are worse
than RULES in terms of DA, but three systems also
outperform our baselines by some margin (Bisk,
Blunsom and Tu). Since our baselines are better than
harmonic initialization, the obvious next step would
be to try to initialize EM-based unsupervised parsers
by the structures predicted by our baselines.
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Abstract

This paper describes a system for unsuper-
vised dependency parsing based on Gibbs
sampling algorithm. The novel approach in-
troduces a fertility model and reducibility
model, which assumes that dependent words
can be removed from a sentence without vio-
lating its syntactic correctness.

1 Introduction

One of the traditional linguistic criteria for recog-
nizing dependency relations (including their head-
dependent orientation) is that stepwise deletion of
dependent elements within a sentence preserves
its syntactic correctness (Lopatková et al., 2005;
Kübler et al., 2009; Gerdes and Kahane, 2011).1 If a
word can be removed from a sentence without dam-
aging it, then it is likely to be dependent on some
other (still present) word.

Our approach allows to utilize information from
very large corpora. While the computationally de-
manding sampling procedure can be applied only
on limited data, the unrepeated precomputation of

∗ This research was supported by the grants
GA201/09/H057 (Res Informatica), MSM0021620838,
GAUK 116310, and by the European Commission’s 7th
Framework Program (FP7) under grant agreement n◦ 247762
(FAUST).

1Of course, all the above works had to respond to the noto-
rious fact that there are many language phenomena precluding
the ideal (word by word) sentence reducibility (e.g. in the case
of prepositional groups, or in the case of subjects in English fi-
nite clauses). However, we borrow only the very core of the
reducibility idea.

statistics for reducibility estimates can easily exploit
much larger data.

2 Precomputing PoS tag reducibility scores

We call a word (or a sequence of words) in a sen-
tence reducible, if the sentence after removing the
word remains grammatically correct. Although we
cannot automatically recognize grammaticality of
such newly created sentence, we can search for it
in a large corpus. If we find it, we assume the word
was reducible in the original sentence. It is obvi-
ous that the number of such reducible sequences of
words found in a corpus is relatively low. However,
it is sufficient for determining reducibility scores at
least for individual types of words (part-of-speech
tags).2

Assume a PoS n-gram g = [t1, . . . , tn]. We go
through the corpus and search for all its occurrences.
For each such occurrence, we remove the respec-
tive words from the current sentence and check in
the corpus whether the rest of the sentence occurs at
least once elsewhere in the corpus.3 If so, then such
occurrence of PoS n-gram is reducible, otherwise it
is not. We denote the number of such reducible oc-
currences of PoS n-gram g by r(g). The number of
all its occurrences is c(g). The relative reducibility

2Although we search for reducible sequences of word forms
in the corpus, we compute reducibility scores for sequences of
part-of-speech tags. This requires to have the corpus morpho-
logically disambiguated.

3We do not take into account sentences with less then 10
words, because they could be nominal (without any verb) and
might influence the reducibility scores of verbs.
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unigrams R bigrams R trigrams R
VB 0.04 VBN IN 0.00 IN DT JJ 0.00
TO 0.07 IN DT 0.02 JJ NN IN 0.00
IN 0.11 NN IN 0.04 NN IN NNP 0.00
VBD 0.12 NNS IN 0.05 VBN IN DT 0.00
CC 0.13 JJ NNS 0.07 JJ NN . 0.00
VBZ 0.16 NN . 0.08 DT JJ NN 0.04
NN 0.22 DT NNP 0.09 DT NNP NNP 0.05
VBN 0.24 DT NN 0.09 NNS IN DT 0.14
. 0.32 NN , 0.11 NNP NNP . 0.15
NNS 0.38 DT JJ 0.13 NN IN DT 0.23
DT 0.43 JJ NN 0.14 NNP NNP , 0.46
NNP 0.78 NNP . 0.15 IN DT NNP 0.55
JJ 0.84 NN NN 0.22 DT NN IN 0.59
RB 2.07 IN NN 0.67 NNP NNP NNP 0.64
, 3.77 NNP NNP 0.76 IN DT NN 0.80
CD 55.6 IN NNP 1.81 IN NNP NNP 4.27

Table 1: Reducibility scores of the most frequent PoS tag
English n-grams.

R(g) of a PoS n-gram g is then computed as

R(g) =
1

N

r(g) + σ1

c(g) + σ2
, (1)

where the normalization constant N , which ex-
presses relative reducibility over all the PoS n-grams
(denoted by G), causes the scores are concentrated
around the value 1.

N =

∑
g∈G(r(g) + σ1)∑
g∈G(c(g) + σ2)

(2)

Smoothing constants σ1 and σ2, which prevent re-
ducibility scores from being equal to zero, are set as
follows: 4

σ1 =

∑
g∈G r(g)∑
g∈G c(g)

, σ2 = 1 (3)

Table 1 shows reducibility scores of the most fre-
quent English PoS n-grams. If we consider only uni-
grams, we can see that the scores for verbs are often
among the lowest. Verbs are followed by preposi-
tions and nouns, and the scores for adjectives and ad-
verbs are very high for all three examined languages.
That is desired, because the reducible unigrams will
more likely become leaves in dependency trees.

3 Dependency Models

We introduce a new generative model that is differ-
ent from the widely used Dependency Model with

4This setting causes that even if a given PoS n-gram is
not reducible anywhere in the corpus, its reducibility score is
1/(c(g) + 1).

Valence (DMV).5 Our generative model introduces
fertility of a node. For a given head, we first gener-
ate the number of its left and right children (fertility
model) and then we fill these positions by generat-
ing its individual dependents (edge model). If a zero
fertility is generated, the head becomes a leaf.

Besides the fertility model and the edge model,
we use two more models (subtree model and dis-
tance model), which force the generated trees to
have more desired shape.

3.1 Fertility model
We express a fertility of a node by a pair of num-
bers: the number of its left dependents and the num-
ber of its right dependents.6 Fertility is conditioned
by part-of-speech tag of the node and it is computed
following the Chinese restaurant process.7 The for-
mula for computing probability of fertility fi of a
word on the position i in the corpus is as follows:

Pf (fi|ti) =
c−i(“ti, fi”) + αP0(fi)

c−i(“ti”) + α
, (4)

where ti is part-of-speech tag of the word on the po-
sition i, c−i(“ti, fi”) stands for the count of words
with PoS tag ti and fertility fi in the history, and
P0 is a prior probability for the given fertility which
depends on the total number of node dependents de-
noted by |fi| (the sum of numbers of left and right
dependents):

P0(fi) =
1

2|fi|+1
(5)

This prior probability has a nice property: for a
given number of nodes, the product of fertility prob-
abilities over all the nodes is equal for all possi-
ble dependency trees. This ensures balance of this
model during inference.

5In DMV (Klein and Manning, 2004) and in the extended
model EVG (Headden III et al., 2009), there is a STOP sign in-
dicating that no more dependents in a given direction will be
generated. Given a certain head, all its dependents in left di-
rection are generated first, then the STOP sign in that direction,
then all its right dependents and then STOP in the other direc-
tion. This process continues recursively for all generated de-
pendents.

6For example, fertility “1-3” means that the node has one
left and three right dependents, fertility “0-0” indicates that it is
a leaf.

7If a specific fertility has been frequent for a given PoS tag
in the past, it is more likely to be generated again.
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Besides the basic fertility model, we introduce
also an extended fertility model, which uses fre-
quency of a given word form for generating number
of children. We assume that the most frequent words
are mostly function words (e.g. determiners, prepo-
sitions, auxiliary verbs, conjunctions). Such words
tend to have a stable number of children, for exam-
ple (i) some function words are exclusively leaves,
(ii) prepositions have just one child, and (iii) attach-
ment of auxiliary verbs depends on the annotation
style, but number of their children is also not very
variable. The higher the frequency of a word form,
the higher probability mass is concentrated on one
specific number of children and the lower Dirichlet
hyperparameter α in Equation 4 is needed. The ex-
tended fertility is described by equation

P ′f (fi|ti, wi) =
c−i(“ti, fi”) + αe

F (wi)
P0(fi)

c−i(“ti”) + αe
F (wi)

, (6)

where F (wi) is a frequency of the word wi, which
is computed as a number of words wi in our corpus
divided by number of all words.

3.2 Edge model
After the fertility (number of left and right depen-
dents) is generated, the individual slots are filled us-
ing the edge model. A part-of-speech tag of each de-
pendent is conditioned by part-of-speech tag of the
head and the edge direction (position of the depen-
dent related to the head).8

Similarly as for the fertility model, we employ
Chinese restaurant process to assign probabilities of
individual dependent.

Pe(tj |ti, dj) =
c−i(“ti, tj , dj”) + β

c−i(“ti, dj”) + β|T |
, (7)

where ti and tj are the part-of-speech tags of the
head and the generated dependent respectively; dj is
a direction of edge between the words i and j, which
can have two values: left and right. c−i(“ti, tj , dj”)
stands for the count of edges ti ← tj with the direc-
tion dj in the history, |T | is a number of unique tags
in the corpus and β is a Dirichlet hyperparameter.

8For the edge model purposes, the PoS tag of the technical
root is set to ‘<root>’ and it is in the zero-th position in the
sentence, so the head word of the sentence is always its right
dependent.

3.3 Distance model
Distance model is an auxiliary model that prevents
the resulting trees from being too flat.9 This sim-
ple model says that shorter edges are more probable
than longer ones. We define probability of a distance
between a word and its parent as its inverse value,10

which is then normalized by the normalization con-
stant εd.

Pd(i, j) =
1

εd

(
1

|i− j|

)γ
(8)

The hyperparameter γ determines the weight of this
model.

3.4 Subtree model
The subtree model uses the reducibility measure. It
plays an important role since it forces the reducible
words to be leaves and reducible n-grams to be sub-
trees. Words with low reducibility are forced to-
wards the root of the tree. We define desc(i) as a
sequence of tags [tl, . . . , tr] that corresponds to all
the descendants of the word wi including wi, i.e. the
whole subtree of wi. The probability of such sub-
tree is proportional to its reducibility R(desc(i)).
The hyperparameter δ determines the weight of the
model; εs is a normalization constant.

Ps(i) =
1

εs
R(desc(i))δ (9)

3.5 Probability of the whole treebank
We want to maximize the probability of the whole
generated treebank, which is computed as follows:

Ptreebank =
n∏
i=1

(P ′f (fi|ti, wi) (10)

Pe(ti|tπ(i), di) (11)

Pd(i, π(i)) (12)

Ps(i)), (13)

where π(i) denotes the parent of the word on the
position i. We multiply the probabilities of fertil-
ity, edge, distance from parent, and subtree over all

9Ideally, the distance model would not be needed, but exper-
iments showed that it helps to infer better trees.

10Distance between any word and the technical root of the
dependency tree was set to 10. Since each technical root has
only one dependent, this value does not affect the model.
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The   dog   was   in   the   park  .

(((The) dog) was (in ((the) park)) (.))

Figure 1: Arrow and bracketing notation of a projective
dependency tree.

words (nodes) in the corpus. The extended fertility
model P ′f can be substituted by its basic variant Pf .

4 Sampling algorithm

For stochastic searching for the most probable de-
pendency trees, we employ Gibbs sampling, a stan-
dard Markov Chain Monte Carlo technique (Gilks et
al., 1996). In each iteration, we loop over all words
in the corpus in a random order and change the de-
pendencies in their neighborhood (a small change
described in Section 4.2). In the end, “average” trees
based on the whole sampling are built.

4.1 Initialization

Before the sampling starts, we initialize the projec-
tive trees randomly in a way that for each sentence,
we choose randomly one word as the head and attach
all other words to it.11

4.2 Small Change Operator

We use the bracketing notation for illustrating the
small change operator. Each projective dependency
tree consisting of n words can be expressed by n
pairs of brackets. Each bracket pair belongs to one
node and delimits its descendants from the rest of
the sentence. Furthermore, each bracketed segment
contains just one word that is not embedded deeper;
this node is the segment head. An example of this
notation is in Figure 1.

The small change is then very simple. We remove
one pair of brackets and add another, so that the con-
ditions defined above are not violated. An example
of such change is in Figure 2.

From the perspective of dependency structures,
the small change can be described as follows:

11More elaborated methods for generating random trees con-
verges to similar results. Therefore we conclude that the choice
of the initialization mechanism is not so important here.

(((The) dog) was  in ((the) park)  (.))

(((The) dog) was  in ((the) park)  (.))
(((The) dog) was  in ((the) park)  (.))
(((The) dog) was  in ((the) park)  (.))

(
(
(

)
)

)

(((The) dog) was  in ((the) park)  (.))
(((The) dog) was  in ((the) park)  (.))(

(
)

)

Figure 2: An example of small change in a projective
tree. The bracket (in the park) is removed and there are
five possibilities how to replace it.

1. Pick a random non-root word w (the word in in
our example) and find its parent p (the word was).

2. Find all other children of w and p (the words
dog, park, and .) and denote this set by C.

3. Choose the new head out of w and p. Mark the
new head as g and the second candidate as d. Attach
d to g.

4. Select a neighborhood D adjacent to the word
d as a continuous subset of C and attach all words
from D to d. D may be also empty.

5. Attach the remaining words from C that were
not in D to the new head g.

4.3 Building “average” trees

The “burn-in” period is set to 10 iterations. After
this period, we begin to count how many times an
edge occurs at a particular location in the corpus.
This counts are collected over the whole corpus with
the collection-rate 0.01.12

When the sampling is finished, the final depen-
dency trees are built using such edges that belonged
to the most frequent ones during the sampling. We
employ the maximum spanning tree (MST) algo-
rithm (Chu and Liu, 1965) to find them.13 Tree pro-
jectivity is not guaranteed by the MST algorithm.

5 Experiments

We evaluated our parser on 10 treebanks included in
the WILS shared-task data. Similarly to some previ-
ous papers on unsupervised parsing (Gillenwater et
al., 2011; Spitkovsky et al., 2011), the tuning exper-
iments were performed on English only. We used

12After each small change is made, the edges from the whole
corpus are collected with a probability 0.01.

13The weights of edges needed in MST algorithm correspond
to the number of times they were present during the sampling.
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language tokens (mil.) language tokens (mil.)
Arabic 19.7 English 85.0
Basque 14.1 Portuguese 31.7
Czech 20.3 Slovenian 13.7
Danish 15.9 Swedish 19.2
Dutch 27.1

Table 2: Wikipedia texts statistics

English development data for checking functional-
ity of the individual models and for optimizing hy-
perparameter values. The best configuration of the
parser achieved on English was then used for pars-
ing all other languages. This simulates the situation
in which we have only one treebank (English) on
which we can tune our parser and we want to parse
other languages for which we have no manually an-
notated treebanks.

5.1 Data

For each experiment, we need two kinds of data: a
smaller treebank, which is used for sampling and
for evaluation, and a large corpus, from which we
compute n-gram reducibility scores. The induction
of dependency trees and evaluation is done only on
WILS testing data.

For obtaining reducibility scores, we used
Wikipedia articles downloaded by Majliš and
Žabokrtský (2012). Their statistics across languages
are showed in Table 2. To make them useful, the
necessary preprocessing steps must have been done.
The texts were first automatically segmented and to-
kenized14 and then they were part-of-speech tagged
by TnT tagger (Brants, 2000), which was trained on
the respective WILS training data. The quality of
such tagging is not very high, since we do not use
any lexicons15 or pretrained models. However, it is
sufficient for obtaining good reducibility scores.

5.2 Setting the hyperparameters

The applicability of individual models and their pa-
rameters were tested on English development data

14The segmentation to sentences and tokenization was per-
formed using the TectoMT framework (Popel and Žabokrtský,
2010).

15Using lexicons or another pretrained models for tagging
means using other sources of human annotated data, which is
not allowed if we want to compare our results with others.

and full part-of-speech tags. The four hyperparame-
ters α (fertility model), β (edge model), γ (distance
model), and δ (subtree model), were set by a grid
search algorithm, which found the following opti-
mal values:

αe = 0.01, β = 1, γ = 1.5, δ = 1

5.3 Results
The best setting from the experiments on English
is now used for evaluating our parser across all
WILS treebanks. Besides using the standard part-of-
speech tags (POS), the experiments were done also
on coarse tags (CPOS) and universal tags (UPOS).
From results presented in Table 3, it is obvious that
our systems outperforms all the given baselines con-
sidering the average scores across all the testing lan-
guages. However, it is important to note that we
used an additional source of information, namely
large unannotated corpora for computing reducibil-
ity scores, while the baseline system (Gillenwater et
al., 2011) use only the WILS datasets.

6 Conclusions and Future Work

We have described a novel unsupervised depen-
dency parsing system employing new features, such
as reducibility or fertility. The reducibility scores are
extracted from a large corpus, and the computation-
ally demanding inference is then done on smaller
data.

In future work, we would like to estimate the
hyperparameters automatically, for example by the
Metropolis-Hastings technique (Gilks et al., 1996).
Furthermore, we would like to add lexicalized mod-
els and automatically induced word classes instead
of the PoS tags designed by humans. Finally, we
would like to move towards deeper syntactic struc-
tures, where the tree would be formed only by con-
tent words and the function words would be treated
in a different way.
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Sandra Kübler, Ryan T. McDonald, and Joakim Nivre.
2009. Dependency Parsing. Synthesis Lectures on
Human Language Technologies. Morgan & Claypool
Publishers.
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Lecture Notes in Artificial Intelligence, Proceedings of

the 8th International Conference, TSD 2005, volume
3658 of Lecture Notes in Computer Science, pages
140–147, Berlin / Heidelberg. Springer.
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Abstract

Our system consists of a simple, EM-based
induction algorithm (Bisk and Hockenmaier,
2012), which induces a language-specific
Combinatory Categorial grammar (CCG) and
lexicon based on a small number of linguistic
principles, e.g. that verbs may be the roots of
sentences and can take nouns as arguments.

1 Introduction

Much of the recent work on grammar induction has
focused on the development of sophisticated statisti-
cal models that incorporate expressive priors (Cohen
and Smith, 2010) or linguistic universals (Naseem et
al., 2010; Boonkwan and Steedman, 2011) that have
all been shown to be very helpful. But, with some
notable exceptions, such as (Cohn et al., 2011),
the question of what underlying linguistic represen-
tation to use has received considerably less atten-
tion. Our induction algorithm is based on Com-
binatory Categorial Grammar (Steedman, 2000), a
linguistically expressive, lexicalized grammar for-
malism which associates words with rich syntactic
categories that capture language-specific facts about
basic word order and subcategorization. While
Boonkwan and Steedman (2011) have shown that
linguists can easily devise a language-specific in-
ventory of such categories that allows a parser to
achieve high performance in the absence of anno-
tated training data, our algorithm automatically dis-
covers the set of categories it requires to parse the
sentences in the training data.

2 Combinatory Categorial Grammar
(CCG)

The set of CCG categories is built recursively from
two atomic types, S (sentence) and N (noun). Com-
plex types are of the form X/Y or X\Y, and repre-
sent functions which combine with an argument of
type Y to yield a constituent of type X as result. The
slash indicates whether the Y precedes (\) or follows
(/) the functor. An English lexicon should contain
categories such as S\N and (S\N)/N for verbs: both
transitive and intransitive verbs subcategorize for a
preceding subject, and the transitive verb addition-
ally takes an object to its right. In this manner,
the argument slots of lexical categories also define
word-word dependencies between heads and their
arguments (Clark and Hockenmaier, 2002; Hocken-
maier and Steedman, 2007). Modifiers are gener-
ally of the form X|X: in English, pre-nominal adjec-
tives are N/N, whereas adverbs may be (N/N)/(N/N),
S/S, or S\S, and prepositions can have categories
such as (N\N)/N or (S\S)/N. That is, CCG assumes
that the direction of the corresponding dependency
goes from the modifier to the head. This discrep-
ancy between CCG and most other analyses can eas-
ily be removed under the assumption that all cate-
gories of the form X|X are modifiers whose depen-
dencies should be reversed when comparing against
other frameworks.

Adjacent constituents can be combined according
to a small, universal set of combinatory rules. For
the purposes of this work we restrict ourselves to
function application and B1 composition:

X/Y Y ⇒ X (>)
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Y X\Y ⇒ X (<)
X/Y Y|iZ ⇒ X|iZ (B1

>)
Y|iZ X\Y ⇒ X|iZ (B1

<)

Here the slash variable |i can be instantiated with
either the forward or backward slash.

These rules allow derivations (parses) such as:

The man ate quickly
DT NNS VBD RB

N/N N S\N S\S
> <B

N S\N
<

S

CCG also has unary type-raising rules of the form

X ⇒ T/(T\X) ( >T)
X ⇒ T\(T/X) ( <T)

We only allow nouns to be type-raised, and impose
the restriction that the argument T\N (or T/N) of the
type-raised category has to already be present in the
lexicon of the language.

This restricted set of combinatory rules provides
sufficient power for reasonable parse accuracy but
does not allow us to capture non-projective (cross-
ing) dependencies.

Coordination is handled by a ternary rule

X conj X ⇒ X (>)

which we binarize as:

X X[conj] ⇒ X (< &)
conj X ⇒ X[conj] (> &)

Punctuation, when present, can be absorbed by
rules of the form

X Pct ⇒ X (< p)
Pct X ⇒ X (> p)

The iterative combination of these categories re-
sulting in S or N is considered a successful parse. In
order to avoid spurious ambiguities, we restrict our
derivations to be normal-form (Hockenmaier and
Bisk, 2010).

3 An algorithm for unsupervised CCG
induction

We now describe our induction algorithm, which
consists of two stages: category induction (creation
of the grammar), followed by parameter estimation
for the probability model.

3.1 Category induction
We assume there are two atomic categories, N (nouns
or noun phrases) and S (sentences), a special con-
junction category conj, and a special start symbol
TOP. We assume that all strings we encounter are
either nouns or sentences:

N⇒ TOP S⇒ TOP

We also assume that we can group POS-tags into
four groups: nominal tags, verbal tags, conjunctions,
and others. This allows us to create an initial lexicon
L(0), which only contains entries for atomic cate-
gories, e.g. for the English Penn Treebank tag set
(Marcus et al., 1993):

N : {NN,NNS,NNP,PRP,DT}
S : {MD,VB,VBZ,VBG,VBN,VBD}

conj : {CC}

We force any string that contains one or more verbs
(besides VBG in English), to be parsed with the S⇒
TOP rule.

Since the initial lexicon would only allow us
to parse single word utterances (or coordinations
thereof), we need to induce complex functor cat-
egories. The lexicon entries for atomic categories
remain, but all POS-tags, including nouns and con-
junctions, will be able to acquire complex categories
during induction. We impose the following con-
straints on the lexical categories we induce:

1. Nouns (N) do not take any arguments.

2. The heads of sentences (S|...) and modifiers
(X|X, (X|X)|(X|X)) may take N or S as arguments.

3. Sentences (S) may only take nouns (N) as argu-
ments.
(We assume S\S and S/S are modifiers).

4. Modifiers (X/X or X\X) can be modified
by categories of the form (X/X)|(X/X) or
(X\X)|(X\X).

5. The maximal arity of any lexical category is 3.

6. Since (S\N)/N is completely equivalent to
(S/N)\N, we only allow the former category.

Induction is an iterative process. At each stage,
we aim to parse all sentences Si in our training cor-
pus D = {S1, ...., SD} with the current lexicon
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L(t). In order to parse a sentence S = w0...wn, all
words wi ∈ S need to have lexical categories that al-
low a complete parse (resulting in a constituent TOP
that spans the entire sentence). Initially, only some
words will have lexical categories:

The man ate quickly
DT NNS VBD RB
- N S -

We assume that any word may modify adjacent con-
stituents:

The man ate quickly
DT NNS VBD RB
N/N N, S/S S, N\N S\S

We also assume that any word that previously had
a category other than N (which we postulate does
not take any arguments) can take any adjacent non-
modifier category as argument, leading us here to
introduce S\N for the verb:

The man ate quickly
DT NNS VBD RB
N/N N, S/S S, N\N, S\N S\S

With these categories, we obtain the correct parse:

The man ate quickly
DT NNS VBD RB

N/N N S\N S\S
> <B

N S\N
<

S

We then update the lexicon with all new tag-category
pairs that have been found, excluding those that did
not lead to a successful parse:

N/N : {DT} S\N : {VBD,VBZ} S\S : {RB,NNS,IN}

The first stage of induction can only introduce func-
tors of arity 1, but many words, such as prepositions
or transitive verbs, require more complex categories,
leading us to complete, but incorrect parses such as

The man eats with friends
DT NNS VBZ IN NNS

N/N N S\N S\S S\S
> <B

N S\N
<B

S\N
<

S

During the second iteration, we can discover addi-
tional simple, as well as more complex, categories.
We now discover transitive verb categories:

The man ate chips
DT NNS VBD NNS

N/N N (S\N)/N N
> >

N S\N
<

S

The second stage also introduces a large number
of complex modifiers of the form (X/X)|(X/X) or
(X\X)|(X\X), e.g.:

The man ate very quickly
DT NNS VBD RB RB
N/N, N, S/S S, N\N, S\S, S\S,

(S/S)/(S/S) (N\N)/(N\N) S\N (S\S)/(S\S) (S\S)\(S\S)
(N/N)\(N/N) (S/S)\(S/S) (N\N)\(N\N)

(S\S)/(S\S)

The final induction step takes adjacent constituents
that can be derived from the existing lexicon into
account. This allows us to induce (S\S)/N for IN,
since we can combine a and friend to N.

3.2 Parameter estimation

After constructing the lexicon, we parse the training
corpus, and use the Inside-Outside algorithm (Lari
and Young, 1991), a variant of the Expectation-
Maximization algorithm for probabilistic context-
free grammars, to estimate model parameters. We
use the baseline model of Hockenmaier and Steed-
man (2002), which is a simple generative model that
is equivalent to an unlexicalized PCFG. In a CFG,
the set of terminals and non-terminals is disjoint, but
in CCG, not every category can be lexical. Since
this model is also the basis of a lexicalized model
that captures dependencies, it distinguishes between
lexical expansions (which produce words), unary ex-
pansions (which are the result of type-raising or the
TOP rules), binary expansions where the head is the
left child, and binary expansions whose head is the
right child. Each tree is generated top-down from the
start category TOP. For each (parent) node, first its
expansion type exp ∈ {Lex, Unary, Left, Right} is
generated. Based on the expansion type, the model
then produces either the word w, or the category of
the head child (H), and, possibly the category of the
non-head sister category (S):
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Lexical pe(exp=Lex | P)× pw(w | P, exp=Lex)

Unary pe(exp=Unary | P)× pH(H | P, exp=Unary)

Left pe(exp=Left | P)× pH(H | P, exp=Left)

× pS(S | P, H, exp=Left)

Right pe(exp=Right | P)× pH(H | P, exp=Right)

× pS(S | P, H, exp=Right)

3.3 Dependency generation

We use the following regime for generating depen-
dencies from the resulting CCG derivations:

1. Arguments Y are dependents of their heads X|Y

2. Modifiers X|X are dependents of their heads X

or X|Y.

3. The head of the entire string is a dependent of
the root node (0)

4. Following the CoNLL-07 shared task represen-
tation (Johansson and Nugues, 2007), we ana-
lyze coordinations (X1 conj X2) as creating a
dependency from the first conjunct, X1, to the
conjunction conj, and from conj to the sec-
ond conjunct X2.

In the case of parse failures we return a right-
branching dependency tree.

3.4 Training details

The data provided includes fine, coarse and univer-
sal part-of-speech tags. Additionally, the data was
split into train, test and development sets though the
organizers encouraged merging the data for train-
ing. Finally, while punctuation was present, it was
not evaluated but potentially provided an additional
source of signal during training and test. We chose
from among these options and maximum sentence
length based on performance on the development
set. We primarily focused on training with shorter
sentences but grew the dataset if necessary or if, as
is the case in Arabic, there was very little short sen-
tence data. Our final training settings were:

Language Tags Max Len Punc
Arabic Fine 40 X
Basque Coarse 20
Childes Fine 20 X
Czech Fine 10
Danish Fine 20 X
Dutch Fine 10 X
Slovene Fine 10 X
Swedish Fine 15
PTB Fine 10
Portuguese Fine 10

In the case of Czech, we only trained on the test-
set because the data set was so large and the results
from randomly downsampling the merged dataset
were equivalent to simply using the previously de-
fined test-set.

3.5 Future directions

Since our current system is so simple, there is ample
space for future work. We plan to investigate the
effect of more complex statistical models and priors
that have been shown to be helpful in dependency
grammar-based systems. We also wish to relax the
assumption that we know in advance which part-of-
speech tags are nouns, verbs, or conjunctions.

4 Final observations regarding evaluation

Although the analysis of constructions involving ba-
sic head-argument and head-modifier dependencies
is generally uncontroversial, many common con-
structions allow a number of plausible analyses.
This makes it very difficult to evaluate and compare
different unsupervised approaches for grammar in-
duction. The corpora used in this workshop also
assume different conventions for a number of con-
structions. Figure 1 shows the three different types
of analysis for coordination adopted by the corpora
used in this shared task (as well as the standard
CCG analysis). The numbers to the side indicate
for each corpus what percentage of our system’s er-
ror rate is due to missed dependencies within coor-
dinated structures (i.e between a conjunction and a
conjunct, or between two conjuncts). It is important
to note that the way in which we extract dependen-
cies from coordinations is somewhat arbitrary (and
completely independent of the underlying probabil-
ity model, which currently captures no explicit de-
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WILS-12

Ar 25.5%

WILS-12

Eu 22.6%

   

WILS-12

Childes 7.7%

   

WILS-12

Cz 21.4%

WILS-12 Da 13.1%WILS-12
Nl 15.3%

WILS-12

PTB 18.1%

   

WILS-12

Sl 17.2%

   

WILS-12

Sv 11.1%

   
WILS-12 & CoNLL-07

Pt 7.8%

   

Standard CCG

Figure 1: Different analyses of coordination in the
various corpora used in this shared task. Our sys-
tem adopts the CoNLL-07 convention, instead of the
standard CCG analysis. For the development set of
each corpus, we also indicate what percentage of the
errors our system makes is due to missed coordina-
tion dependencies.

pendencies). These systematic differences of anal-
ysis are also reflected in our final results. The only
exception is the Childes corpus, where coordination
is significantly rarer.

However, this is a general problem. There are
many other constructions for which no agreed-upon
standard exists. For example, the Wall Street Journal
data used in this shared task assumes a dependency
between the verb of the main clause and the verb of
a subordinate clause, whereas the CoNLL-07 anal-
ysis stipulates a dependency between the main verb
and the subordinating conjunction:





(a) CoNLL-07





(b) WILS-12

We therefore believe that much further work is

required to address the problems surrounding eval-
uation and comparison of unsupervised induction
systems adequately. Even if the community can-
not agree on a single gold standard, systems should
not be penalized for producing one kind of linguisti-
cally plausible analysis over another. The systematic
divergences that arise with coordination for our ap-
proach are relatively easy to fix, since we only need
to change the way in which we read off dependen-
cies. But this points to a deeper underlying problem
that affects the entire field.
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Montréal, Canada, June 3-8, 2012. c©2012 Association for Computational Linguistics

Turning the pipeline into a loop: Iterated unsupervised dependency parsing
and PoS induction

Christos Christodoulopoulos†, Sharon Goldwater‡, Mark Steedman‡
School of Informatics

University of Edinburgh
†christos.c@ed.ac.uk ‡{steedman,sgwater}@inf.ed.ac.uk

1 Motivation

Most unsupervised dependency systems rely on
gold-standard Part-of-Speech (PoS) tags, either di-
rectly, using the PoS tags instead of words, or indi-
rectly in the back-off mechanism of fully lexicalized
models (Headden et al., 2009).

It has been shown in supervised systems that us-
ing a hierarchical syntactic structure model can pro-
duce competitive sequence models; in other words
that a parser can be a good tagger (Li et al., 2011;
Auli and Lopez, 2011; Cohen et al., 2011). This
is unsurprising, as the parser uses a rich set of hi-
erarchical features that enable it to look at a less
localized environment than a PoS tagger which in
most cases relies solely on local contextual features.
However this interaction has not been shown for the
unsupervised setting. To our knowledge, this work
is the first to show that using dependencies for unsu-
pervised PoS induction is indeed useful.

2 Iterated learning

Although most unsupervised systems depend on
gold-standard PoS information, they can also be
used in a fully unsupervised pipeline. One reason for
doing so is to use dependency parsing as an extrinsic
evaluation for unsupervised PoS induction (Headden
et al., 2008). As discussed in that paper (and also by
Klein and Manning (2004)) the quality of the de-
pendencies drops with the use of induced tags. One
way of producing better PoS tags is to use the depen-
dency parser’s output to influence the PoS inducer,
thus turning the pipeline into a loop.

The main difficulty of this approach is to find
a way of incorporating dependency information
into a PoS induction system. In previous work

BMMM

DMV

BMMM

DMV

BMMM

Gen. 0 Gen. 1 Gen. 2

Figure 1: The iterated learning paradigm for induc-
ing both PoS tags and dependencies.

(Christodoulopoulos et al., 2011) we have described
BMMM: a PoS induction system that makes it is
easy to incorporate multiple features either at the
type or token level. For the dependency induction
system we chose the DMV model of Klein and Man-
ning (2004) because of its simplicity and its popular-
ity. Both systems are described briefly in section 3.

Using these two systems we performed an iter-
ated learning experiment. The term is borrowed
from the language evolution literature meaning “the
process by which the output of one individual’s
learning becomes the input to other individuals’
learning” (Smith et al., 2003). Here we treat the
two systems as the individuals1 that influence each
other in successive generations starting from a run
of the original BMMM system without dependency
information (fig. 1). We start with a run of the basic
BMMM system using just context and morphology
features (generation 0) and use the output to train the
DMV. To complete the first generation, we then use
the induced dependencies as features (as described
in section 4) for a new run of the BMMM system.

As there is no single objective function, this setup

1This is not directly analogous to the language evolution no-
tion of iterated learning; here instead of a single type of indi-
vidual we have two separate systems that learn/model different
representations.
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does not guarantee that either the quality of PoS tags
or the dependencies will improve after each genera-
tion. However, in practice this iterated learning ap-
proach works well (as we discuss in section 4).

3 Component models

3.1 DMV model

The basic DMV model (Klein and Manning, 2004)
generates dependency trees based on three decisions
(represented by three probability distributions) for a
given head node: whether to attach children in the
left or right direction; whether or not to stop attach-
ing more children in the specific direction given the
adjacency of the child in that direction; and finally
whether to attach a specific child node. The proba-
bility of an entire sentence is the sum of the probabil-
ities of all the possible derivations headed by ROOT.

The DMV model can be seen as (and is equiva-
lent to) a Context Free Grammar (CFG) with only a
few rules from head nodes to generated children and
therefore the model parameters can be estimated us-
ing the Inside-Outside algorithm (Baker, 1979).

3.2 BMMM model

The Bayesian Multinomial Mixture Model
(Christodoulopoulos et al., 2011), illustrated in
figure 2, assumes that all tokens of a given word
type belong to a single syntactic class, and each
type is associated with a number of features (e.g.,
morphological or contextual features), which form
the observed variables. The generative process first
chooses a hidden class z for each word type and then
chooses values for each of the observed features of
that word type, conditioned on the class. Both the
distribution over classes θ and the distributions over
each kind of feature φ(t) are multinomials drawn
from Dirichlet priors α and β(t) respectively. A
main advantage of this model is its ability to easily
incorporate features either at the type or token
level; as in Christodoulopoulos et al. (2011) we
assume a single type-level feature m (morphology,
drawn from φ(m)) and several token-level features
f (1) . . . f (T ) (e.g., left and right context words and,
in our extension, dependency features).

Inference in the model is performed using a col-
lapsed Gibbs sampler, integrating out the model pa-
rameters and sampling the class label zj for each

αθ

z

f (1) φ(1) β(1)

. . . . . . . . .

f (T ) φ(T ) β(T )m

φ(m) β(m)

M

nj

nj

Z

Z

Z

Figure 2: The BMMM with T kinds of token-level
features (f (t) variables) and a single kind of type-
level feature (morphology, m). M is the total num-
ber of word types, Z the number of classes, and nj

the number of tokens of type j.

word type j from the following posterior distribu-
tion:

P (zj | z−j , f , α, β)
∝ P (zj | z−j , α, β)P (fj | f−j , z, α, β) (1)

where the first factor P (zj) is the prior distribu-
tion over classes (the mixing weights) and the sec-
ond (likelihood) factor P (fj) is the probability given
class zj of all the features associated with word type
j. Since the different kinds of features are assumed
to be independent, the likelihood can be rewritten as:

P (fj | f−j , z, α, β) = P (f (m)
j | f (m)

−j , z, α, β)

·
T∏

t=1

P (f (t)
j | f

(t)
−j , z, β) (2)

and, as explained in Christodoulopoulos et al.
(2011), the joint probability of all the token level
features of kind t for word type j is computed as:

P (f (t)
j | f

(t)
−j , zj = z, z−j , β)

=
∏K(t)

k=1

∏njk−1
i=0 (njk,z + i+ β)∏nj−1

i=0 (n·,z + i+ Fβ)
(3)
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(a) Using only directed dependencies as features
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(b) Using directed and undirected dependencies as features

Figure 3: Developmental results on WSJ10. The performance of the PoS inducer is shown in terms of
many-to-1 accuracy (BMMM M1) and V-Measure accuracy (BMMM VM) and the performance of the
dependency inducer is shown using directed and undirected dependency accuracy (DMV Dir and DMV
Undir respectively).

where K(t) is the dimensionality of φ(t) and njk is
the number of instances of feature k in word type j.

4 Experimental design

Because the different kinds of features are assumed
to be independent in the BMMM, it is easy to add
more features into the model; this simply increases
the number of factors in equation 2. To incorpo-
rate dependency information, we added a feature for
word-word dependencies. In the model, this means
that for a word type j with nj tokens, we observe nj

dependency features (each being the head of one to-
ken of j). Like all other features, these are assumed
to be drawn from a class-specific multinomial φ(d)

z

with a Dirichlet prior β(d).
Using lexicalized head dependencies introduces

sparsity issues in much the same way contextual in-
formation does. In the case of context words, the
BMMM and most vector-based clustering systems
use a fixed number of most frequent words as fea-
tures; however in the case of dependencies we use
the induced PoS tags of the previous generation as
grouping labels: we aggregate the head dependency
counts of words that have the same PoS tag, so the
dimension of φ(d)

z is just the number of PoS tags.
The dependency features are used in tandem with

the features used in the original BMMM system,
namely the 100 most frequent context words (±1

context window), the suffixes extracted from the
Morfessor system (Creutz and Lagus, 2005) and
the extended morphology features of Haghighi and
Klein (2006).

For designing the iterated learning experiments,
we used the 10-word version of the WSJ corpus
(WSJ10) as development data and ran the iterative
learning process for 10 generations. To evaluate the
quality of the induced PoS tags we used the many-
to-1 (M1) and V-Measure (VM) metrics and for the
induced dependencies we used directed and undi-
rected accuracy.

Figure 3a presents the developmental result of the
iterated learning experiments on WSJ10 where only
directed dependencies where used as features. We
can see that although there was some improvement
in the PoS induction score after the first generation,
the rest of the metrics show no significant improve-
ment throughout the experiment.

When we used undirected dependencies as fea-
tures (figure 3b) the improvement over iterations
was substantial: nearly 8.5% increase in M1 and
1.3% in VM after only 5 iterations. We can also see
that the results of the DMV parser are improving as
well: 7% increase in directed and 3.8% in undirected
accuracy. This is to be expected, since as Headden
et al. (2008) show, there is a (weak) correlation be-
tween the intrinsic scores of a PoS inducer and the
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performance of an unsupervised dependency parser
trained on the inducer’s output.

Using the same development set we selected the
remaining system parameters; for the BMMM we
fixed the number of induced classes to the number
of gold-standard PoS tags for each language and
used 500 sampling iterations with annealing. For
the DMV model we used 20 EM iterations. Finally
we used observed that after 5 generations the rate of
improvement seems to level, so for the rest of the
languages we use only 5 learning iterations.
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Abstract

We propose an unsupervised approach to
POS tagging where first we associate each
word type with a probability distribution over
word classes using Latent Dirichlet Alloca-
tion. Then we create a hierarchical cluster-
ing of the word types: we use an agglomer-
ative clustering algorithm where the distance
between clusters is defined as the Jensen-
Shannon divergence between the probability
distributions over classes associated with each
word-type. When assigning POS tags, we find
the tree leaf most similar to the current word
and use the prefix of the path leading to this
leaf as the tag. This simple labeler outper-
forms a baseline based on Brown clusters on
9 out of 10 datasets.

1 Introduction

Unsupervised induction of word categories has been
approached from three broad perspectives. First, it is
of interest to cognitive scientists who model syntac-
tic category acquisition by children (Redington et al.
1998, Mintz 2003, Parisien et al. 2008, Chrupała and
Alishahi 2010), where the primary concern is match-
ing human performance patterns and satisfying cog-
nitively motivated constraints such as incremental
learning.

Second, learning categories has been cast as
unsupervised part-of-speech tagging task (recent
work includes Ravi and Knight (2009), Lee et al.
(2010), Lamar et al. (2010), Christodoulopoulos
et al. (2011)), and primarily motivated as useful for
tagging under-resourced languages.

Finally, learning categories has also been re-
searched from the point of view of feature learning,

where the induced categories provide an interme-
diate level of representation, abstracting away and
generalizing over word form features in an NLP ap-
plication (Brown et al. 1992, Miller et al. 2004, Lin
and Wu 2009, Turian et al. 2010, Chrupala 2011,
Täckström et al. 2012). The main difference from
the part-of-speech setting is that the focus is on eval-
uating the performance of the learned categories in
real tasks rather than on measuring how closely they
match gold part-of-speech tags. Some researchers
have used both approaches to evaluation.

This difference in evaluation methodology also
naturally leads to differing constraints on the nature
of the induced representations. For part-of-speech
tagging what is needed is a mapping from word to-
kens to a small set of discrete, atomic labels. For
feature learning, there are is no such limitation, and
other types of representations have been used, such
as low-dimensional continuous vectors learned by
neural network language models as in Bengio et al.
(2006), Mnih and Hinton (2009), or distributions
over word classes learned using Latent Dirichlet Al-
location as in Chrupala (2011).

In this paper we propose a simple method of map-
ping distributions over word classes to a set of dis-
crete labels by hierarchically clustering word class
distributions using Jensen-Shannon divergence as a
distance metric. This allows us to effectively use
the algorithm of Chrupala (2011) and similar ones in
settings where using distributions directly is not pos-
sible or desirable. Equivalently, our approach can
be seen as a generic method to convert a soft clus-
tering to hard clustering while conserving much of
the information encoded in the original soft cluster
assignments. We evaluate this method on the unsu-
pervised part-of-speech tagging task on ten datasets
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in nine languages as part of the shared task at the
NAACL-HLT 2012 Workshop on Inducing Linguis-
tic Structure.

2 Architecture

Our system consists of the following components (i)
a soft word-class induction model (ii) a hierarchi-
cal clustering algorithm which builds a tree of word
class distributions (iii) a labeler which for each word
type finds the leaf in the tree with the most similar
word-class distribution and outputs a prefix of the
path leading to that leaf.

2.1 Soft word-class model

We use the probabilistic soft word-class model pro-
posed by Chrupala (2011), which is based on Latent
Dirichlet Allocation (LDA). LDA was introduced by
Blei et al. (2003) and applied to modeling the topic
structure in document collections. It is a generative,
probabilistic hierarchical Bayesian model which in-
duces a set of latent variables, which correspond to
the topics. The topics themselves are multinomial
distributions over words.

The generative structure of the LDA model is the
following:

φk ∼ Dirichlet(β), k ∈ [1,K]

θd ∼ Dirichlet(α), d ∈ [1, D]

znd
∼ Categorical(θd), nd ∈ [1, Nd]

wnd
∼ Categorical(φznd

), nd ∈ [1, Nd]

(1)

Chrupala (2011) interprets the LDA model in
terms of word classes as follows: K is the number
of classes, D is the number of unique word types,
Nd is the number of context features (such as right
or left neighbor) associated with word type d, znd

is the class of word type d in the nth
d context, and

wnd
is the nth

d context feature of word type d. Hy-
perparameters α and β control the sparseness of the
vectors θd and φk.

Inference in LDA in general can be performed us-
ing either variational EM or Gibbs sampling. Here
we use a collapsed Gibbs sampler to estimate two
sets of parameters: the θd parameters correspond
to word class probability distributions given a word
type while the φk correspond to feature distributions
given a word class. In the current paper we focus

on θd which we use to represent a word type d as a
distribution over word classes.

Soft word classes are more expressive than hard
categories. They make it easy and efficient to ex-
press shared ambiguities: Chrupala (2011) gives an
example of words used as either first names or sur-
names, where this shared ambiguity is reflected in
the similarity of their word class distributions.

Another important property of soft word classes
is that they make it easy to express graded similar-
ity between words types. With hard classes, a pair
of words either belong to the same class or to differ-
ent classes, i.e. similarity is a binary indicator. With
soft word classes, we can use standard measures of
similarity between probability distributions to judge
how similar words are to each other. We take advan-
tage of this feature to build a hierarchical clustering
of word types.

2.2 Hierarchical clustering of word types
In some settings, e.g. in the unsupervised part-of-
speech tagging scenario, words should be labeled
with a small set of discrete labels. The question then
arises how to map a probability distribution over
word classes corresponding to each word type in the
soft word class setting to a discrete label. The most
obvious method would be to simply output the high-
est scoring word class, but this has the disadvantage
of discarding much of the information present in the
soft labeling.

What we do instead is to create a hierarchical
clustering of word types using the Jensen-Shannon
(JS) divergence between the word-class distribu-
tions as a distance function. JS divergence is an
information-theoretic measure of dissimilarity be-
tween two probability distributions (Lin 1991). It
is defined as follows:

JS (P,Q) =
1

2
(DKL (P,M) +DKL (Q,M)) (2)

where M is the mean distribution P+Q
2 and DKL is

the Kullback-Leibler (KL) divergence:

DKL(P,Q) =
∑

i

P (i) log2

P (i)

Q(i)
(3)

Unlike KL divergence, JS divergence is symmetric
and is defined for any pair of discrete probability dis-
tributions over the same domain.
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We use a simple agglomerative clustering algo-
rithm to build a tree hierarchy over the word class
distributions corresponding to word types (see Al-
gorithm 1). We start with a set of leaf nodes, one for
each of D word types, containing the unnormalized
word-class probabilities for the corresponding word
type: i.e. the co-occurrence counts of word-type and
word-class, n(z, d), output by the Gibbs sampler.

We then merge that pair of nodes (P,Q) whose JS
divergence is the smallest, remove these two nodes
from the set, and add the new merged node with two
branches. We proceed in this fashion until we obtain
a single root node.

When merging two nodes we sum their co-
occurrence count tables: thus the nodes always con-
tain unnormalized probabilities which are normal-
ized only when computing JS scores.

Algorithm 1 Bottom-up clustering of word types
S = {n(·, d) | d ∈ [1, D]}
while |S| > 1 do

(P,Q) = argmin(P,Q)∈S×S JS (P,Q)
S ← S \ {P,Q} ∪ {merge(P,Q)}

The algorithm is simple but not very efficient: if
implemented carefully it can be at best quadratic in
the number of word types. However, in practice it
is unnecessary to run it on more than a few hun-
dred word types which can be done very quickly. In
the experiments reported on below we build the tree
based only on the 1000 most frequent words.

Figure 1 shows two small fragments of a hierar-
chy built from 200 most frequent words of the En-
glish CHILDES dataset using 10 LDA word classes.

2.3 Tree paths as labels
Once the tree is built, it can be used to assign a label
to any word which has an associated word class dis-
tribution. In principle, it could be used to perform
either type-level or token-level tagging: token-level
distributions could be composed from the distribu-
tions associated with current word type (θ) and the
distributions associated with the current context fea-
tures (φ). Since preliminary experiments with token-
level tagging were not successful, here we focus ex-
clusively on type-level tagging.

Given the tree and a word-type paired with a class
distribution, we generate a path to a leaf in the tree

DaddyMommy

Paul

Fraser

itthat

thesethose

’ll

goinggoin(g)

couldcan

Figure 1: Two fragments of a hierarchy over word class
distributions

as follows. If the word is one of the ones used to
construct the tree, we simply record the path from
the root to the leaf containing this word. If the word
is not at any of the leaves (i.e. it is not one of the
1000 most frequent words), we traverse the tree, at
each node comparing the JS divergence between the
word and the left and right branches, and then de-
scend along the branch for which JS is smaller. We
record the path until we reach a leaf node.

We can control the granularity of the labeling by
varying the length of the prefix of the path from the
root to the leaf.

3 Experiments

We evaluate our method on the unsupervised part-
of-speech tagging task on ten dataset in nine lan-
guages as part of the shared task.

For each dataset we run LDA word class induc-
tion1 on the union of the unlabeled sentences in the
train, development and test sets, setting the num-
ber of classes K ∈ {10, 20, 40, 80}, and build a
hierarchy on top of the learned word-class proba-
bility distributions as explained above. We then la-
bel the development set using path prefixes of length
L ∈ {8, 9, . . . , 20} for each of the trees, and record

1We ran 200 Gibbs sampling passes, and set the LDA hyper-
parameters to α = 10

K
and β = 0.1.
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Dataset K L Brown HCD
Arabic 40 13 39.6 51.4
Basque 40 16 39.5 48.3
Czech 80 8 42.1 42.4
Danish 40 19 50.2 56.8
Dutch 40 10 43.3 54.8
English CH 10 12 64.1 67.8
English PTB 40 8 61.6 60.2
Portuguese 80 10 51.7 52.4
Slovene 80 19 44.5 46.6
Swedish 20 17 51.8 56.1

Table 1: Evaluation of coarse-grained POS tagging on
test data

Dataset K L Brown HCD
Arabic 40 13 42.2 52.9
Basque 40 16 38.5 54.4
Czech 40 19 45.3 46.8
Danish 40 20 49.2 63.6
Dutch 20 12 49.4 53.4
English CH 10 12 66.0 78.2
English PTB 80 14 62.0 61.3
Portuguese 80 11 52.9 54.7
Slovene 80 20 45.8 51.9
Swedish 20 17 51.8 56.1

Table 2: Evaluation of coarse-grained POS tagging on
test data

the V-measure (Rosenberg and Hirschberg 2007)
against gold part-of-speech tags. We choose the
best-performing pair ofK and L and use this setting
to label the test set. We tune separately for coarse-
grained and fine-grained POS tags. Other than using
the development set labels to tune these two param-
eters our system is unsupervised and uses no data
other than the sentences in the provided data files.

Table 1 and Table 2 show the best settings for
the coarse- and fine-grained POS tagging for all the
datasets, and the V-measure scores on the test set
achieved by our labeler (HCD for Hierarchy over
Class Distributions). Also included are the scores of
the official baseline, i.e. labeling with Brown clus-
ters (Brown et al. 1992), with the number of clusters
set to match the number of POS tags in each dataset.

The best K stays the same when increasing the
granularity in the majority of cases (7 out of 10).
On the CHILDES dataset of child-directed speech,
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Figure 2: Error reduction as a function of vocabulary size

which has the smallest vocabulary of all, the optimal
number of LDA classes is also the smallest (10). As
expected, the best path prefix length L is typically
larger for the fine-grained labeling.

Our labels outperform the baseline on 9 out of 10
datasets, for both levels of granularity. The only ex-
ception is the English Penn Treebank dataset, where
the HCD V-measure scores are slightly lower than
Brown cluster scores. This may be taken as an il-
lustration of the danger arising if NLP systems are
exclusively evaluated on a single dataset: such a
dataset may well prove to not be very representative.

Part of the story seems to be that our method
tends to outperform the baseline by larger margins
on datasets with smaller vocabularies2. The scatter-
plot in Figure 2 illustrates this tendency for coarse-
grained POS tagging: Pearson’s correlation is −0.6.

4 Conclusion

We have proposed a simple method of convert-
ing a set of soft class assignments to a set of dis-
crete labels by building a hierarchical clustering over
word-class distributions associated with word types.
This allows to use the efficient and effective LDA-
based word-class induction method in cases where a
hard clustering is required. We have evaluated this

2We suspect performance on datasets with large vocabular-
ies could be improved by increasing the number of frequent
words used to build the word-type hierarchy; due to time con-
straints we had to postpone verifying it.
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method on the POS tagging task on which our ap-
proach outperforms a baseline based on Brown clus-
ters in 9 out of 10 cases, often by a substantial mar-
gin.

In future it would be interesting to investigate
whether the hierarchy over word-class distributions
would also be useful as a source of features in a
semi-supervised learning scenario, instead, or in ad-
dition to using word-class probabilities as features
directly. We would also like to revisit and further in-
vestigate the challenging problem of token-level la-
beling.
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Abstract

In this paper we describe our participating sys-
tem for the dependency induction track of the
PASCAL Challenge on Grammar Induction.
Our system incorporates two types of induc-
tive biases: the sparsity bias and the unambi-
guity bias. The sparsity bias favors a gram-
mar with fewer grammar rules. The unambi-
guity bias favors a grammar that leads to un-
ambiguous parses, which is motivated by the
observation that natural language is remark-
ably unambiguous in the sense that the num-
ber of plausible parses of a natural language
sentence is very small. We introduce our ap-
proach to combining these two types of biases
and discuss the system implementation. Our
experiments show that both types of inductive
biases are beneficial to grammar induction.

1 Introduction

Grammar induction refers to the induction of a for-
mal grammar from a corpus of unannotated sen-
tences. There has been significant progress over
the past decade in the research of natural language
grammar induction. A variety of approaches and
techniques have been proposed, most of which are
designed to induce probabilistic dependency gram-
mars. The PASCAL Challenge on Grammar In-
duction aims to provide a thorough evaluation of
approaches to natural language grammar induction.
The challenge includes three tracks: inducing de-
pendency structures using the gold standard part-
of-speech tags, inducing both dependency structures
and part-of-speech tags directly from text, and an

open-resource track which allows other external re-
sources to be used. Ten corpora of nine different
languages are used in the challenge: Arabic (Hajič
et al., 2004), Basque (Aduriz et al., 2003), Czech
(Hajič et al., 2000), Danish (Buch-Kromann et al.,
2007), Dutch (Beek et al., 2002), English WSJ (Mar-
cus et al., 1993), English CHILDES (Sagae et al.,
2007), Portuguese (Afonso et al., 2002), Slovene
(Erjavec et al., 2010), and Swedish (Nivre et al.,
2006). For each corpus, a large set of unannotated
sentences are provided as the training data, along
with a small set of annotated sentences as the devel-
opment data; the predictions on the unannotated test
data submitted by challenge participants are evalu-
ated against the gold standard annotations.

We participate in the track of inducing depen-
dency structures from gold standard part-of-speech
tags. Our system incorporates two types of inductive
biases in learning dependency grammars: the spar-
sity bias and the unambiguity bias. The sparsity bias
favors a grammar with fewer grammar rules. We
employ two different approaches to inducing spar-
sity: Dirichlet priors over grammar rule probabili-
ties and an approach based on posterior regulariza-
tion (Gillenwater et al., 2010). The unambiguity
bias favors a grammar that leads to unambiguous
parses, which is motivated by the observation that
natural language is remarkably unambiguous in the
sense that the number of plausible parses of a natural
language sentence is very small. To induce unam-
biguity in the learned grammar we propose an ap-
proach named unambiguity regularization based on
the posterior regularization framework (Ganchev et
al., 2010). To combine Dirichlet priors with unam-
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biguity regularization, we derive a mean-field varia-
tional inference algorithm. To combine the sparsity-
inducing posterior regularization approach with un-
ambiguity regularization, we employ a simplistic ap-
proach that optimizes the two regularization terms
separately.

The rest of the paper is organized as follows. Sec-
tion 2 introduces the two approaches that we employ
to induce sparsity. Section 3 introduces the unam-
biguity bias and the unambiguity regularization ap-
proach. Section 4 discusses how we combine the
sparsity bias with the unambiguity bias. Section 5
provides details of our implementation and training
procedure. Section 6 concludes the paper.

2 Sparsity Bias

A sparsity bias in grammar induction favors a gram-
mar that has fewer grammar rules. We employ two
different approaches to inducing sparsity: Dirichlet
priors over grammar rule probabilities and an ap-
proach based on posterior regularization (Gillenwa-
ter et al., 2010).

A probabilistic grammar consists of a set of prob-
abilistic grammar rules. A discrete distribution is de-
fined over each set of grammar rules with the same
left-hand side, and a Dirichlet distribution can be
used as the prior of the discrete distribution. De-
note vector θ of dimension K as the parameter of a
discrete distribution. Then a Dirichlet prior over θ is
defined as:

P (θ; α1, . . . , αK) =
1

B(α)

K∏
i=1

θαi−1
i

where α = (α1, . . . , αK) are the hyperparameters,
and B(α) is the normalization constant. Typically,
all the hyperparameters are set to the same value.
It can be shown that if the hyperparameters are less
than 1, then the Dirichlet prior assigns larger prob-
abilities to vectors that have more elements close
to zero. Therefore, Dirichlet priors can be used to
encourage parameter sparsity. It has been found
that when applied to dependency grammar induc-
tion, Dirichlet priors with hyperparamters set to val-
ues less than 1 can slightly improve the accuracy of
the learned grammar over the maximum-likelihood
estimation (Cohen et al., 2008; Gillenwater et al.,
2010).

Gillenwater et al. (2010) proposed a differnt ap-
proach to inducing sparsity in dependency gram-
mar induction based on the posterior regularization
framework (Ganchev et al., 2010). They added a
regularization term to the posterior of the gram-
mar that penalizes the number of unique dependency
types in the parses of the training data. More specif-
ically, their objective function is:

J(θ) = log p(θ|X)−min
q

(
KL(q(Z)||pθ(Z|X))

+ σs

∑
cp

max
i

Eq[ϕcpi(X,Z)]

)

where θ is the parameter of the grammar, X is the
training data, Z is the dependency parses of the
training data X, σs is a constant that controls the
strength of the regularization term, c and p range
over all the tags of the dependency grammar, i
ranges over all the occurrences of tag c in the train-
ing data X, and ϕcpi(X,Z) is an indicator func-
tion of whether tag p is the dependency head of the
i-th occurrence of tag c in the dependency parses
Z. This objective function is optimized using a
variant of the expectation-maximization algorithm
(EM), which contains an E-step that optimizes the
auxiliary distribution q using the projected subgra-
dient method. It has been shown that this approach
achieves higher degree of sparsity than Dirichlet pri-
ors and leads to significant improvement in accuracy
of the learned grammars.

3 Unambiguity Bias

The unambiguity bias favors a grammar that leads to
unambiguous parses on natural language sentences
(Tu and Honavar, 2012). This bias is motivated by
the observation that natural language is remarkably
unambiguous in the sense that the number of plau-
sible parses of a natural language sentence is very
small in comparison with the total number of pos-
sible parses. To illustrate this, we randomly sample
an English sentence from the Wall Street Journal and
parse the sentence using the Berkeley parser (Petrov
et al., 2006), one of the state-of-the-art English lan-
guage parsers. The estimated total number of pos-
sible parses of this sentence is 2 × 1020 (by assum-
ing a complete Chomsky normal form grammar with
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Figure 1: The probabilities of the 100 best parses of the
sample sentence.

the same number of nonterminals as in the Berke-
ley parser). However, as shown in Figure 1, most
of the parses have probabilities that are negligible
compared with the probability of the best parse.

To induce unambiguity in the learned grammar,
we derive an approach named unambiguity regu-
larization (Tu and Honavar, 2012) based on the
posterior regularization framework (Ganchev et al.,
2010). Specifically, we add into the objective func-
tion a regularization term that penalizes the entropy
of the parses given the training sentences. Let X
denote the set of training sentences, Z denote the
set of parses of the training sentences, and θ denote
the rule probabilities of the grammar. Our objective
function is

J(θ) = log p(θ|X)

−min
q

(KL(q(Z)||pθ(Z|X)) + σuH(q))

where σu is a nonnegative constant that controls the
strength of the regularization term; q is an auxiliary
distribution. The first term in the objective function
is the log posterior probability of the grammar pa-
rameters given the training corpus, and the second
term minimizes the KL-divergence between the aux-
iliary distribution q and the posterior distribution of
Z while also minimizes the entropy of q. This objec-
tive function is optimized using coordinate ascent in
our approach. It can be shown that the behavior of
our approach is controlled by the value of the pa-
rameter σu. When σu = 0, our approach reduces to
the standard EM algorithm. When σu ≥ 1, our ap-
proach reduces to the Viterbi EM algorithm, which
considers only the best parses of the training sen-

tences in the E-step. When 0 < σu < 1, our ap-
proach falls between standard EM and Viterbi EM:
it applies a softmax function to the distribution of the
parse zi of each training sentence xi in the E-step:

q(zi) = αipθ(zi|xi)
1

1−σu

where αi is the normalization factor. To compute q,
note that pθ(zi|xi) is the product of a set of grammar
rule probabilities, so we can raise all the rule prob-
abilities of the grammar to the power of 1

1−σu
and

then run the normal E-step of the EM algorithm. The
normalization of q is included in the normal E-step.
We refer to the algorithm in the case of 0 < σu < 1
as the softmax-EM algorithm.

The choice of the value of σu is important in un-
ambiguity regularization. Considering that in gram-
mar induction the initial grammar is typically very
ambiguous, the value of σu should be set large
enough to induce unambiguity. On the other hand,
natural language grammars do contain some degree
of ambiguity, so the value of σu should not be set
too large. One way to avoid choosing a fixed value
of σu is to anneal its value. We start learning with
a large value of σu (e.g., σu = 1) to strongly push
the learner away from the highly ambiguous initial
grammar; then we gradually reduce the value of σu,
possibly ending with σu = 0, to avoid inducing ex-
cessive unambiguity in the learned grammar.

4 Combining Sparsity and Unambiguity
Biases

To incorporate Dirichlet priors over grammar rule
probabilities into our unambiguity regularization ap-
proach, we derive a mean-field variational inference
algorithm (Tu and Honavar, 2012). The algorithm
alternately optimizes q(θ) and q(Z). The optimiza-
tion of q(θ) is exactly the same as in the standard
mean-field variational inference with Dirichlet pri-
ors, in which we obtain a set of weights that are sum-
marized from q(θ) (Kurihara and Sato, 2004). The
optimization of q(Z) is similar to the E-step of our
approach discussed in section 3: when 0 < σu < 1,
we raise all the weights to the power of 1

1−σu
before

running the normal step of computing q(Z) in the
standard mean-field variational inference; and when
σu ≥ 1, we use the weights to find the best parse of
each training sentence and assign probability 1 to it.
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The sparsity-inducing posterior regularization ap-
proach and our unambiguity regularization approach
are based on the same posterior regularization
framework. To combine these two approaches, the
standard method is to optimize a linear combina-
tion of the sparsity and unambiguity regularization
terms in the E-step of the posterior regularization al-
gorithm. Here we employ a simplistic approach in-
stead which optimizes the two regularization terms
separately in the E-step. Specifically, we first ignore
the sparsity regularization term and optimize q(Z)
with respect to the unambiguity regularization term
using the approach discussed in section 3. The opti-
mization result is an intermediate distribution q′(Z).
Then we ignore the unambiguity regularization term
and optimize q(Z) to minimize the sparsity regular-
ization term as well as the KL-divergence between
q(Z) and q′(Z).

5 Implementation and Experiments

Our system was built on top of the PR-Dep-Parsing
package1. We implemented both approaches intro-
duced in section 4, i.e., unambiguity regularization
with Dirichlet priors and combined posterior regu-
larization of sparsity and unambiguity. For the lat-
ter, we did not implement the σu ≥ 1 case and the
annealing of σu because of time constraint.

We preprocessed the corpora to remove all the
punctuations as denoted by the universal POS tags.
One exception is that for the English WSJ corpus
we did not remove the $ symbol because we found
that removing it significantly decreased the accuracy
of the learned grammar. We combined the provided
training, development and test set as our training set.
We trained our system on the fine POS tags except
for the Dutch corpus. In the Dutch corpus, the fine
POS tags are the same as the coarse POS tags ex-
cept that each multi-word unit is annotated with the
concatenation of the POS tags of all the component
words, making the training data for such tags ex-
tremely sparse. So we chose to use the coarse POS
tags for the Dutch corpus.

We employed the informed initialization pro-
posed in (Klein and Manning, 2004) and ran our two
approaches on the training set. We tuned the param-

1Available at http://code.google.com/p/
pr-toolkit/

eters by coordinate ascent on the development set.
The parameters that we tuned include the maximal
length of sentences used in training, the valence and
back-off strength of the E-DMV model, the hyperpa-
rameter α of Dirichlet priors, the type (PR-S or PR-
AS) and strength σs of sparsity-inducing posterior
regularization, and the strength σu of unambiguity
regularization. Sparsity-inducing posterior regular-
ization has a high computational cost. Consequently,
we were not able to run our second approach on
the English CHILDES corpus and the Czech corpus,
and performed relatively limited parameter tuning of
the second approach on the other eight corpora.

Table 1 shows, for each corpus, the approach and
the parameters that we found to perform the best on
the development set and were hence used to learn
the final grammar that produced the submitted pre-
dictions on the test set. Each of our two approaches
was found to be the better approach for five of the
ten corpora. The sparsity bias was found to be ben-
eficial (i.e., α < 1 if Dirichlet priors were used, or
σs > 0 if sparsity-inducing posterior regularization
was used) for six of the ten corpora. The unambi-
guity bias was found to be beneficial (i.e., σu > 0)
for seven of the ten corpora. This implies the use-
fulness of both types of inductive biases in gram-
mar induction. For only one corpus, the English
CHILDES corpus, neither the sparsity bias nor the
unambiguity bias was found to be beneficial, proba-
bly because this corpus is a collection of child lan-
guage and the corresponding grammar might be less
sparse and more ambiguous than adult grammars.

6 Conclusion

In this paper we have described our participating
system for the dependency induction track of the
PASCAL Challenge on Grammar Induction. Our
system incorporates two types of inductive biases:
the sparsity bias and the unambiguity bias. The
sparsity bias favors a grammar with fewer gram-
mar rules. We employ two types of sparsity biases:
Dirichlet priors over grammar rule probabilities and
the sparsity-inducing posterior regularization. The
unambiguity bias favors a grammar that leads to un-
ambiguous parses, which is motivated by the obser-
vation that natural language is remarkably unam-
biguous in the sense that the number of plausible

108



Corpus Approach Parameters
Arabic Dir+UR maxlen = 20, valence = 4/4, back-off = 0.1, α = 10−5, σu = 0.75
Basque PR+UR maxlen = 10, valence = 3/3, back-off = 0.1, PR-AS, σs = 100, σu = 0
Czech Dir+UR maxlen = 10, valence = 3/3, back-off = 0.1, α = 1, σu = 1− 0.1× iter
Danish PR+UR maxlen = 20, valence = 2/1, back-off = 0.33, PR-AS, σs = 100, σu = 0.5
Dutch PR+UR maxlen = 10, valence = 3/3, back-off = 0, PR-S, σs = 140, σu = 0
English WSJ Dir+UR maxlen = 10, valence = 2/2, back-off = 0.33, α = 1, σu = 1− 0.01× iter
English CHILDES Dir+UR maxlen = 15, valence = 4/4, back-off = 0.1, α = 10, σu = 0
Portuguese PR+UR maxlen = 15, valence = 2/1, back-off = 0, PR-AS, σs = 140, σu = 0.5
Slovene PR+UR maxlen = 10, valence = 4/4, back-off = 0.1, PR-AS, σs = 140, σu = 0
Swedish Dir+UR maxlen = 10, valence = 4/4, back-off = 0.1, α = 1, σu = 1− 0.5× iter

Table 1: For each corpus, the approach and the parameters that we found to perform the best on the development set
and were hence used to learn the final grammar that produced the submitted predictions on the test set. In the second
column, “Dir+UR” denotes our approach of unambiguity regularization with Dirichlet priors, and “PR+UR” denotes
our approach of combined posterior regularization of sparsity and unambiguity. The parameters in the third column
are explained in the main text.

parses of a natural language sentence is very small.
We propose an approach named unambiguity regu-
larization to induce unambiguity based on the poste-
rior regularization framework. To combine Dirich-
let priors with unambiguity regularization, we de-
rive a mean-field variational inference algorithm. To
combine the sparsity-inducing posterior regulariza-
tion approach with unambiguity regularization, we
employ a simplistic approach that optimizes the two
regularization terms separately. We have also in-
troduced our implementation and training procedure
for the challenge. Our experimental results show
that both types of inductive biases are beneficial to
grammar induction.
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Mareček, David, 84
Modi, Ashutosh, 1
Muhonen, Kristiina, 8

Post, Matt, 23
Purtonen, Tanja, 8

Søgaard, Anders, 81
Spitkovsky, Valentin I., 16
Steedman, Mark, 96
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