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Abstract

Topic modelling is a popular approach to joint clus-
tering of documents and terms, e.g. via Latent
Dirichlet Allocation. The standard document repre-
sentation in topic modelling is a bag of unigrams,
ignoring both macro-level document structure and
micro-level constituent structure. In this talk, I
will discuss recent work on consolidating the micro-
level document representation with multiword ex-
pressions, and present experimental results which
demonstrate that linguistically-richer document rep-
resentations enhance topic modelling.
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