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Preface

This workshop is the first meeting to focus on the challenges that the machine translation (MT) and
summarization communities face in developing valid and useful evaluation measures. Our aim is to
bring these two communities together to learn from each other’s approaches.

Prior ACL workshops on evaluation have had as their central focus a core computational task (e.g.,
word sense disambiguation, parsing), a genre (e.g., dialogue, multi-modal interfaces), a computational
technique (e.g., unsupervised learning, finite state models), a resource (e.g., parallel texts, WordNet),
or a process (e.g., reading comprehension, question-answering). This workshop, in clear contrast, has
as its central focus the examination of evaluation measures, or ”meta-evaluation” as Dan Melamed has
noted.

The initial impetus for this workshop came at the biennial meeting of the Association for Machine
Translation in the Americas (AMTA) held at Georgetown University in September 2004, when the
following question arose in a discussion session: ”Why isn’t recall a part of MT evaluation the way that
it is for summarization evaluation?” Several of us continued this discussion afterwards and proposed to
convene together again more formally to address this question and other evaluation challenges that both
the MT and summarization communities have been tackling.

We wish to thank Bonnie Dorr and Ed Hovy, in particular, for their encouragement and contributions
in shaping the initial workshop proposal and the subsequent call for papers. Boyan Onyshkevych,
Barb Wheatley, Donna Harmon, and Judith Klavans also provided insightful comments in the proposal
writing phase of the workshop that helped guide and focus the topics we chose to address.

We also would like also to thank several others. Charles Wayne, Joe Olive, Donna Harmon, Hoa
Dang, Lori Buckland, and Chris Cieri were critical in helping make the datasets available to workshop
participants. Jason Eisner and Philipp Koehn, ACL publications chairs, provided us invaluable
assistance in preparing the proceedings.

Many thanks also to the Program Committee and additional reviewers who graciously spent time with a
short schedule to review submitted papers and provide valuable feedback. We have an exciting program
for which we thank the many authors who submitted their research papers.

Jade Goldstein, Alon Lavie, Chin-Yew Lin, Clare Voss
June 2005
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Excerpts from Call for Papers

This one-day workshop will focus on the challenges that the MT and summarization communities face
in developing valid and useful evaluation measures. Our aim is to bring these two communities together
to learn from each other’s approaches.

In the past few years, we have witnessed—in both MT and summarization evaluation—the innovation
of ngram-based intrinsic metrics that automatically score system-outputs against human-produced
reference documents (e.g., IBM’s BLEU and ISI/USC’s counterpart ROUGE). Similarly, there has
been renewed interest in user applications and task-based extrinsic measures in both communities (e.g.,
DUC’05 and TIDES’04). Most recently, evaluation efforts have tested for correlations to cross-validate
independently derived intrinsic and extrinsic assessments of system-outputs with each other and with
human judgments on output, such as accuracy and fluency.

The concrete questions that we hope to see addressed in this workshop include, but are not limited to:

• How adequately do intrinsic measures capture the variation between system-outputs and human-
generated reference documents (summaries or translations)? What methods exist for calibrating
and controlling the variation in linguistic complexity and content differences in input test-sets
and reference sets? How much variation exists within these constructed sets? How does that
variation affect different intrinsic measures? How many reference documents are needed for
effective scoring?

• How can intrinsic measures go beyond simple n-gram matching, to quantify the similarity
between system-output and human-references? What other features and weighting alternatives
lead to better metrics for both MT and summarization? How can intrinsic measures capture
fluency and adequacy? Which types of new intrinsic metrics are needed to adequately evaluate
non-extractive summaries and paraphrasing (e.g.,interlingual) translations?

• How effectively do extrinsic (or proxy extrinsic) measures capture the quality of system output,
as needed for downstream use in human tasks, such as triage (document relevance judgments),
extraction (factual question answering), and report writing; and in automated tasks, such as
filtering, information extraction, and question-answering? For example, when is an MT system
good enough that a summarization system benefits from the additional information available in
the MT output?

• How should metrics for MT and summarization be assessed and compared? What characteristics
should a good metric possess? When is one evaluation method better than another? What are
the most effective ways of assessing the correlation testing and statistical modeling that seek to
predict human task performance or human notions of output quality (e.g., fluency and adequacy)
from ”cheaper” automatic metrics? How reliable are human judgments?

Anyone with an interest in MT or summarization evaluation research or in issues pertaining to the
combination of MT and summarization is encouraged to participate in the workshop. We are looking
for research papers on the aforementioned topics, as well as position papers that identify limitations in
current approaches and describe promising future research directions.

To faciliate the comparison of different measures during the workshop, we will be making available data
sets in advance for workshop participants to test their approaches to evaluation. Although the shared
data sets are separated, we would encourage participants to apply their automatic metrics on both data
sets and report comparative results in the workshop.
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Shared Data Sets

Shared Data Set for MT Evaluation:

The shared data set consists of the 2003 TIDES MT-Eval Test Data for both Chinese-to-English and
Arabic-to-English MT. For each of these two language-pair data sets, the following is provided:

• The set of test sentences in the original source language (Chinese or Arabic)
• MT system output for the set of sentences for 7 different MT systems
• A collection of 4 reference translations (human translated) into English
• Human judgments of MT quality (adequacy and fluency) for the various MT system translations

of every sentence. Each sentence was judged by two subjects, each of which assigned both an
adequacy score and a fluency score, in the integer range of [1-5].

Shared Data Set for Summarization Evaluation:

The summarization shared data set consists of four years’ worth of data from past Document
Understanding Conferences (DUC) including:

• Documents
• Summaries, results, etc.

– Manually created summaries
– Automatically created baseline summaries
– Submitted summaries created by the participating groups’ systems
– Tables with the evaluation results
– Additional supporting data and software
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Abstract

This paper demonstrates the usefulness of sum-
maries in an extrinsic task of relevance judgment
based on a new method for measuring agree-
ment, Relevance-Prediction, which compares sub-
jects’ judgments on summaries with their own judg-
ments on full text documents. We demonstrate that,
because this measure is more reliable than previ-
ous gold-standard measures, we are able to make
stronger statistical statements about the benefits of
summarization. We found positive correlations be-
tween ROUGE scores and two different summary
types, where only weak or negative correlations
were found using other agreement measures. How-
ever, we show that ROUGE may be sensitive to the
choice of summarization style. We discuss the im-
portance of these results and the implications for fu-
ture summarization evaluations.

1 Introduction

People often prefer to read a summary of a text document,
e.g., news headlines, scientific abstracts, movie previews
and reviews, and meeting minutes. Correspondingly, the
explosion of online textual material has prompted ad-
vanced research in document summarization. Although
researchers have demonstrated that users can read sum-
maries faster than full text (Mani et al., 2002) with some
loss of accuracy, researchers have found it difficult to
draw strong conclusions about the usefulness of summa-
rization due to the low level of interannotator agreement
in the gold standards that they have used. Definitive con-
clusions about the usefulness of summaries would pro-
vide justification for continued research and development
of new summarization methods.

To investigate the question of whether text summariza-
tion is useful in an extrinsic task, we examined human
performance in a relevance assessment task using a hu-
man textsurrogate(i.e. text intended to stand in the place

of a document). We use single-document English sum-
maries as these are sufficient for investigating task-based
usefulness, although more elaborate surrogates are possi-
ble, e.g., those that span more than one document (Radev
and McKeown, 1998; Mani and Bloedorn, 1998).

The next section motivates the need for develop-
ing a new framework for measuring task-based useful-
ness. Section 3 presents a novel extrinsic measure called
Relevance-Prediction. Section 4 demonstrates that this is
a more reliable measure than that of previous gold stan-
dard methods, e.g., theLDC-Agreementmethod used for
SUMMAC-style evaluations, and that this reliability al-
lows us to make stronger statistical statements about the
benefits of summarization. We expect these findings to
be important for future summarization evaluations.

Section 5 presents the results of correlation between
task usefulness and the Recall Oriented Understudy for
Gisting Evaluation (ROUGE) metric (Lin and Hovy,
2003).1 While we show that ROUGE correlates with task
usefulness (using our Relevance-Prediction measure), we
detect a slight difference between informative,extractive
headlines (containing words from the full document) and
less informative,non-extractive“eye-catchers” (contain-
ing words that might not appear in the full document, and
intended to entice a reader to read the entire document).

Section 6 further highlights the importance of this
point and discusses the implications for automatic eval-
uation of non-extractive summaries. To evaluate non-
extractive summaries reliably, an automatic measure may
require knowledge of sophisticated meaning units.2 It is
our hope that the conclusions drawn herein will prompt
investigation into more sophisticated automatic metrics
as researchers shift their focus to non-extractive sum-
maries.

1ROUGE has been previously used as the primary automatic
evaluation metric by NIST in the 2003 and 2004 DUC Evalua-
tions.

2The content unitsproposed in recent methods (Nenkova
and Passonneau, 2004) are a first step in this direction.
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2 Background

In the past, assessments of usefulness involved a wide
range of both intrinsic and extrinsic (task-based) mea-
sures (Sparck-Jones and Gallier, 1996). Intrinsic evalu-
ations focus on coherence and informativeness (Jing et
al., 1998) and often involve quality comparisons between
automatic summaries and reference summaries that are
pre-determined to be of high quality. Human intrinsic
measures determine quality by assessing document accu-
racy, fluency, and clarity. Automatic intrinsic measures
such as ROUGE use n-gram scoring to produce rankings
of summarization methods.

Extrinsic evaluations concentrate on the use of sum-
maries in a specific task, e.g., executing instructions, in-
formation retrieval, question answering, and relevance
assessments (Mani, 2001). In relevance assessments, a
user reads a topic or event description and judges rele-
vance of a document to the topic/event based solely on its
summary.3 These have been used in many large-scale ex-
trinsic evaluations, e.g., SUMMAC (Mani et al., 2002)
and the Document Understanding Conference (DUC)
(Harman and Over, 2004). The task chosen for such eval-
uations must support a very high degree of interannota-
tor agreement, i.e., consistent relevance decisions across
subjects with respect to a predefinedgold standard.

Unfortunately, a consistent gold standard has not yet
been reported. For example, in two previous studies
(Mani, 2001; Tombros and Sanderson, 1998), users’
judgments were compared to “gold standard judgments”
produced by members of the University of Pennsylva-
nia’s Linguistic Data Consortium. Although these judg-
ments were supposed to represent thecorrect relevance
judgments for each of the documents associated with an
event, both studies reported that annotators’ judgments
varied greatly and that this was a significant issue for the
evaluations. In the SUMMAC experiments, the Kappa
score (Carletta, 1996; Eugenio and Glass, 2004) for in-
terannotator agreement was reported to be 0.38 (Mani et
al., 2002). In fact, large variations have been found in the
initial summary scoring of an individual participant and a
subsequent scoring that occurs a few weeks later (Mani,
2001; van Halteren and Teufel, 2003).

This paper attempts to overcome the problem of in-
terannotator inconsistency by measuring summary effec-
tiveness in an extrinsic task using a much more consistent
form of user judgment instead of a gold standard. Us-
ing Relevance-Prediction increases the confidence in our
results and strengthens the statistical statements we can
make about the benefits of summarization.

The next section describes an alternative approach to
measuring task-based usefulness, where the usage of ex-
ternal judgments as a gold standard is replaced by the

3A topic is an event or activity, along with all directly re-
lated events and activities. An event is something that happens
at some specific time and place, and the unavoidable conse-
quences.

user’s own decisions on the full text. Following the lead
of earlier evaluations (Oka and Ueda, 2000; Mani et al.,
2002; Sakai and Sparck-Jones, 2001), we focus on rele-
vance assessment as our extrinsic task.

3 Evaluation of Usefulness of Summaries

We define a new extrinsic measure of task-based useful-
ness calledRelevance-Prediction, where we compare a
summary-based decision to the subject’s own full-text de-
cision rather than to a different subject’s decision. Our
findings differ from that of the SUMMAC results (Mani
et al., 2002) in that using Relevance-Prediction as an al-
ternative to comparision to a gold standard is a more re-
alistic agreement measure for assessing usefulness in a
relevance assessment task. For example, users perform-
ing browsing tasks must examine document surrogates,
but open the full-text only if they expect the document to
be interesting to them. They are not trying to decide if
the document will be interesting to someone else.

To determine the usefulness of summarization, we fo-
cus on two questions:

• Can users make judgments on summaries that are
consistent with their full-text judgments?

• Can users make judgments on summaries more
quickly than on full document text?

First we describe the Relevance-Prediction measure for
determining whether users can make accurate judgments
with a summary. Following this, we describe our exper-
iments and results using this measure, including the tim-
ing results of summaries compared to full documents.

3.1 Relevance-Prediction Measure

To answer the first question above, we define a mea-
sure calledRelevance-Prediction, where subjects build
their own “gold standard” based on the full-text docu-
ments. Agreement is measured by comparing subjects’
surrogate-based judgments against their own judgments
on the corresponding texts. The subject’s judgment is as-
signed a value of1 if his/her surrogate judgment is the
same as the corresponding full-text judgment, and0 oth-
erwise. These values were summed over all judgments
for a surrogate type and were divided by the total num-
ber of judgments for that surrogate type to determine the
effectiveness of the associated summary method.

Formally, given a summary/document pair(s, d), if
subjects make the same judgment ons that they did on
d, we sayj(s, d) = 1. If subjects change their judg-
ment betweens andd, we sayj(s, d) = 0. Given a set
of summary/document pairsDSi associated with eventi,
the Relevance-Prediction score is computed as follows:

Relevance-Prediction(i) =

∑
s,d∈DSi j(s, d)
|DSi|

This approach provides a more reliable comparison
mechanism than gold standard judgments provided by

2



other individuals. Specifically, Relevance-Prediction is
more helpful in illuminating the usefulness of summaries
for a real-world scenario, e.g., a browsing environment,
where credit is given when an individual subject would
choose (or reject) a document under both conditions. To
our knowledge, this subject-driven approach to testing
usefulness has never before been used.

3.2 Experiment Design

Ten human subjects were recruited to evaluate full-text
documents and two summary types.4 The original text
documents were taken from the Topic Detection and
Tracking 3 (TDT-3) corpus (Allan et al., 1999) which
contains news stories and headlines, topic and event de-
scriptions, and a mapping between news stories and their
related topic and/or events. Although the TDT-3 collec-
tion contains transcribed speech documents, our investi-
gation was restricted to documents that were originally
text, i.e., newspaper or newswire, not broadcast news.

For our experiment we selected three distinct events
and related document sets5 from TDT-3. For each event,
the subjects were given a description of the event (writ-
ten by LDC) and then asked to judge relevance of a set
of 20 documents associated with that event (using three
different presentation types to be discussed below).

The events used from the TDT data set were events
from world news occurring in 1998. It is possible that
the subjects had some prior knowledge about the events,
yet we believe that this would not affect their ability to
complete the task. Subjects’ background knowledge of an
event can also make this task more similar to real-world
browsing tasks, in which subjects are often familiar with
the event or topic they are searching for.

The 20 documents were retrieved by a search engine.
We used a constrained subset where exactly half (10)
were judged relevant by the LDC annotators. Because all
20 documents were somewhat similar to the event, this
approach ensured that our task would be more difficult
than it would be if we had chosen documents from com-
pletely unrelated events (where the choice of relevance
would be obvious even from a poorly written summary).

Each document was pre-annotated with the headline
associated with the original newswire source. These
headlines were used as the first summary type. We re-
fer to them as HEAD (Headline Surrogate). The average
length of the HEAD surrogates was 53 characters. In ad-
dition, we commissioned human-generated summaries6

of each document as the second summary type; we refer

4We required all human subjects to be native-English speak-
ers to ensure that the accuracy of judgments was not degraded
by language barriers.

5The three event and related document sets contained
enough data points to achieve statistically significant results.

6The human summarizers were instructed to create a sum-
mary no greater than 75 characters for each specified full text
document. The summaries were not compared for writing style
or quality.

to this as HUM (Human Surrogate). The average length
of the HUM surrogates was 72 characters. Although nei-
ther of these summaries was produced automatically, our
experiment allowed us to focus on the question of sum-
mary usefulness and to learn about the differences in pre-
sentation style as a first step toward experimentation with
the output of automatic summarization systems.

Two main factors were measured: (1) differences
in judgments for the three presentation types (HEAD,
HUM, and the full-text document) and (2) judgment time.
Each subject made a total of 60 judgments for each pre-
sentation type since there were 3 distinct events and 20
documents per event. To facilitate the analysis of the data,
the subjects’ judgments were constrained to two possibil-
ities, relevantor not relevant.7

Although the HEAD and HUM surrogates were both
produced by humans, they differed in style. The HEAD
surrogates were shorter than the HUM surrogates by
26%. Many of these were “eye-catchers” designed to en-
tice the reader to examine the entire document (i.e., pur-
chase the newspaper); that is, the HEAD surrogates were
not intended to stand in the place of the full document.
By contrast, the writers of the HUM surrogates were in-
structed to write text that conveyed what happened in the
full document. We observed that the HUM surrogates
used more words and phrases extracted from the full doc-
uments than the HEAD surrogates.

Experiments were conducted using a web browser (In-
ternet Explorer) on a PC in the presence of the experi-
menter. Subjects were given written and verbal instruc-
tions for completing their task and were asked to make
relevance judgments on a practice event set. The judg-
ments from the practice event set were not included in
our experimental results or used in our analyses. The
written instructions were given to aid subjects in deter-
mining requirements for relevance. For example, in an
Election event documents describing new people in of-
fice, new public officials, change in governments or par-
liaments were suggested as evidence for relevance.

Each of the ten subjects made judgments on 20 doc-
uments for each of three different events. After reading
each document or summary, the subjects clicked on a ra-
dio button corresponding to their judgment and clicked
a submitbutton to move to the next document descrip-
tion. Subjects were not allowed to move to the next sum-
mary/document until a valid selection was made. No
backing up was allowed. Judgment time was computed
as the number of seconds it took the subject to read the
full text document or surrogate, comprehend it, compare
it to the event description, and make a judgment (timed
up until the subject clicked thesubmitbutton).

7If we allowed subjects to make additional judgments such
assomewhat relevant, this could possibly encourage subjects to
always choose this when they were the least bit unsure. Previ-
ous experiments indicate that this additional selection method
may increase the level of variability in judgments (Zajic et al.,
2004).
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3.3 Order of Document/Surrogate Presentation

One concern with our evaluation methodology was the
issue of possible memory effects or priming: if the same
subjects saw a summary and a full document about the
same event, their answers might be tainted. Thus, prior to
the full experiment, we conducted pre-experiments (us-
ing 4 participants) with an extreme form of influence: we
presented the summary and full text in immediate suc-
cession. In these experiments, we compared two docu-
ment presentation approaches, termed “Drill Down” and
“Complete Set.” In the “Drill Down” document presen-
tation approach all three presentation types were shown
for each document, in sequence: first a single HEAD sur-
rogate, followed by the corresponding HUM surrogate,
followed by the full text document. This process was re-
peated 10 times.

In the “Complete Set” document-presentation ap-
proach we presented the complete set of documents us-
ing one surrogate type, followed by the complete set us-
ing another surrogate type, and so on. That is, the 10
HEAD surrogates were displayed all at once, followed
by the corresponding 10 HUM surrogates, followed by
the corresponding 10 full-text documents.

The results indicated that there was almost no effect
between the two document-presentation approaches. The
performance varied only slightly and neither approach
consistently allowed subjects to perform better than the
other. Therefore, we determined that the subjects were
not associating a given summary with its corresponding
full-text documents. This may be due, in part, to the fact
that all 20 documents were related to the event—and ac-
cording to the LDC relevance judgments half of these
were actually about the same event.

Given that the variations were insignificant in these
pre-experiments, we selected only the Complete-Set ap-
proach (no Drill-Down) for the full experiment. How-
ever, we still needed to vary the ordering for the two sur-
rogate presentation types associated with each full-text
document. Thus, each 20-document set was divided in
half for each subject. In the first half, the subject saw the
first 10 documents as: (1) HEAD surrogates, then HUM
surrogates and then the full-text document; or (2) HUM
surrogates, then HEAD surrogates, and then the full-text
document. In the second half, the subject saw the alter-
native ordering, e.g., if a subject saw HEAD surrogates
before HUM surrogates in the first half, he/she saw the
HUM surrogates before HEAD surrogates for the sec-
ond half. Either way, the full-text document was always
shown last so as not to introduce judgment effects asso-
ciated with reading the entire document before either sur-
rogate type.

In addition to varying the ordering for the surrogate
type, the ordering of the surrogates and full documents
within the events were also varied. The subjects were
grouped in pairs, and each pair viewed the surrogates and
documents in a different order than the other pairs.

3.4 Experimental Hypotheses

We hypothesized that the summaries would allow sub-
jects to achieve a Relevance-Prediction rate of 70–90%.
Since these summaries were significantly shorter than the
original document text, we expected that the rate would
not be 100% compared to the judgments made on the full
document text. However, we expected higher than a 50%
ratio, i.e., higher than that of random judgments on all of
the surrogates. We also expected high performance be-
cause the meaning of the original document text is best
preserved when written by a human (Mani, 2001).

A second hypothesis is that the HEAD surrogates
would yield a significantly lower agreement rate than that
of the HUM surrogates. Our commissioned HUM surro-
gates were written to stand in place of the full document,
whereas the HEAD surrogates were written to catch a
reader’s interest. This suggests that the HEAD surrogates
might not provide as informative a description of the orig-
inal documents as the HUM surrogates.

We also tested a third hypothesis: that our Relevance-
Prediction measure would be more reliable than that of
the LDC-Agreementmethod used for SUMMAC-style
evaluations (thus providing a more stable framework for
evaluating summarization techniques). LDC-Agreement
compares a subject’s judgment on a surrogate or full text
against the “correct” judgments as assigned by the TDT
corpus annotators (Linguistic Data Consortium 2001).

Finally, we tested the hypothesis that using a text sum-
mary for judging relevance would take considerably less
time than using the corresponding full-text document.

4 Experimental Results

Table 1 shows the subjects’ judgments using both
Relevance-Prediction and LDC-Agreement for each of
three events. Using our Relevance-Prediction measure,
the HUM surrogates yield averages between 79% and
86%, with an overall average of 81%, thus confirming
our first hypothesis.

However, we failed to confirm our second hypothe-
sis. The HEAD Relevance-Prediction rates were between
71% and 82%, with an overall average of 76%, which
was lower than the rates for HUM, but the difference
was not statistically significant. It appeared that subjects
were able to make consistent relevance decisions from the
non-extractive HEAD surrogates, even though these were
shorter and less informative than the HUM surrogates.

A closer look reveals that the HEAD summaries some-
times contained enough information to judge relevance,
yielding almost the same number of true positives (and
true negatives) as the HUM summaries. For example, a
document about the formation of a coalition government
to avoid violence in Cambodia has the HEAD surrogate
Cambodians hope new government can avoid past mis-
takes. By contrast, the HUM surrogate for this same event
wasRival parties to form a coalition government to avoid
violence in Cambodia. Although the HEAD surrogate
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Surrogate EVENT 1 EVENT 2 EVENT 3 Overall Avg Avg Time
LDC RP LDC RP LDC RP LDC RP (seconds)

HEAD 67% 76% 66% 71% 70% 82% 67% 76% 4.60
HUM 69% 80% 73% 86% 62% 79% 68% 81% 4.57
DOC — — — — — — — — 13.38

Table 1: Relevance-Prediction (RP) and LDC-Agreement (LDC) Rates for HEAD and HUM Surrogates for each Event

uses words that do not appear in the original document
(hopeandmistakes), the subject may infer the relevance
of this surrogate by relatinghopeto the notion of forming
a coalition government andmistakesto violence.

On the other hand, we found that the lower degree of
informativeness of HEAD surrogates gave rise to over
50% more false negatives than the HUM summaries. This
statistically significant difference will be discussed fur-
ther in Section 6.

As for our third hypothesis, Table 1 illustrates a
substantial difference between the two agreement mea-
sures. For each of the three events, the Relevance-
Prediction rate is at least five percent higher than that
of the LDC-Agreement approach, with an average of
8.8% increase for the HEAD summary and a 13.3% aver-
age increase for the HUM summary. The average rates
across events show a statistically significant difference
between LDC-Agreement and Relevance-Prediction for
both HUM summaries with p<0.01 and HEAD sum-
maries with p<0.05. This significance was determined
through use of a single factor ANOVA statistical analysis.
The higher Relevance-Prediction rate supports our state-
ment that this approach provides a more stable framework
for evaluating different summarization techniques.

Finally, the average timing results shown in Table 1
confirm our fourth hypothesis. The subjects took 4-5 sec-
onds (on average) to make judgments on both the HEAD
and HUM summaries, as compared to about 13.4 seconds
to make judgments on full text documents. This shows
that it takes subjects almost 3 times longer to make judg-
ments on full text documents as it took to make judgments
on the summaries (HEAD and HUM). This finding is not
surprising since text summaries are an order of magnitude
shorter than full-text documents.

5 Correlation with Intrinsic Evaluation
Metric: ROUGE

We now turn to the task of correlating our extrinsic task
performance with scores produced by an intrinsic evalu-
ation measure. We used the Recall Oriented Understudy
for Gisting Evaluation (ROUGE) metric version 1.2.1. In
previous studies (Dorr et al., 2004) ROUGE was shown
to have a very low correlation with the LDC-Agreement
measurement results of the extrinsic task. This was at-
tributed to low interannotator agreement in the gold stan-
dard. Our goal was to test whether our new Relevance-
Prediction technique would allow us to induce higher cor-
relations with ROUGE.

5.1 Extrinsic Agreement Data

To reduce the effect of outliers on the correlation between
ROUGE and the human judgments, we averaged over all
judgments for each subject (20 judgments× 3 events) to
produce 60 data points. These data points were then par-
titioned into either 1, 2, or 4 partitions of equal size. (Par-
titions of size four have 15 data points, partitions of size
two have 30 data points, and partitions of size one have
60 data points per subject—or a total of 600 datapoints
across all 10 subjects). To ensure that the correlation did
not depend on a specific partition, we repeated this same
process using 10,000 different (randomly generated) par-
titions for each of the three partition sizes.

Partitioned data points of size four provided a high de-
gree of noise reduction without compromising the size
of the data set (15 points). Larger partition sizes would
result in too few data points and compromise the statis-
tical significance of our correlation results. In order to
show the variation within a single partition, we used the
partitioning of size 4 with the smallest mean square er-
ror on the human headline compared to the other parti-
tionings as a representative partition. For this represen-
tative partitioning, the individual data points P1–P15 of
that partition are shown for each of the two agreement
measures in Tables 2 and 3. This shows that, across parti-
tions, the maximum and minimum Relevance-Prediction
rates for HEAD (93% and 60%) are higher than the cor-
responding LDC-Agreement rates (85% and 50%). The
same trend is seen with the HUM surrogates: Relevance-
Prediction maximum of 98%, minimum of 68%; and
LDC-Agreement maximum 88%, minimum of 55%.

5.2 Intrinsic ROUGE Score

To correlate the partitioned agreement scores above with
our intrinsic measure, we first ran ROUGE on all 120 sur-
rogates in our experiment (i.e., the HUM and HEAD sur-
rogates for each of the 60 event/document pairs) and then
averaged the ROUGE scores for all surrogates belong-
ing to the same partitions (for each of the three partition
sizes). These partitioned ROUGE values were then used
for detecting correlations with the corresponding parti-
tioned agreement scores described above.

Table 4 shows the ROUGE scores, based on 3 ref-
erence summaries per document, for partitions P1–P15
used in the previous tables.8 For brevity, we include

8We commissioned a total of 180 human-generated refer-
ence summaries (3 for each of 60 documents) (in addition to
the human generated summaries used in the experiment).
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Surrogate P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15
HEAD 80% 80% 85% 70% 73% 60% 80% 75% 60% 75% 88% 68% 80% 93% 83%
HUM 83% 88% 85% 68% 75% 75% 93% 75% 98% 90% 75% 70% 80% 90% 78%

Table 2: Relevance-Prediction Rates for HEAD and HUM Surrogates (Representative Partition of Size 4)

Surrogate P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15
HEAD 70% 73% 85% 70% 63% 60% 60% 85% 50% 73% 70% 78% 65% 63% 73%
HUM 68% 75% 58% 68% 75% 70% 68% 80% 88% 58% 63% 55% 55% 60% 78%

Table 3: LDC-Agreement Rates for HEAD and HUM Surrogates (Representative Partition of Size 4)

Surrogate P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15 Avg
HEAD .10 .23 .13 .27 .20 .24 .26 .22 .13 .08 .30 .16 .26 .27 .30 .211
HUM .16 .22 .17 .23 .19 .36 .39 .29 .28 .25 .37 .22 .22 .39 .27 .269

Table 4: Average Rouge-1 Scores for HEAD and HUM Surrogates (Representative Partition of Size 4)

only ROUGE 1-gram measurement (R1).9 The ROUGE
scores for HEAD surrogates were slightly lower than
those for HUM surrogates. This is consistent with
our statements earlier about the difference between non-
extractive “eye-catchers” and informative headlines. Be-
cause ROUGE measures whether a particular summary
has the same words (or n-grams) as a reference summary,
a more constrained choice of words (as found in the ex-
tractive HUM surrogates) makes it more likely that the
summary would match the reference.

A summary in which the word choice is less
constrained—as in the non-extractive HEAD
surrogates—is less likely to share n-grams with the
reference. Thus, we may see non-extractive summaries
that have almost identical meanings, but very different
words. This raises the concern that ROUGE may be
sensitive to the style of summarization that is used.
Section 6 discusses this point further.

5.3 Intrinsic and Extrinsic Correlation

To test whether ROUGE correlates more highly with
Relevance-Prediction than with LDC-Agreement, we cal-
culated the correlation for the results of both techniques
using Pearson’sr (Siegel and Castellan, 1988):∑n

i=1(ri − r̄)(si − s̄)√∑n
i=1(ri − r̄)2

√∑n
i=1(si − s̄)2

whereri is the ROUGE score of surrogatei, r̄ is the av-
erage ROUGE score of all data points,si is the agree-
ment score of summaryi (using Relevance-Prediction or
LDC-Agreement), and̄s is the average agreement score.
Pearson’s statistics is commonly used in summarization
and machine translation evaluation, see e.g. (Lin, 2004;
Lin and Och, 2004).

As one might expect, there is some variability in the
correlation between ROUGE and human judgments for

9We also computed ROUGE 2-gram, ROUGE L and
ROUGE W, but the trend for these did not differ from ROUGE-
1.

Figure 1: Distribution of the Correlation Variation for
Relevance-Prediction on HEAD and HUM

the different partitions. However, the boxplots for both
HEAD and HUM indicate that the first and third quartile
were relatively close to the median (see Figure 1).

Table 5 shows the Pearson Correlations with ROUGE-
1 using Relevance-Prediction and LDC-Agreement. For
Relevance-Prediction, we observed a positive correlation
for both surrogate types, with a slightly higher corre-
lation for HEAD than HUM. For LDC-Agreement, we
observed no correlation (or a minimally negative one)
with ROUGE-1 scores, for both the HEAD and HUM
surrogates. The highest correlation was observed for
Relevance-Prediction on HEAD.

We conclude that ROUGE correlates more highly with
the Relevance-Prediction measurement than the LDC-
Agreement measurement, although we should add that
none of the correlations in Table 5 were statistically sig-
nificant atp < 0.05. The low LDC-Agreement scores are
consistent with previous studies where poor correlations
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Surrogate P = 1 P = 2 P = 4
HEAD (RP) 0.1270 0.1943 0.3140
HUM (RP) 0.0632 0.1096 0.1391
HEAD (LDC) -0.0968 -0.0660 -0.0099
HUM (LDC) -0.0395 -0.0236 -0.0187

Table 5: Pearson Correlations with ROUGE-1 for
Relevance-Prediction (RP) and LDC-Agreement (LDC),
where Partition size (P) = 1, 2, and 4

were attributed to low interannotator agreement rates.

6 Discussion

Our results suggest that ROUGE may be sensitive to the
style of summarization that is used. As we observed
above, many of the HEAD surrogates were not actually
summaries of the full text, but were eye-catchers. Of-
ten, these surrogates did not allow the subject to judge
relevance correctly, resulting in lower agreement. In ad-
dition, these same surrogates often did not use a high per-
centage of words that were actually from the story, result-
ing in low ROUGE scores. (We noticed that most words
in the HUM surrogates appeared in the corresponding
stories.) There were three consequences of this difference
between HEAD and HUM: (1) The rate of agreement was
lower for HEAD than for HUM; (2) The average ROUGE
score was lower for HEAD than for HUM; and (3) The
correlation of ROUGE scores with agreement was higher
for HEAD than for HUM.

A further analysis supports the (somewhat counterin-
tuitive) third point above. Although the ROUGE scores
of true positives (and true negatives) were significantly
lower for HEAD surrogates (0.2127 and 0.2162) than
for HUM surrogates (0.2696 and 0.2715), the number of
false negatives was substantially higher for HEAD sur-
rogates than for HUM surrogates. These cases corre-
sponded to much lower ROUGE scores for HEAD sur-
rogates (0.1996) than for HUM (0.2586) surrogates.

A summary of this analysis is given in Table 6, where
true positives and negatives are indicated by Rel/Rel
and NonRel/NonRel, respectively, and false positives and
negatives are indicated by Rel/NonRel and NonRel/Rel,
respectively.10 The numbers in parentheses after each
ROUGE score refer to the standard deviation for that

10We also included (average) elapsed times for summary
judgments in each of the four categories. One might expect a
“relevant” judgment to be much quicker than a “non-relevant”
judgment (since the latter might require reading the full sum-
mary). However, it turned out non-relevant judgments did not
always take longer. In fact, the NonRel/NonRel cases took con-
siderably less time than the Rel/Rel and Rel/NonRel cases. On
the other hand, the NonRel/Rel cases took considerably more
time—almost as much time as reading the full text documents—
an indication that the subjects may have re-read the summary a
number of times, perhaps vacillating back and forth. Still, the
overall time savings was significant, given that the vast major-
ity of the non-relevant judgments were in the NonRel/NonRel
category.

score. This was computed as follows:

Std .-Dev . =

√∑N
i=1(xi − x̄)2

N

whereN is the number of surrogates in a particular judg-
ment category (e.g.,N = 245 for the HEAD-based Non-
Rel/Rel judgments),xi is the ROUGE score for theith

surrogate, and̄r is the average of all ROUGE scores in
that category.

Although there were very few false positives (less than
6% for both HEAD and HUM), the number of false nega-
tives (NonRel/Rel) was particularly high for HEAD (50%
higher than for HUM). This difference was statistically
significant at p<0.01 using the t-test. The large number
of false negatives with HEAD may be attributed to the
eye-catching nature of these surrogates. A subject may
be misled into thinking that this surrogate is not related
to an event because the surrogate does not contain words
from the event description and is too broad for the subject
to extract definitive information (e.g., the surrogateThere
he goes again!). Because the false negatives were associ-
ated with the lowest average ROUGE score (0.1996), we
speculate that, if a correlation exists between Relevance-
Prediction and ROUGE, the false negatives may be a ma-
jor contributing factor.

Based on this experiment, we conjecture that ROUGE
may not be a good method for measuring the useful-
ness of summaries when the summaries are not extrac-
tive. That is, if someone intentionally writes summaries
that contain different words than the story, the summaries
will also likely contain different words than a reference
summary, resulting in low ROUGE scores. However,
the summaries, if well-written, could still result in high
agreement with the judgments made on the full text.

7 Conclusion

We have shown that two types of human summaries,
HEAD and HUM, can be useful for relevance assessment
in that they help a user achieve 70-85% agreement in rel-
evance judgments. We observed a 65% reduction in judg-
ment time between full texts and summaries. These find-
ings are important in that they establish the usefulness
of summarization and they support research and devel-
opment of additional summarization methods, including
automatic methods.

We introduced a new method for measuring agree-
ment, Relevance-Prediction, which takes a subject’s
full-text judgment as the standard against which the
same subject’s summary judgment is measured. Be-
cause Relevance-Prediction was more reliable than LDC-
Agreement judgments, we encourage others to use this
measure in future summarization evaluations.

Using this new method, we were able to find positive
correlations between relevance assessments and ROUGE
scores for HUM and HEAD surrogates, where only
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Judgment HEAD HUM
(Surr/Doc) Raw R1-Avg Avg Time Raw R1-Avg Avg Time
Rel/Rel 211 (35%) 0.2127 (±0.120) 4.6 251 (42%) 0.2696 (±0.130) 4.2
Rel/NonRel 27 (5%) 0.2115 (±0.110) 7.1 35 (6%) 0.2725 (±0.131) 4.6
NonRel/Rel 117 (19%) 0.1996 (±0.127) 8.5 77 (13%) 0.2586 (±0.120) 13.8
NonRel/NonRel 245 (41%) 0.2162 (±0.126) 2.5 237 (39%) 0.2715 (±0.131) 1.9
TOTAL 600 (100%) 0.2115 (±0.124) 4.6 600 (100%) 0.2691 (±0.129) 4.6

Table 6: Subjects’ Judgments and Corresponding Average ROUGE 1 Scores

negative correlations were found using LDC-Agreement
scores. We found that both the Relevance-Prediction and
the ROUGE-1 scores were higher for human-generated
summaries than for the original headlines. It appears
that most of the difference is induced by surrogates that
are eye-catchers (rather than true summaries), where both
agreement and ROUGE scores are low.

Our future work will include further experimentation
with automatic summarization methods to determine the
level of Relevance-Prediction. We aim to determine how
well automatic summarizers help users complete tasks,
and to investigate which automatic summarizers perform
better than others. We also plan to test for correlations
between ROUGE and human task performance with auto-
matic summaries, to further investigate whether ROUGE
is a good predictor of human task performance.
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Abstract

We address the issue of human subjec-
tivity when authoring summaries, aiming
at a simple, robust evaluation of machine
generated summaries. Applying a cross
comprehension test on human authored
short summaries from broadcast news, the
level of subjectivity is gauged among four
authors. The instruction set is simple,
thus there is enough room for subjectiv-
ity. However the approach is robust be-
cause the test does not use the absolute
score, relying instead on relative compar-
ison, effectively alleviating the subjectiv-
ity. Finally we illustrate the application of
the above scheme when evaluating the in-
formativeness of machine generated sum-
maries.

1 Introduction

Subjectivity plays an important role when remov-
ing the unwanted or redundant information for sum-
marising a document. Human beings tend to dis-
agree on what should be a ‘one good summary’
(Mani, 2001). This is probably because every indi-
vidual, whilst arriving at a summary, looks at things
from a different perspective. Guided by various
factors such as educational background, profession,
personal interests and experience, an individual de-
cides whether a certain aspect is worth being in-
cluded in a summary. What might seem relevant
to one person could be deemed redundant by an-
other when reading the same story, thus account-
ing for more than one ‘correct’ summary. The is-
sue of subjectivity gains prominence as the compres-
sion ratio increases, i.e., the shorter the summary, the

larger the number of ‘correct’ summaries (Lin and
Hovy, 2003b). This is due to the fact that assimila-
tion of seemingly important contents takes priority
while discarding the redundant information. This is
a highly subjective aspect.

Although the subjectivity reflects individual’s
thoughts, there will also be some information com-
monly observed in different summaries of the same
story. Stated otherwise, words in a summary may
vary, phrases may vary, and often the grammatical
structure may not be the same, but a certain degree
of information may be common across summaries.
To what degree is information uniform across dif-
ferent summaries? How much subjectivity is there?
How do we account for similar information stated
using different words, expressions, or grammatical
structure when comparing summaries? How does
this help when gauging the informativeness? Does
the subjectivity cause any adverse effects when eval-
uating summaries? It is these questions that we aim
to address in this paper.

Let us assume that the atomic facts of a summary
account for its relevance. Then, a simple question
that elicits any one of these atomic facts represents
a benchmark for assessing its informativeness. We
wish to evaluate the quality of a summary in terms of
atomic facts commonly observed in-, or subjectively
discarded from, assorted human authored short sum-
maries. In our quest to quantify the subjectivity, we
devise a cross comprehension test along the lines
of (Hirschmann et al., 1999) for extracting atomic
contents. The comprehension test is modelled on
a question-answer style framework. ‘Crossing’ the
model turns out to be an effective scheme for mea-
suring the divergence among multiple summaries.
Questions are prepared by the subject who wrote
the original summary (Section 3). Their answers
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should be derived by reading the summary alone.
Summary-questionnaire pairs are then swapped in
such a way that any summary is paired with ques-
tions written by other subjects (Section 4). The num-
ber of questions that cannot be answered by reading
the summary accounts for the subjectiveness of the
author (Section 5). Finally, we address how the cross
comprehension test can be used for evaluating ma-
chine generated summaries (Section 6).

2 Related Works

There have been a number of studies concerned with
collating and analysing of human authored sum-
maries, with the aim of producing and evaluating
machine generated summaries. A phrase weighting
process called the ‘pyramid method’ was described
in (Nenkova and Passonneau, 2004). They exploited
the frequency of the same (similar) information that
was in multiple summaries of the same story. It was
referred to as a summarisation content unit (SCU).
Increasing stability of pyramid scores was observed
as the pyramid grew larger. The authors concluded,
however, that the initial creation of the pyramid was
a tedious task because a large number of SCUs had
to be hand annotated.

In (Van Halteren and Teufel, 2003), the co-
occurrence of atomic information elements, called
factoids, was examined whilst analysing 50 different
summaries of two stories. A candidate summary was
compared with the reference using factoids in or-
der to measure the informativeness. The authors ob-
served that from a wide selection of factoids only a
small number were included in all summaries. From
a pool of factoids, approximately 30% were taken to
build a consensus summary that could be used as a
‘gold standard’.

Summary evaluation has been recognised as a
sensitive, non-trivial task. In (Radev and Tam, 2003)
the relative utility was calculated based on a signif-
icance ranking assigned to each sentence. A word
network based summary evaluation scheme was pro-
posed in (Hori et al., 2003), where the accuracy was
weighted by the posterior probability of the manual
summaries in the network. Significantly, they sur-
mised the independence of their criterion from the
variations in hand summaries.

A regression analysis was performed in (Hiro-

hata et al., 2005) and concluded that objective eval-
uations were more effective than subjective ap-
proaches. Although their experiments were con-
cerned with presentation speech, the results do have
a universal appeal.

Another notable development in the field is the
� -gram co-occurrence matching technique as pro-
posed in (Lin and Hovy, 2003a). Their tool, ROUGE,
compares the number of � -gram matches between a
reference and a machine generated summary. Re-
cently, ROUGE was piloted for evaluation of sum-
maries from newspaper/newswire articles (Over and
Yen, 2004). ROUGE simulated the manual evalua-
tion well for that task, although it is still unclear how
closely it well to other tasks.

To some extent, the work described in this paper
is close to that of (Nenkova and Passonneau, 2004)
and (Van Halteren and Teufel, 2003). We analyse
human authored summaries associating human sub-
jectivity with their unique interpretation of stories.
We consider their effect when evaluating machine
generated summaries.

3 Production of Human Authored Short
Summaries

Our aim is to investigate an effective, robust ap-
proach to summary evaluation. In this paper, we
identify and quantify the aspect of human subjec-
tivity while authoring short summaries. To this end,
four subjects produced a short summary (approxi-
mately 100 characters, or 15 words) for broadcast
news stories given a simple instruction set. This
summary is referred to as a ‘one line’ summary be-
cause it corresponds approximately to the average
sentence length for this data set.

3.1 Author Profiles

Four summary authors are briefly profiled below:
Subject A. A linguist by profession, a polyglot out
of interest, and an author by hobby. This subject is
fluent in English, Spanish and French; English being
the first language. The subject is trained to write
summaries and translations.
Subject B. A manager by qualification and a poly-
glot by necessity; English is a second language. This
subject was trained in making presentations and doc-
umentation. We hoped to benefit from the synergy

10



of both fields for summary production.
Subject C. A physicist by qualification and cur-
rently working towards a PhD in speech recognition.
English is the first language. In addition, this subject
has an interest in theatre and drama, thus is exposed
to literature and related fields.
Subject D. Working on research in multiparty meet-
ings as a post doctoral fellow. English is the first lan-
guage for this subject. Experience of meeting sum-
marisation.

All subjects are educated to at least graduate level,
and have are fluent in English. It was expected that
they could produce summaries of good quality with-
out detailed instruction or further training. A simple
instruction set (discussed later) was given, leaving
wide room for interpretation about what might be
included in the summary. Hence subjectivity was
promoted.

3.2 Data

The human subjects worked on a small subset of
American broadcast news stories from the TDT-2
corpus (Cieri et al., 1999). They were used for NIST
TDT evaluations and the TREC-8 and TREC-9 spo-
ken document retrieval evaluations. Each program
in the corpus contained 7 to 8 news stories on aver-
age, spanning 30 minutes as broadcast which might
be reduced to 22 minutes once advertisement breaks
were removed. A set of 51 hand transcriptions were
manually selected from the corpus. The average
length was 487 words in 25 sentences per transcrip-
tion.

3.3 Instructions

Summary production. A simple instruction was
given to the subjects in order to arrive at a summary:

� Each summary should contain about 100 char-
acters, possibly in the subject’s own words.

As the news stories ranged from 16 to 84 sentences,
subjects would have to prioritise information that
could be included in their ‘one line’ summary. The
instruction implicitly encouraged the subjects to put
as much important information as possible into a
summary, while maintaining a good level of fluency.
It was also a flexible instruction so that subjects were
able to use their own expressions when necessary.
After completion of the task, they commented that

this instruction made them experiment with differ-
ent words to shorten or expand the information they
wanted to include. For example, how could an earth-
quake disaster be expressed in different ways:

8000+ feared dead? ����� or
thousands of people killed? ����� or
a lot of people are believed to be dead?

Another feature of this instruction was the amount
of generalisation that a subject was likely to use. For
example, a subject could say

US Senate to decide on tobacco bill

but given the length constraints, it could be like

Senate to vote on bill, hiking tobacco price

while adding extra information, but omitting specific
details.

Questionnaire production. When producing sum-
maries, subjects were aware that they also had to
prepare questions with the following instructions:

� A questionnaire may consists of 2–4 questions;

� An answer must be found in the particular sum-
mary, without reading the entire story;

� Yes / no questions should not be used;

� The summary may roughly be reconstructed
from the question-answer set.

Each fact might be questioned in such a way that the
particular summary could be recovered. Ideally we
would expect each question to elicit a precise infor-
mation point chosen for the summary — e.g., who
did it, when did it happen, what was the cause? The
question-answer set enabled us to gauge the most
relevant information as decided by the subjects, so
that their subjectiveness became apparent.

3.4 Full Sample

A ‘one line’ summary-questionnaire pair was pro-
duced for 51 broadcast news stories by each of the
four subjects. The statistics in Table 1 show the av-
erage number of words and characters for each sum-
mary. It is observed that Subjects A (6.1 characters /
word) and C (5.8) tended to use longer words than B
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Subject #words #characters #questions
A 16 113 3.7
B 17 99 3.5
C 12 81 2.4
D 21 131 3.0

Table 1: This table shows the average number of
words and characters for each summary, and the av-
erage number of questions per summary.

(4.9) and D (5.3). The table also shows how the av-
erage number of questions varies between subjects.

Table 2 shows a full sample. The complete news
story is found in the Appendix. The difference be-
tween the four summaries can be clearly observed.
One noticeable aspect is the amount of abstraction
preferred by various subjects. Both Subjects A and
D fully utilised words from the news story and made
a small amount of abstraction. In particular, Sub-
ject A chose to pick out a person (‘Fisher’) who
conducted the study, while D opted for specifics of
the study (‘dopamine’ — a responsible chemical).
On the other hand, Subjects B and C have rendered
their interpretation of the story in their own expres-
sions. They have produced a highly abstracted sum-
mary reflecting the sense of the story while ignoring
the specifics — nevertheless they were very different
from each other. All four summaries happen to be of
good quality, however it is the sheer divergence in
the words, the expressions and subjective interpreta-
tion that is striking.

Word usage among the subjects is also interest-
ing — e.g., ‘visual images’ as against ‘physical
traits’; similarly ‘inner feelings’ as against ‘chem-
istry’. Such expressions and idioms are open for in-
terpretation, making it difficult to quantify the infor-
mativeness of any summary.

There also exist many factual news stories among
the 51 test stories. It is left for a future study to
compare between factual and non-factual news, in
particular about the amount of abstraction.

4 Cross Comprehension Test

Each question can extract a relevant answer from the
particular summary by the same author. If a ques-
tion set were applied to a different summary, some
answers may be discernible whereas others may not.
The cross comprehension test achieves this by swap-

Subject A
Summary:
Fisher’s study claims we seek partners using unconscious
love maps; women prefer status, men go for physical traits.
Questions:
1. Who is the author of this study?
2. What claim does the researcher make concerning our

method for seeking a sexual partner?
3. What do women look for in men?
4. What do men go for?

Subject B
Summary:
Internal feelings of love between men and women are
unique; external features depend on culture.
Questions:
1. What are unique?
2. What is this topic about?
3. What differs between men and women?
4. Why does it differ?

Subject C
Summary:
Culture and chemistry both play a role in the science of
romance.
Questions:
1. What is being discussed?
2. What are the factors affecting the particular event?

Subject D
Summary:
Men are turned on by visual images and women are more
focused on someone’s character traits, based on dopamine.
Questions:
1. What do women look for in men?
2. What do men look for in women?
3. What is the chemical that controls attraction?

Table 2: Summary-questionnaire pairs produced
from broadcast news stories by four subjects.

ping a summary-questionnaire pair, i.e., each sum-
mary was paired with questions produced by differ-
ent authors. Figure 1 illustrates the way it works.

A single judge examines whether each question
can be answered by reading a swapped summary.
The judge is a person different from the four sum-
mary authors. Further, if the answer is found, it may
be relevant, partially relevant, or totally irrelevant to
the one expected by the author. Thus, the decision is
made from the following four options:

relevant : a relevant answer is found — the answer
is deemed to be relevant if it conveys the same
meaning as expected by the author even if a dif-
ferent expression is used;

partially relevant : an answer is partially relevant;
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summary B summary C

question
set D

summary Dsummary A

question
set C

question
set B

question
set A

Figure 1: The cross comprehension test swaps
summary-questionnaire pairs between subjects. For
example, a summary by Subject A may be ques-
tioned by those set by Subjects B, C, and D.

irrelevant : an answer is found, but is totally differ-
ent from that expected by the author.

not found : no answer is found.

Sample (re-visited). Table 3 shows the summary
and questions crossed from the sample in Table 2.
For example, when the ‘one line’ summary authored
by Subject A is matched with Subject B’s questions,
corresponding answers may be

1. ?;
2. seeking partners;
3. women prefer status, men go for physical traits;
4. unconscious love maps.

We may thus conclude answers are ‘not found ’, ‘rel-
evant ’, ‘irrelevant ’, and ‘partially relevant ’ because,
from Table 2, actual answers sought by B were

1. internal feelings;
2. love between men and women;
3. external features;
4. cultural reason.

Compensating ill-framed questions. We are
aware that not all ‘one line’ summaries were well
written. For example, it may be difficult to reach
the expected answer (‘external features’) for Question
3 by Subject B (‘What differs between men and women?’)
by reading the summary from the same subject.
Moreover, subjects occasionally set a question that
could not be answered properly by reading the par-
ticular summary alone. By crossing the summary-
questionnaire pair, ill-framed questions are effec-
tively compensated, because they are equally posed
to all candidate summaries.

Judgement difficulty. One potential problem in
this scheme is the difficulty a judge may face when
choosing from the four options. A judge’s decision
can also be affected by subjectivity. Our assump-
tions are that (1) because there are only four options,
there is less room for the subjectivity in comparison

Summary by Subject A:
Fisher’s study claims we seek partners using unconscious
love maps; women prefer status, men go for physical traits.

Questions by Subject B:
1. What are unique? (N)
2. What is this topic about? (R)
3. What differs between men and women? (I)
4. Why does it differ? (P)

Questions by Subject C:
1. What is being discussed? (R)
2. What are the factors affecting the particular event? (R)

Questions by subject D:
1. What do men look for in women? (R)
2. What do women look for in men? (R)
3. What is the chemical that controls attraction? (N)

Table 3: What if the summary by Subject A is ques-
tioned by Subjects B, C, or D? (R), (P), (I), and (N)
after each question indicate the answer is relevant,
partially relevant, irrelevant, and not found.

to the summary writing task, and that (2) a decision
between ‘relevant ’ and ‘partially relevant ’ and one
between ‘irrelevant ’ and ‘not found ’ are both not
very important because the former two are roughly
associated with commonly shared information and
the latter two correspond to the subjective part. Al-
though the following section shows results by a sin-
gle judge, we are currently conducting the same ex-
periments using multiple judges in order to quantify
our assumptions.

5 Evaluation Results

Each of the four ‘one line’ summaries from the 51
broadcast news stories were evaluated using three
sets of ‘crossed’ questions.

5.1 Summary Relevance

Figure 2(a) shows, when paired with questions by
other subjects, how many answers could be found
in a candidate summary. The figure indicates that
summaries authored by the different subjects con-
tained ‘relevant ’ information for less than half (47%
overall average for four subjects) of questions. The
number goes up slightly (61%) if ‘partially relevant ’
answers are included. The number of answers that
were ‘not found ’ indicates the level of subjectivity
for this ‘summary writing’ exercise; more than one
third (35%) of information that one subject thought
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0.0

not found

irrelevantpartially relevant

relevant not foundrelevant

partially relevant irrelevant

Figure 2: Summary relevance was measured when evaluated against questions by other subjects, while
questionnaire relevance was calculated when evaluated against summaries by other subjects.

was the most important was discarded by the oth-
ers. We surmise that ‘irrelevant ’ answers were also
caused by the subjectivity; occasionally authors ar-
rived at contradictory summaries of the same story
due to its ambiguous nature. In such cases, ques-
tions were produced from that author’s subjective
view, and they certainly affected the relevance of a
summary by the other subject.

Another notable outcome of this experiment is
that the number of answers found ‘relevant ’, ‘par-
tially relevant ’ or ‘irrelevant ’ was 71%, 61%, 54%
and 73% for Subjects A, B, C, and D, respec-
tively. This seems roughly proportional to the av-
erage length of summaries by each subject (113, 99,
81, and 131 characters, respectively). The longer the
summary, the more information one can write in the
summary. It is thus hypothesised that only the sum-
mary length matters for finding the ‘relevant ’ infor-
mation in summaries. Looking at this outcome from
a different perspective, there is no evidence that one
author was more subjective than the others.

5.2 Questionnaire Relevance

Figure 2(b) shows, when paired with summaries by
other subjects, how many candidate questions could
be answered. It is based on the same evaluation as
2(a), but observed from the different angle. Ap-
proximately the same number (55–59%) of ‘rele-
vant ’, and ‘partially relevant ’ answers were found
for Subjects A, B, and D. However, it was much
higher (80%) for Subject C. The reason seems to be
that this subject frequently set questions that might
accept a wide range of answers, while other sub-
jects tended to frame questions that required more

specific information in the summary; e.g., Subject
C’s ‘what is being discussed? ’ was a general ques-
tion that was more likely to have some answer than
Subject B’s question ‘what differs between men and
women? ’.

5.3 Discussion

The overall number of ‘relevant ’ and ‘partially rele-
vant ’ answers found by the cross comprehension test
was just over 61% for four subjects. This accounts
for the amount of information that was agreed by all
the subjects as important. For more than one third of
summary contents, subjects had different opinions
about whether they should be in their ‘one line’ sum-
maries, resulting in categories such as ‘irrelevant ’ or
‘not found ’. Occasionally these categories resulted
from ill-framed questions, but such questions were
infrequent. For most of the cases, they were caused
by the subjectivity of a different individual.

We noted earlier that only the summary length
matters and there is no evidence that one author was
more subjective than the others. It is probably be-
cause, given a clear instruction about the summary
length (i.e., roughly 100 characters for this task),
there is an upper bound for the amount of infor-
mation that anyone can fit into the summary, while
maintaining fluency. When the summary is short,
one has to make a serious decision about which im-
portant information should go into a summary, and
the decision often reflects one’s subjective thoughts.
Our argument is that, assuming the subject’s effort,
the amount of subjectivity was controlled by the
summary length constraints rather than an individ-
ual’s nature.
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Figure 3: Evaluation of machine generated sum-
maries by the cross comprehension test.

The diversity of summaries caused by individual
subjectivity may be alleviated by carefully drafting
an instruction set. However it probably results in
a large list of instructions, and the drafting process
certainly will not be straightforward. Further, it is
not likely that we can ever completely remove the
subjectivity from human work. Indeed, if subjectiv-
ity disappeared from human authored summary by
well crafted instructions, it would be more like turn-
ing human activity into a mechanical process, rather
than a machine to simulate human work.

A non-trivial problem of the approach may be the
amount of human effort needed for evaluation. Pro-
duction of summary-questionnaire pairs may not be
difficult, as it is based on a simple instruction set and
even accepts ill-framed questions, but it still requires
human time. On the other hand, a judge’s role is the
most critical — it is labour intensive, and the effect
of potentially subjective judgement needs to be stud-
ied.

Although certainly not flawless, the cross com-
prehension test has its own advantage. A simple
instruction set is effective; it encourages authors to
make their best effort to put as much information
into a short summary. Most importantly, the test
is robust; it sometimes causes ill-framed questions,
but they can be compensated by relative comparison
achieved by crossing summary-questionnaire pairs.

6 Evaluation of Machine Generated
Summaries

The objective of this evaluation is to measure the in-
formation content of machine generated summaries
using a human authored summary as a yardstick.
Although very subjective for many cases, a human
summary can still be a reference if we do not treat
them as a ‘gold standard’.

The cross comprehension test of machine gener-
ated and human authored summaries is illustrated in

Machine generated summary:
senate to vote to approve the expansion of north atlantic
treaty organisation to bigger nato means us obligations

Summary by subject B:
US Senate to decide on NATO expansion; US assesses
bigger NATO more arms deal but poor ties with Russia.

Questions by subject D:
1. What is happening to the NATO?
2. Who sees this move as a threat?
3. Who is bearing the main cost?

Table 4: Evaluation of machine and human authored
summaries using questions by the different subject.

Figure 3. Questions are set by the different author
from the one who wrote the summary. A human au-
thored summary may still be the best summary in
many respects, but it will no longer be considered
perfect. One may target the relevance level of the
human summary (e.g., 61% for the ‘one line’ sum-
mary task from the broadcast news stories) for auto-
matic summarisation research.

Table 4 shows one example from those with which
we are currently experimenting. Answers sought by
Subject D were ‘expansion’, ‘Russian’, and ‘Ameri-
can taxpayers’, respectively. Given this question set,
answers are ‘relevant ’, ‘relevant ’, and ‘not found ’
for the summary by Subject B, and answers found in
the machine generated summary are ‘relevant ’, ‘not
found ’, and ‘not found ’, respectively.

7 Conclusion

In this paper, we have presented the issue of hu-
man subjectivity when authoring summaries, with
regard to producing a simple, robust evaluation of
machine generated summaries. Applying the cross
comprehension test on human authored ‘one line’
summaries from broadcast news stories, we gauged
the level of subjectivity among four authors. The
instruction set was simple, thus there was enough
room for subjectivity. However the approach was ro-
bust because the test did not use the absolute score,
instead relying on relative comparison, effectively
alleviating the subjectivity. We also showed the ap-
proach to evaluating machine generated summaries.
The experiment using this scheme is currently un-
derway.
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Appendix
Attached below is a complete news story for the hu-
man authored summaries in Section 3. It is taken
from ‘ABC News’, aired on 13 February 1998, be-
tween 1830 and 1900 hours, where Peter Jennings
was in the studio, and John Mackenzie was report-
ing from Central Park:

“In case you had forgotten and probably you shouldn’t have
tomorrow is Valentine’s day. It is largely an American celebra-
tion though other parts of the world are picking up on it. We’re
told whether we are married or single male or female. We know
what we’re supposed to do don’t we? We thought tonight with-
out getting too serious about it we would take a closer look at

the science of love. I confess that we never thought of it as sci-
ence until yesterday when we went across to the Central Park
Zoo here in New York to meet and have a conversation with Dr
Helen Fisher from Rutgers University in New Jersey. Dr Fisher
is a noted anthropologist who has been studying the behaviour
between men and women for many years.”
“Dr Fisher can I ask you is this really serious science that you
do?”
“I think it’s serious yes. I’m interested in minding the brain
physiology of very basic human mating emotion attraction and
I think it comes out of nature.”
“Can you break down for me what the components of attraction
are?”
“It begins when a person takes on special meaning. Indeed you
focus on that individual. There’s another thing called intrusive
thinking. The person pops into your brain. Some people have
said I think about him or her eight five of the day. People also
focus on their sweetheart. They will remember a tiny little thing
that the person said or did. Just the way they toss their head
when they got off the bus or reached for the salt at the dinner
table. And then of course there’s that elation and that giddi-
ness and euphoria and that tremendous despair when the person
doesn’t call you. When men and women begin to fall in love
do they do it differently. Men tend to fall in love faster. I think
because men are more turned on by the visual image. A man
can scan a room and see a woman who really appeals to him.
The woman has to find out whether the man has he resources
whether he’s a find individual.”
“What are the visual traits for a man when he’s in this process?”
“The visual traits that a man will be attracted to will vary dra-
matically. We all grow up as small from childhood and we build
an unconscious love map. A whole list of traits that we are in-
dividually looking for in a mate. For example our father’s sense
of humour. The amount of chaos around the house. Subtle little
things will get into the brain and we will create almost a testi-
mony plate of what we are looking for.”
“Are different cultures attracted in different ways?”
“There are some ways in which people in every culture are at-
tracted in the same way. Men around the world are attracted to
women who give off signs of fertility. Clear skin bright eyes a
great personality the kinds of things that indicate that a woman
would be good at bearing his young. Women around the world
are interested in men who have resources status class money the
kinds of things that would help them rear their young. Around
the world both men and women are attracted to a face that is
symmetrical.”
“Doesn’t matter whether you are Asian or American?”
“No, you and I could go to New Guinea and you and I would be
able to pick out what we regarded as the most beautiful woman
in the village and the villagers would agree with us.”
“What’s the difference of the attraction being dominated by
brain and culture?”
“I think human beings evolve certain circuits in the brain that
light up when you see the right person. Those circuits are
largely associated with dopamine chemicals in the brain that
give you that sense of elation and giddiness and euphoria when
you see the right person. That’s the brain chemistry of ro-
mance.”
“But who you fall in love with when you fall in love where you
fall in love how you express your love that’s cultural?”
“That you learn.”
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Abstract

Evaluation measures for machine trans-
lation depend on several common meth-
ods, such as preprocessing, tokenization,
handling of sentence boundaries, and the
choice of a reference length. In this
paper, we describe and review some
new approaches to them and compare
these to state-of-the-art methods. We
experimentally look into their impact on
four established evaluation measures. For
this purpose, we study the correlation
between automatic and human evaluation
scores on three MT evaluation corpora.
These experiments confirm that the to-
kenization method, the reference length
selection scheme, and the use of sentence
boundaries we introduce will increase the
correlation between automatic and human
evaluation scores. We find that ignoring
case information and normalizing evalu-
ator scores has a positive effect on the
sentence level correlation as well.

1 Introduction

Machine translation (MT), as any other natural lan-
guage processing (NLP) research subject, depends
on the evaluation of its results. Unfortunately,
human evaluation of MT system output is a time
consuming and expensive task. This is why auto-
matic evaluation is preferred to human evaluation in
the research community.

Over the last years, a manifold of automatic evalu-
ation measures has been proposed and studied. This

underlines the importance, but also the complexity
of finding a suitable evaluation measure for MT.
We will give a short overview of some measures in
section 2 of this paper.

Although most of these measures share similar
ideas and foundation, we observe that researchers
tend to approach problems common to several
measures differently from each other. A noteworthy
example here is the determination of a translation
reference length.

In section 3, we will have a look onto structural
similarities and differences among several measures,
focussing on common steps. We will show that
decisions taken about them can be as important to
the outcome of an evaluation, as the choice of the
evaluation measure itself.

To this end, we will study the performance
of each error measure and setting by comparison
with human evaluation on three different evaluation
tasks in section 4. These experiments will show
that sophisticated tokenization as well as adding
sentence boundaries and a good choice for the
reference lengths will improve correlation between
automatic and human evaluation significantly. Case
normalization and evaluator normalization are help-
ful only when evaluating on sentence level; system
level evaluation is not affected by these methods.

After a discussion of these results in section 5, we
will conclude this paper in section 6.

2 Automatic evaluation measures

The majority of MT evaluation approaches are based
on the distance or similarity of MT candidate output
to a set of reference translations, i.e. to sentences
which are known to be correct. The lower this
distance is, or the higher the similarity, the better the
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candidate translations are considered to be, and thus
the better the MT system.

2.1 Evaluation measures studied

Out of the vast amount of measures, we will focus
on the following measures that are widely used in
research and in evaluation campaigns: WER, PER,
BLEU, and NIST.

Let a test set consist ofk = 1, . . . ,K candidate
sentencesEk generated by an MT system. For
each candidate sentenceEk, we have a set ofr =
1, . . . , Rk reference sentences̃Er,k. Let Ik denote
the length, andI∗k the reference length for each
sentenceEk. We will explain in section 3.3 how the
reference length is calculated.

With this, we write the total candidate length over
the corpus as̄I :=

∑
k Ik, and the total reference

length as̄I∗ :=
∑

k I∗k .
Let nem

1 ,k denote the count of them-gram em
1

within the candidate sentenceEk; similarly let
ñem

1 ,r,k denote the same count within the reference

sentenceẼr,k. The totalm-gram count over the

corpus is then̄nm :=
∑

k

∑
em
1 ∈Ek

nem
1 ,k.

2.1.1 WER

The word error rate is defined as the Levenshtein
distancedL(Ek, Ẽr,k) between a candidate sentence
Ek and a reference sentencẽEr,k, divided by the
reference lengthI∗k for normalization.

For a whole candidate corpus with multiple
references, we define the WER to be:

WER :=
1
Ī∗

∑
k

min
r

dL

(
Ek, Ẽr,k

)
Note that the WER of a single sentence can be
calculated as the WER for a corpus of sizeK = 1.

2.1.2 PER

The position independent error rate (Tillmann et
al., 1997) ignores the ordering of the words within
a sentence. Independent of the word position, the
minimum number of deletions, insertions, and
substitutions to transform the candidate sentence
into the reference sentence is calculated. Using
the countsne,r, ñe,r,k of a worde in the candidate
sentenceEk, and the reference sentencẽEr,k, we
can calculate this distance as

dPER

(
Ek, Ẽr,k

)
:=

1
2

(∣∣Ik−Ĩk

∣∣ +
∑

e

∣∣ne,k−ñe,r,k

∣∣)

This distance is then normalized into an error rate,
the PER, as described in section 2.1.1.

A promising approach is to compare bigram or
arbitrarym-gram count vectors instead of unigram
count vectors only. This will take into account the
ordering of the words within a sentence implicitly,
although not as strong as the WER does.

2.1.3 BLEU

BLEU (Papineni et al., 2001) is a precision
measure based onm-gram count vectors. The
precision is modified such that multiple references
are combined into a singlem-gram count vector,
ñe,k := maxr ñe,r,k. Multiple occurrences of an
m-gram in the candidate sentence are counted as
correct only up to the maximum occurrence count
within the reference sentences. Typically,m =
1, . . . , 4.

To avoid a bias towards short candidate sentences
consisting of “safe guesses” only, sentences shorter
than the reference length will be penalized with a
brevity penalty.

BLEU := lpBLEU · gm
m{

1
sm+n̄m

·
(
sm+

∑
k

∑
em
1 ∈Ek

min
(
nem

1 ,k , ñem
1 ,k

))}

with the geometric meangm and a brevity penalty

lpBLEU := min
(

1 , exp
(
1− Ī∗

Ī

))
In the original BLEU definition, the smoothing

term sm is zero. To allow for sentence-wise
evaluation, Lin and Och (2004) define the BLEU-S

measure withs1 := 1 and sm>1 := 0. We have
adopted this technique for this study.

2.1.4 NIST

The NIST score (Doddington, 2002) extends
the BLEU score by taking information weights of
the m-grams into account. The NIST information
weight is defined as

Info(em
1 ) := −

(
log2

¯̃nem
1
− log2

¯̃nem−1
1

)
with ¯̃nem

1
:=

∑
k,r

ñen
1 ,k,r.

Note that the weight of a phrase occurring
in many references sentence for a candidate is
considered to be lower than the weight of a phrase
occurring only once!
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The NIST score is the sum over all information
counts of the co-occurringm-grams, summed up
separately for eachm = 1, . . . , 5 and normalized
by the totalm-gram count.

NIST := lpNIST ·
∑
m(

1
n̄m
·
∑

k

∑
em
1 ∈Ek

min
(
nem

1 ,k , ñem
1 ,k

)
· Info(em

1 )
)

As in BLEU, there is a brevity penalty to avoid a
bias towards short candidates:

lpNIST := exp
(
β · log2

2 min
(
1 ,

Ī

Ī∗
))

whereβ := − log2 2
log2

2 3

Due to the information weights, the value of the
NIST score depends highly on the selection of the
reference corpus. This must be taken into account
when comparing NIST scores of different evaluation
campaigns.

2.2 Other measures

Lin and Och (2004) introduce a family of three
measures named ROUGE. ROUGE-S is a skip-
bigram F-measure. ROUGE-L and ROUGE-W are
measures based on the length of the longest common
subsequence of the sentences. ROUGE-S has a
structure similar to the bigram PER presented here.
We expect ROUGE-L and ROUGE-W to have similar
properties to WER.

In (Leusch et al., 2003), we have described
INV WER, a word error rate enhanced by block
transposition edit operations. As structure and
scores ofINV WER are similar to WER, we have
omittedINV WER experiments in this paper.

3 Preprocessing and normalization

Although the general idea is clear, there are still
several details to be specified when implementing
and using an automatic evaluation measure. We are
going to investigate the following problems:

The first detail we have to state more precisely is
the term “word” in the above formulae. A common
approach for western languages is to consider spaces
as separators of words. The role of punctuation
marks in tokenization is arguable though. A
punctuation mark can separate words, it can be part
of a word, and it can be a word of its own. Equally
it can be irrelevant at all for evaluation.

On the same lines it is to be specified whether
we consider words to be equal if they differ only
with respect to upper and lower case. For the
IWSLT evaluation, (Paul et al., 2004) give an
introduction to how the handling of punctuation
and case information may affect automatic MT
evaluation.

Also, a method to calculate the “reference
length” must specified if there are multiple reference
sentences of different length.

Since we want to compare automatic evaluation
with human evaluation, we have to clarify some
questions about assessing human evaluation as well:
Large evaluation tasks are usually distributed to
several human evaluators. To smooth evaluation
noise, it is common practice to have each candidate
sentence evaluated by at least two human judges in-
dependently. Therefore there are several evaluation
scores for each candidate sentence. We require a
single score for each system, though. Consequently,
we have to specify how to combine the evaluator
scores into sentence scores and then the sentence
scores into a system score.

Different definitions of this will have a significant
impact on automatic and human evaluation scores.

3.1 Tokenization and punctuation

The importance of punctuation as well as the
strictness of punctuation rules depends on the
language. In most western languages, correct
punctuation can vastly improve the legibility of
texts. Marks like full stop or comma separate words.
Other marks like apostrophes and hyphens can be
used to join words, forming new words by this. For
example, the spelling “There’s” is a contraction of
“There is”.

Similar phenomena can be found in other lan-
guages, although the set of critical characters may
vary. Even when evaluating English translations, the
candidate sentences may contain source language
parts like proper names which should thus be treated
according to the source language.

From the viewpoint of an automatic evaluation
measure, we have to decide which units we would
consider to be words of their own.

We have studied four tokenization methods. The
simplest method is keeping the original sentences,
and considering only spaces as word separators.
Moreover, we can consider all punctuation marks to
separate words but remove them completely then.
The mteval tool (Papineni, 2002) improves this
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Table 1: Tokenization methods studied

• Original candidate
Powell said: "We’d not be
alone; that’s for sure."
• Remove punctuation

Powell said We d not be alone
that s for sure
• Tokenization of punctuation (mteval )

Powell said : " We’d not be
alone ; that’s for sure . "
• Tokenization and treatment of abbreviations

and contractions
Powell said : " we would not be
alone ; that is for sure . "

scheme by keeping all punctuation marks as separate
words except for decimal points and hyphens
joining composita. We have extended this scheme
by implementing a treatment of common English
contractions. Table 1 illustrates these methods.

3.2 Case sensitivity

In western languages, maintaining correct upper
and lower case can improve the readability of a
text. Unfortunately, though the case of a word
depends on the word class, classification is not
always unambiguous. What is more, the first word
in a sentence is always written in upper case. This
lowers the significance of case information in MT
evaluation, as even a valid reordering of words
between candidate and reference sentence may lead
to conflicting cases. Consequently, we investigated
if and how case information can be exploited for
automatic evaluation.

3.3 Reference length

Each automatic evaluation measure we have taken
into account depends on the calculation of a refer-
ence length: WER, PER, and ROUGEare normalized
by it, whereas NIST or BLEU incorporate it for
the determination of the brevity penalty. In MT
evaluation practise, there are multiple reference
sentences for each candidate sentence, with different
lengths each. It is thus not intuitively clear what the
“reference length” is.

A simple choice here is the average length of the
reference sentences. Though this is modus operandi
for NIST, it is problematic with brevity penalty or F-
measure based scores, as even candidate sentences
that are identical to a shorter-than-average reference
sentence – which we would intuitively consider to be
“optimal” – will then receive a sub-optimal score.

BLEU incorporates a different method for the
determination of the reference length in its default
implementation: Reference length here is the
reference sentence length which is closest to the
candidate length. If there is more than one the
shortest of them is chosen.

For measures based on the comparison of single
sentences such as WER, PER, and ROUGE, at least
two more methods deserve consideration:

• The average length of the sentences with the
lowest absolute distance or highest similarity
to the candidate sentence. We call this method
“average nearest-sentence length”.

• The length of the sentence with the lowest
relative error rate or the highest relative
similarity. We call this method “best length”.
Note that when using this method, not the
minimum absolute distance is used for the
error rate, but the distance that leads to
minimum relative error.

Other strategies studied by us, e.g. minimum
length of the reference sentences, did not show
any theoretical or experimental advantage over the
methods mentioned here. Thus we will not discuss
them in this paper.

3.4 Sentence boundaries

The position of a word within a sentence can be quite
significant for the correctness of the sentence.

WER, INV WER, and ROUGE-L take into account
the ordering explicitly. This is not the case withn-
PER, BLEU, or NIST, although the positions of inner
words are regarded implicitly bym-gram overlap.
To model the position of words at the initial or the
end of a sentence, one can enclose the sentence with
artificial sentence boundary words. Although this
is a common approach in language modelling, it
has to our knowledge not yet been applied to MT
evaluation.

3.5 Evaluator normalization

For human evaluation, it has to be specified how to
handle evaluator bias, and how to combine sentence
scores into system scores.

Regarding evaluator bias, even accurate evalua-
tion guidelines will not prevent a measurable dis-
crepancy between the scores assigned by different
human evaluators.

The 2003 TIDES/MT evaluation may serve as
an example here: Since the candidate sentences of
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Figure 1: Distribution of adequacy assessments for
each human evaluator. TIDES CE corpus.

the participating systems were randomly distributed
among ten human evaluators, one would expect the
assessed scores to be independent of the evaluator.
Figure 1 indicates that this is indeed not the case,
as the evaluators can clearly be distinguished by the
amount of good and bad marks they assessed.

(0, 1) evaluator normalization overcomes this
bias: For each human evaluator the average sentence
score given by him or her and its variance are
calculated. These assignments are then normalized
to (0, 1) expectation and standard deviation (Dod-
dington, 2003), separately for each evaluator.

Evaluator normalization should be unnecessary
for system evaluation, as the evaluator biases
tend to cancel out over the large amount of
candidate sentences if the alignment of evaluators
and systems is random enough. Moreover, with
(0, 1) normalization the calculated system scores are
relative, not absolute scores. As such they can only
be compared with scores out of the same evaluation.

Whereas the assessments by the human evaluators
are given on the sentence level, our interest may
lie on the evaluation of whole candidate systems.
Depending on the number of assessments per
candidate sentence, different combination methods
for the sentence scores can be considered for this,
e.g. mean or median. As our data consisted only
of two or three human assessments per sentence, we
have only applied the mean in our experiments.

It has to be defined how a system score is
calculated from the sentence scores. All of the
automatic evaluation measures implicitly weight the
candidate sentences by their length. Consequently,
we applied for the human evaluation scores a
weighting by length on sentence level as well.

Table 2: Corpus statistics
TIDES CE TIDES AE BTEC CE

Source language Chinese Arabic Chinese
Target language English English English
Sentences 919 663 500
Running words 25784 17763 3632
Punctuation marks 3760 2698 610
Ref. translations 4 4 16
Avg. ref. length 28.1 26.8 7.3
Candidate systems 7 6 11

4 Experimental results

To assess the impact of the mentioned preprocessing
steps, we calculated scores for several automatic
evaluation measures with varying preprocessing,
reference length calculation, etc. on three eval-
uation test sets from international MT evaluation
campaigns. We then compared these automatic eval-
uation results with human evaluation of adequacy
and fluency by determining a correlation coefficient
between human and automatic evaluation. We
chose Pearson’sr for this. Although all evaluation
measures were calculated using length weighting,
we did not do any weighting when calculating the
sentence level correlation.

Regarding them-gram PER, we had studiedm-
gram lengths of up to 8 both separately and in com-
bination with shorterm-gram lengths in previous
experiments. However, anm-gram length of greater
than 4 did not show noteworthy correlation. For this,
we will leave out these results in this paper.

For the sake of clarity, we will also leave
out measures that behave very similarly to akin
measures e.g.INV WER and WER, 2-PER and 1-
PER, or BLEU and BLEU-S.

Since WER and PER are error measures, whereas
BLEU and NIST are similarity measures, the
correlation coefficients with human evaluation will
have opposite signs. For convenience, we will look
at the absolute coefficients only.

4.1 Corpora

From the 2003 TIDES evaluation campaign we
included both the Chinese-English and the Arabic-
English test corpus in our experiments. Both were
provided with adequacy and fluency scores between
1 and 5 for seven and six candidate sets respectively.

As we wanted to perform experiments on a corpus
with a larger amount of MT systems, we also
included the IWSLT BTEC 2004 Chinese-English
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evaluation (Akiba et al., 2004). We restricted our
experiments to the eleven MT systems that had been
trained on a common training corpus.

Corpus statistics can be found in table 2.

4.2 Experimental baseline

In our first experiment we studied the correlation
of the different evaluation measures with human
evaluation at “baseline” conditions. These included
no sentence boundaries, but tokenization with
treatment of abbreviations, see table 1. For
sentence evaluation, conditions included evaluator
normalization. Case information was removed. We
used these settings in the other experiments, too, if
not stated otherwise.

Figure 2 shows the correlation between automatic
and human scores. On the TIDES corpora the
system level correlation is particularly high, at a
moderate sentence level correlation. We assume
the latter is due to the poor sentence inter-annotator
agreement on these corpora, which is then smoothed
out on system level. On the BTEC corpus
a high sentence level correlation accompanies a
significantly lower system level correlation. Note
that due to the much lower number of samples on
the system level (e.g. 5 vs. 5500), small changes
in the sentence level correlation are more likely to
be significant than such changes on system level.
We have verified these effects by inspecting the rank
correlation on both levels, as well as by experiments
on other corpora. Although these experiments
support our findings, we have omitted results here

WER
PER

BLEUS
NIST ●

Adequacy
Fluency

TIDES
CE

TIDES
AE

BTEC
CE

0.
0

0.
2

0.
4

0.
6

● ●

● ●

●
●

● ●

●

●

●

●

TIDES
CE

TIDES
AE

BTEC
CE

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

● ●
●

●

● ● ● ●

●

●

●

●

Figure 2: Pearson correlation coefficient between
automatic and human evaluation. Bars indicate
correlation with adequacy, circles with fluency
score.
Left: sentence,right: system level correlation.
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Figure 3: Effect of evaluator normalization.
Left: sentence,right: system level correlation.
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Figure 4: Effect of case normalization.
Left: sentence,right: system level correlation.

for the sake of clarity.

4.3 Evaluator normalization

We studied the effect of(0, 1)-normalization of
scores assigned by human evaluators. The NIST

measure showed a behavior very similar to that of
the other measures and is thus left out in the graph.
The correlation of all automatic measures both with
fluency and with adequacy increases significantly
at sentence level (figure 3). We do not notice a
positive effect on system level, which confirms the
assumption stated in section 3.5.

4.4 Tokenization and case normalization

The impact of case information was analyzed in our
next experiment. Figure 4 (again without the NIST

measure as it shows a similar behavior to the other
measures) indicates that it is advisable to disregard
case information when looking into adequacy on
sentence level. Surprisingly, this also holds for
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Figure 5: Effect of different tokenization steps.
Left: sentence,right: system level correlation.

fluency. We do no find a clear tendency on whether
or not to regard case information at system level.

Figure 5 indicates that the way of handling
punctuation we proposed does pay off when eval-
uating adequacy. For fluency our results were
contradictory: A slight decrease on the Arabic-
English corpus is accompanied by a slight decay on
the Chinese-English corpus. We did not investigate
the BTEC corpus here as most systems sticked to the
tokenization guidelines for this evaluation.

4.5 Reference length

The dependency of evaluation measures on the
selection of reference lengths is rarely covered in
the literature. However, as we can see in figure 6,
our experiments indicate a significant impact. The
selected three methods here are the default for
WER/PER, NIST, and BLEU, respectively. For the
distance based evaluation measures, represented by
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Figure 6: Effect of different reference lengths.
Left: sentence,right: system level correlation.
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Figure 7: Effect of sentence boundaries.
Left: sentence,right: system level correlation.

WER here, taking the length of the sentence leading
to the best score leads to the best correlation with
both fluency and adequacy. Taking the average
length instead seems to be the worst choice.

For brevity penalty based measures, the effect is
not as clear: On both TIDES corpora there is no
significant difference in correlation between using
the average length and the nearest length. On
the BTEC corpus, choosing the nearest sentence
length leads to a significantly higher correlation than
choosing the average length. We assume this is due
to the high number of reference sentences on this
corpus.

4.6 Sentence boundaries

As sentence boundaries will only influencem-gram
count vector based measures, we have restricted
our experiments to bigram PER, BLEU-S, and NIST

here. Including sentence boundaries (figure 7)
has a positive effect on correlation with fluency
and adequacy for both bigram PER and BLEU-S.
Sentence initials seem to be more important than
sentence ends here. For the NIST measure, we do
not find any significant effect.

5 Discussion

In a perfect MT world, any dependency of an
evaluation on case information or tokenization
should be inexistent, as MT systems already have
to deal with both in the translation process, and
could be designed to produce output according to
evaluation campaign guidelines. Once all translation
systems stick to the same specifications, no further
preprocessing steps should be necessary.

In practice there will be some systems that step

23



out of line. If we then choose strict rules regarding
case information and punctuation, automatic error
measures will penalize these systems rather hard,
whereas penalty is rather low if we choose lax ones.

In this situation case information will have a
large effect on the correlation between automatic
and human evaluation, depending on whether the
involved candidate systems will have a good or a bad
human evaluation. It is vital to keep this in mind
when drawing conclusions here regarding system
evaluation, despite the obvious importance of case
information in natural languages.

These considerations also hold for the treatment
of punctuation marks, as a special care should be
unnecessary if all systems sticked to tokenization
specifications. In practise, MT systems differ
in the way they generate and handle punctuation
marks. Therefore, appropriate preprocessing steps
are advisable.

Our experiments suggest that sentence boundaries
increase correlation between automatic scores and
adequacy both on sentence and on system level.
For fluency, the improvement is less significant, and
mainly depends on the sentence initials.

For length penalty based measures, we have found
that choosing the nearest sentence length yields the
highest correlation with human evaluation. For
distance based measures instead, it seems advisable
to choose the sentence that leads to the best relative
score as the one that determines the reference length.

6 Conclusion

We have described several MT evaluation measures.
We have pointed out common preprocessing steps
and auxiliary methods which have not been studied
in detail so far in spite of their importance for
the MT evaluation process. Particularly, we have
introduced a novel method for determining the
reference length of an evaluation candidate sentence,
and a simple method to incorporate sentence
boundary information tom-gram based evaluation
measures.

We then have performed several experiments
on these methods on three evaluation corpora.
The results indicate that both our new reference
length algorithm and the use of sentence boundaries
improve the correlation of the studied automatic
evaluation measures with human evaluation. Fur-
thermore, we have learned that case information
should be removed when performing automatic

sentence evaluation. On sentence level, evaluator
normalization can improve the correlation between
automatic and human evaluation.
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Abstract

Automatic evaluation of machine transla-
tion, based on computing n-gram similar-
ity between system output and human ref-
erence translations, has revolutionized the
development of MT systems. We explore
the use of syntactic information, includ-
ing constituent labels and head-modifier
dependencies, in computing similarity be-
tween output and reference. Our results
show that adding syntactic information
to the evaluation metric improves both
sentence-level and corpus-level correla-
tion with human judgments.

1 Introduction

Evaluation has long been a stumbling block in the
development of machine translation systems, due to
the simple fact that there are many correct transla-
tions for a given sentence. Human evaluation of sys-
tem output is costly in both time and money, leading
to the rise of automatic evaluation metrics in recent
years. The most commonly used automatic evalua-
tion metrics, BLEU (Papineni et al., 2002) and NIST
(Doddington, 2002), are based on the assumption
that “The closer a machine translation is to a profes-
sional human translation, the better it is” (Papineni
et al., 2002). For every hypothesis, BLEU computes
the fraction of n-grams which also appear in the ref-
erence sentences, as well as a brevity penalty. NIST
uses a similar strategy to BLEU but further consid-
ers that n-grams with different frequency should be
treated differently in the evaluation. It introduces the
notion of information weights, which indicate that

rarely occurring n-grams count more than those fre-
quently occurring ones in the evaluation (Dodding-
ton, 2002). BLEU and NIST have been shown to
correlate closely with human judgments in ranking
MT systems with different qualities (Papineni et al.,
2002; Doddington, 2002).

In the 2003 Johns Hopkins Workshop on Speech
and Language Engineering, experiments on MT
evaluation showed that BLEU and NIST do not cor-
relate well with human judgments at the sentence
level, even when they correlate well over large test
sets (Blatz et al., 2003). Kulesza and Shieber (2004)
use a machine learning approach to improve the cor-
relation at the sentence level. Their method, based
on the assumption that higher classification accuracy
in discriminating human- from machine-generated
translations will yield closer correlation with hu-
man judgments, uses support vector machine (SVM)
based learning to weight multiple metrics such as
BLEU, NIST, and WER (minimal word error rate).
The SVM is trained for differentiating the MT hy-
pothesis and the professional human translations,
and then the distance from the hypothesis’s metric
vector to the hyper-plane of the trained SVM is taken
as the final score for the hypothesis.

While the machine learning approach improves
correlation with human judgments, all the metrics
discussed are based on the same type of information:
n-gram subsequences of the hypothesis translations.
This type of feature cannot capture the grammatical-
ity of the sentence, in part because they do not take
into account sentence-level information. For exam-
ple, a sentence can achieve an excellent BLEU score
without containing a verb. As MT systems improve,
the shortcomings of n-gram based evaluation are be-
coming more apparent. State-of-the-art MT output
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Figure 1: Syntax Trees of the Examples

often contains roughly the correct words and con-
cepts, but does not form a coherent sentence. Often
the intended meaning can be inferred; often it can-
not. Evidence that we are reaching the limits of n-
gram based evaluation was provided by Charniak et
al. (2003), who found that a syntax-based language
model improved the fluency and semantic accuracy
of their system, but lowered their BLEU score.

With the progress of MT research in recent years,
we are not satisfied with the getting correct words
in the translations; we also expect them to be well-
formed and more readable. This presents new chal-
lenges to MT evaluation. As discussed above, the
existing word-based metrics can not give a clear
evaluation for the hypothesis’ fluency. For exam-
ple, in the BLEU metric, the overlapping fractions
of n-grams with more than one word are considered
as a kind of metric for the fluency of the hypothesis.
Consider the following simple example:

Reference: I had a dog.
Hypothesis 1: I have the dog.
Hypothesis 2: A dog I had.

If we use BLEU to evaluate the two sentences, hy-
pothesis 2 has two bigrams a dog and I had which
are also found in the reference, and hypothesis 1 has
no bigrams in common with the reference. Thus hy-
pothesis 2 will get a higher score than hypothesis 1.

The result is obviously incorrect. However, if we
evaluate their fluency based on the syntactic simi-
larity with the reference, we will get our desired re-
sults. Figure 1 shows syntactic trees for the example
sentences, from which we can see that hypothesis 1
has exactly the same syntactic structure with the ref-
erence, while hypothesis 2 has a very different one.
Thus the evaluation of fluency can be transformed as
computing the syntactic similarity of the hypothesis
and the references.

This paper develops a number of syntactically
motivated evaluation metrics computed by automat-
ically parsing both reference and hypothesis sen-
tences. Our experiments measure how well these
metrics correlate with human judgments, both for in-
dividual sentences and over a large test set translated
by MT systems of varying quality.

2 Evaluating Machine Translation with
Syntactic Features

In order to give a clear and direct evaluation for the
fluency of a sentence, syntax trees are used to gen-
erate metrics based on the similarity of the MT hy-
pothesis’s tree and those of the references. We can’t
expect that the whole syntax tree of the hypothesis
can always be found in the references, thus our ap-
proach is to be based on the fractions of the subtrees

26



which also appear in the reference syntax trees. This
idea is intuitively derived from BLEU, but with the
consideration of the sparse subtrees which lead to
zero fractions, we average the fractions in the arith-
metic mean, instead of the geometric mean used
in BLEU. Then for each hypothesis, the fractions
of subtrees with different depths are calculated and
their arithmetic mean is computed as the syntax tree
based metric, which we denote as “subtree metric”
STM:

STM =
1

D

D
∑

n=1

∑

t∈subtreesn(hyp) countclip(t)
∑

t∈subtreesn(hyp) count(t)

where D is the maximum depth of subtrees con-
sidered, count(t) denotes the number of times sub-
tree t appears in the candidate’s syntax tree, and
countclip(t) denotes the clipped number of times
t appears in the references’ syntax trees. Clipped
here means that, for a given subtree, the count com-
puted from the hypothesis syntax tree can not exceed
the maximum number of times the subtree occurs in
any single reference’s syntax tree. A simple exam-
ple with one hypothesis and one reference is shown
in Figure 2. Setting the maximum depth to 3, we
go through the hypothesis syntax tree and compute
the fraction of subtrees with different depths. For
the 1-depth subtrees, we get S, NP, VP, PRON, V,
NP which also appear in the reference syntax tree.
Since PRON only occurs once in the reference, its
clipped count should be 1 rather than 2. Then we
get 6 out of 7 for the 1-depth subtrees. For the 2-
depth subtrees, we get S→NP VP, NP→PRON, and
VP→V NP which also appear in the reference syntax
tree. For the same reason, the subtree NP→PRON
can only be counted once. Then we get 3 out of 4
for the 2-depth subtree. Similarly, the fraction of
3-depth subtrees is 1 out of 2. Therefore, the final
score of STM is (6/7+3/4+1/2)/3=0.702.

While the subtree overlap metric defined above
considers only subtrees of a fixed depth, subtrees of
other configurations may be important for discrimi-
nating good hypotheses. For example, we may want
to look for the subtree:

S

NP VP

V NP

to find sentences with transitive verbs, while ignor-
ing the internal structure of the subject noun phrase.
In order to include subtrees of all configurations in
our metric, we turn to convolution kernels on our
trees. Using H(x) to denote the vector of counts of
all subtrees found in tree x, for two trees T1 and T2,
the inner product H(T1) ·H(T2) counts the number
of matching pairs of subtrees of T1 and T2. Collins
and Duffy (2001) describe a method for efficiently
computing this dot product without explicitly com-
puting the vectors H , which have dimensionality ex-
ponential in the size of the original tree. In order to
derive a similarity measure ranging from zero to one,
we use the cosine of the vectors H:

cos(T1, T2) =
H(T1) ·H(T2)

|H(T1)||H(T2)|

Using the identity

|H(T1)| =
√

H(T1) ·H(T1)

we can compute the cosine similarity using the ker-
nel method, without ever computing the entire of
vector of counts H . Our kernel-based subtree metric
TKM is then defined as the maximum of the cosine
measure over the references:

TKM = max
t∈ref

cos(hyp, t)

The advantage of using the tree kernel is that it
can capture the similarity of subtrees of different
shapes; the weak point is that it can only use the
reference trees one by one, while STM can use them
simultaneously. The dot product also weights indi-
vidual features differently than our other measures,
which compute overlap in the same way as does
BLEU. For example, if the same subtree occurs 10
times in both the hypothesis and the reference, this
contributes a term of 100 to the dot product, rather
than 10 in the clipped count used by BLEU and by
our subtree metric STM.

2.1 Dependency-Based Metrics

Dependency trees consist of trees of head-modifier
relations with a word at each node, rather than just
at the leaves. Dependency trees were found to corre-
spond better across translation pairs than constituent
trees by Fox (2002), and form the basis of the ma-
chine translation systems of Alshawi et al. (2000)
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Figure 2: Examples for the Computation of STM

and Lin (2004). We derived dependency trees from
the constituent trees by applying the determinis-
tic headword extraction rules used by the parser of
Collins (1999). For the example of the reference
syntax tree in Figure 2, the whole tree with the root
S represents a sentence; and the subtree NP→ART N
represents a noun phrase. Then for every node in the
syntax tree, we can determine its headword by its
syntactic structure; from the subtree NP→ART N,
for example, the headword selection rules chose the
headword of NP to be word corresponding to the
POS N in the subtree, and the other child, which cor-
responds to ART, is the modifier for the headword.
The dependency tree then is a kind of structure con-
stituted by headwords and every subtree represents
the modifier information for its root headword. For
example, the dependency tree of the sentence I have
a red pen is shown as below.

have

I pen

a red

The dependency tree contains both the lexical and
syntactic information, which inspires us to use it for
the MT evaluation.

Noticing that in a dependent tree the child
nodes are the modifier of its parent, we propose
a dependency-tree based metric by extracting the
headwords chains from both the hypothesis and the
reference dependency trees. A headword chain is
a sequence of words which corresponds to a path
in the dependency tree. Take the dependency tree
in Figure 2 as the example, the 2-word headword

chains include have I, have pen, pen a, and pen
red. Before using the headword chains, we need
to extract them out of the dependency trees. Fig-
ure 3 gives an algorithm which recursively extracts
the headword chains in a dependency tree from short
to long. Having the headword chains, the headword
chain based metric is computed in a manner similar
to BLEU, but using n-grams of dependency chains
rather than n-grams in the linear order of the sen-
tence. For every hypothesis, the fractions of head-
word chains which also appear in the reference de-
pendency trees are averaged as the final score. Using
HWCM to denote the headword chain based metric,
it is computed as follows:

HWCM =
1

D

D
∑

n=1

∑

g∈chainn(hyp) countclip(g)
∑

g∈chainn(hyp) count(g)

where D is chosen as the maximum length chain
considered.

We may also wish to consider dependency rela-
tions over more than two words that are contigu-
ous but not in a single ancestor chain in the depen-
dency tree. For this reason, the two methods de-
scribed in section 3.1 are used to compute the simi-
larity of dependency trees between the MT hypothe-
sis and its references, and the corresponding metrics
are denoted DSTM for dependency subtree metric
and DTKM for dependency tree kernel metric.

3 Experiments

Our testing data contains two parts. One part is a set
of 665 English sentences generated by a Chinese-
English MT system. And for each MT hypothesis,
three reference translations are associated with it.
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Input: dependency tree T, maximum length N of the headword chain
Output: headword chains from length 1 to N

for i = 1 to N
for every node n in T

if i == 1
add n’s word to n’s 1 word headword chains;

else
for every direct child c of n

for every i-1 words headword chain hc of c
newchain = joint(n’s word, hc);
add newchain to the i words headword chains of n;

endfor
endfor

endif
endfor

endfor

Figure 3: Algorithm for Extracting the Headword Chains

The human judgments, on a scale of 1 to 5, were col-
lected at the 2003 Johns Hopkins Speech and Lan-
guage Summer Workshop, which tells the overall
quality of the MT hypotheses. The translations were
generated by the alignment template system of Och
(2003). This testing set is called JHU testing set
in this paper. The other set of testing data is from
MT evaluation workshop at ACL05. Three sets of
human translations (E01, E03, E04) are selected as
the references, and the outputs of seven MT systems
(E9 E11 E12 E14 E15 E17 E22) are used for testing
the performance of our syntactic metrics. Each set
of MT translations contains 929 English sentences,
each of which is associated with human judgments
for its fluency and adequacy. The fluency and ade-
quacy scores both range from 1 to 5.

3.1 Sentence-level Evaluation

Our syntactic metrics are motivated by a desire to
better capture grammaticality in MT evaluation, and
thus we are most interested in how well they cor-
relate with human judgments of sentences’ fluency,
rather than the adequacy of the translation. To
do this, the syntactic metrics (computed with the
Collins (1999) parser) as well as BLEU were used
to evaluate hypotheses in the test set from ACL05
MT workshop, which provides both fluency and ad-
equacy scores for each sentence, and their Pearson
coefficients of correlation with the human fluency
scores were computed. For BLEU and HWCM, in
order to avoid assigning zero scores to individual

Max
Length/

Depth BLEU HWCM STM DSTM
1 0.126 0.130 —– —–
2 0.132 0.142 0.142 0.159
3 0.117 0.157 0.147 0.150
4 0.093 0.153 0.136 0.121

kernel 0.065 0.090

Table 1: Correlation with Human Fluency Judg-
ments for E14

sentences, when precision for n-grams of a particu-
lar length is zero we replace it with an epsilon value
of 10−3. We choose E14 and E15 as two repre-
sentative MT systems in the ACL05 MT workshop
data set, which have relatively high human scores
and low human scores respectively. The results are
shown in Table 1 and Table 2, with every metric
indexed by the maximum n-gram length or subtree
depth. The last row of the each table shows the tree-
kernel-based measures, which have no depth param-
eter to adjust, but implicitly consider all depths.

The results show that in both systems our syntac-
tic metrics all achieve a better performance in the
correlation with human judgments of fluency. We
also notice that with the increasing of the maximum
length of n-grams, the correlation of BLEU with hu-
man judgments does not necessarily increase, but
decreases in most cases. This is contrary to the argu-
ment in BLEU which says that longer n-grams bet-
ter represent the sentences’ fluency than the shorter
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Max
Length/

Depth BLEU HWCM STM DSTM
1 0.122 0.128 —– —–
2 0.094 0.120 0.134 0.137
3 0.073 0.119 0.144 0.124
4 0.048 0.113 0.143 0.121

kernel 0.089 0.066

Table 2: Correlation with Human Fluency Judg-
ments for E15

ones. The problem can be explained by the limi-
tation of the reference translations. In our exper-
iments, every hypothesis is evaluated by referring
to three human translations. Since the three human
translations can only cover a small set of possible
translations, with the increasing of n-gram length,
more and more correct n-grams might not be found
in the references, so that the fraction of longer n-
grams turns to be less reliable than the short ones
and hurts the final scores. In the the corpus-level
evaluation of a MT system, the sparse data problem
will be less serious than in the sentence-level evalu-
ation, since the overlapping n-grams of all the sen-
tences and their references will be summed up. So
in the traditional BLEU algorithm used for corpus-
level evaluation, a maximum n-gram of length 4 or 5
is usually used. A similar trend can be found in syn-
tax tree and dependency tree based metrics, but the
decreasing ratios are much lower than BLEU, which
indicates that the syntactic metrics are less affected
by the sparse data problem. The poor performance
of tree-kernel based metrics also confirms our argu-
ments on the sparse data problem, since the kernel
measures implicitly consider the overlapping ratios
of the sub-trees of all shapes, and thus will be very
much affected by the sparse data problem.

Though our syntactic metrics are proposed for
evaluating the sentences’ fluency, we are curious
how well they do in the overall evaluation of sen-
tences. Thus we also computed each metric’s cor-
relation with human overall judgments in E14, E15
and JHU testing set. The overall human score for
each sentence in E14 and E15 is computed by sum-
ming up its fluency score and adequacy score. The
results are shown in Table 3, Table 4, and Table
5. We can see that the syntactic metrics achieve

Max
Length/

Depth BLEU HWCM STM DSTM
1 0.176 0.191 —– —–
2 0.185 0.195 0.171 0.193
3 0.169 0.202 0.168 0.175
4 0.137 0.199 0.158 0.143

kernel 0.093 0.127

Table 3: Correlation with Human Overall Judgments
for E14

Max
Length/

Depth BLEU HWCM STM DSTM
1 0.146 0.152 —– —–
2 0.124 0.142 0.148 0.152
3 0.095 0.144 0.151 0.139
4 0.067 0.137 0.144 0.137

kernel 0.098 0.084

Table 4: Correlation with Human Overall Judgments
for E15

competitive correlations in the test, among which
HWCM, based on headword chains, gives better
performances in evaluation of E14 and E15, and a
slightly worse performance in JHU testing set than
BLEU. Just as with the fluency evaluation, HWCM
and other syntactic metrics present more stable per-
formance as the n-gram’s length (subtree’s depth)
increases.

3.2 Corpus-level Evaluation

While sentence-level evaluation is useful if we are
interested in a confidence measure on MT outputs,
corpus level evaluation is more useful for comparing

Max
Length/

Depth BLEU HWCM STM DSTM
1 0.536 0.502 —– —–
2 0.562 0.555 0.515 0.513
3 0.513 0.538 0.529 0.477
4 0.453 0.510 0.497 0.450

kernel 0.461 0.413

Table 5: Correlation with Human Overall Judgments
for JHU Testing Set
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Max
Length/

Depth BLEU HWCM STM DSTM
1 0.629 0.723 —– —–
2 0.683 0.757 0.538 0.780
3 0.724 0.774 0.597 0.780
4 0.753 0.778 0.612 0.788
5 0.781 0.780 0.618 0.778
6 0.763 0.778 0.618 0.782

kernel 0.539 0.875

Table 6: Corpus-level Correlation with Human
Overall Judgments (E9 E11 E12 E14 E15 E17 E22)

MT systems and guiding their development. Does
higher sentence-level correlation necessarily indi-
cate higher correlation in corpus-level evaluation?
To answer this question, we used our syntactic met-
rics and BLEU to evaluate all the human-scored MT
systems (E9 E11 E12 E14 E15 E17 E22) in the
ACL05 MT workshop test set, and computed the
correlation with human overall judgments. The hu-
man judgments for an MT system are estimated by
summing up each sentence’s human overall score.
Table 6 shows the results indexed by different n-
grams and tree depths.

We can see that the corpus-level correlation and
the sentence-level correlation don’t always corre-
spond. For example, the kernel dependency subtree
metric achieves a very good performance in corpus-
level evaluation, but it has a poor performance in
sentence-level evaluation. Sentence-level correla-
tion reflects the relative qualities of different hy-
potheses in a MT system, which does not indicate
any information for the relative qualities of differ-
ent systems. If we uniformly decrease or increase
every hypothesis’s automatic score in a MT sys-
tem, the sentence-level correlation with human judg-
ments will remain the same, but the corpus-level cor-
relation will be changed. So we might possibly get
inconsistent corpus-level and sentence-level correla-
tions.

From the results, we can see that with the increase
of n-grams length, the performance of BLEU and
HWCM will first increase up to length 5, and then
starts decreasing, where the optimal n-gram length
of 5 corresponds to our usual setting for BLEU algo-
rithm. This shows that corpus-level evaluation, com-

pared with the sentence-level evaluation, is much
less sensitive to the sparse data problem and thus
leaves more space for making use of comprehen-
sive evaluation metrics. We speculate this is why the
kernel dependency subtree metric achieves the best
performance among all the metrics. We can also see
that HWCM and DSTM beat BLEU in most cases
and exhibit more stable performance.

An example hypothesis which was assigned a
high score by HWCM but a low score by BLEU is
shown in Table 7. In this particular sentence, the
common head-modifier relations “aboard← plane”
and “plane ← the” caused a high headword chain
overlap, but did not appear as common n-grams
counted by BLEU. The hypothesis is missing the
word “fifth”, but was nonetheless assigned a high
score by human judges. This is probably due to its
fluency, which HWCM seems to capture better than
BLEU.

4 Conclusion

This paper introduces several syntax-based metrics
for the evaluation of MT, which we find to be par-
ticularly useful for predicting a hypothesis’s fluency.
The syntactic metrics, except the kernel based ones,
all outperform BLEU in sentence-level fluency eval-
uation. For the overall evaluation of sentences for
fluency and adequacy, the metric based on headword
chain performs better than BLEU in both sentence-
level and corpus-level correlation with human judg-
ments. The kernel based metrics, though poor in
sentence-level evaluation, achieve the best results in
corpus-level evaluation, where sparse data are less
of a barrier.

Our syntax-based measures require the existence
of a parser for the language in question, however it
is worth noting that a parser is required for the tar-
get language only, as all our measures of similarity
are defined across hypotheses and references in the
same language.

Our results, in particular for the primarily struc-
tural STM, may be surprising in light of the fact
that the parser is not designed to handle ill-formed
or ungrammatical sentences such as those produced
by machine translation systems. Modern statistical
parsers have been tuned to discriminate good struc-
tures from bad rather than good sentences from bad.
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hyp Diplomats will be aboard the plane to return home .
ref1 Diplomats are to come back home aboard the fifth plane .
ref2 Diplomatic staff would go home in a fifth plane .
ref3 Diplomatic staff will take the fifth plane home .

Table 7: An example hypothesis in the ACL05-MTE workshop which was assigned a high score by HWCM
(0.511) but a low score by BLEU (0.084). Both human judges assigned a high score (4).

Indeed, in some recent work on re-ranking machine
translation hypotheses (Och et al., 2004), parser-
produced structures were not found to provide help-
ful information, as a parser is likely to assign a good-
looking structure to even a lousy input hypothesis.

However, there is an important distinction be-
tween the use of parsers in re-ranking and evaluation
– in the present work we are looking for similarities
between pairs of parse trees rather than at features
of a single tree. This means that the syntax-based
evaluation measures can succeed even when the tree
structure for a poor hypothesis looks reasonable on
its own, as long as it is sufficiently distinct from the
structures used in the references.

We speculate that by discriminatively training
weights for the individual subtrees and headword
chains used by the syntax-based metrics, further im-
provements in evaluation accuracy are possible.
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Abstract

The research below explores schemes for
evaluating automatic summaries of busi-
ness meetings, using the ICSI Meeting
Corpus (Janin et al., 2003). Both au-
tomatic and subjective evaluations were
carried out, with a central interest be-
ing whether or not the two types of eval-
uations correlate with each other. The
evaluation metrics were used to compare
and contrast differing approaches to au-
tomatic summarization, the deterioration
of summary quality on ASR output ver-
sus manual transcripts, and to determine
whether manual extracts are rated signifi-
cantly higher than automatic extracts.

1 Introduction

In the field of automatic summarization, it is widely
agreed upon that more attention needs to be paid
to the development of standardized approaches to
summarization evaluation. For example, the cur-
rent incarnation of the Document Understanding
Conference is putting its main focus on the de-
velopment of evaluation schemes, including semi-
automatic approaches to evaluation. One semi-
automatic approach to evaluation is ROUGE (Lin
and Hovy, 2003), which is primarily based on n-
gram co-occurrence between automatic and human
summaries. A key question of the research con-
tained herein is how well ROUGE correlates with
human judgments of summaries within the domain

of meeting speech. If it is determined that the two
types of evaluations correlate strongly, then ROUGE
will likely be a valuable and robust evaluation tool in
the development stage of a summarization system,
when the cost of frequent human evaluations would
be prohibitive.

Three basic approaches to summarization are
evaluated and compared below: Maximal Marginal
Relevance, Latent Semantic Analysis, and feature-
based classification. The other major comparisons
in this paper are between summaries on ASR ver-
sus manual transcripts, and between manual and au-
tomatic extracts. For example, regarding the for-
mer, it might be expected that summaries on ASR
transcripts would be rated lower than summaries on
manual transcripts, due to speech recognition errors.
Regarding the comparison of manual and automatic
extracts, the manual extracts can be thought of as
a gold standard for the extraction task, represent-
ing the performance ceiling that the automatic ap-
proaches are aiming for.

More detailed descriptions of the summarization
approaches and experimental setup can be found in
(Murray et al., 2005). That work relied solely on
ROUGE as an evaluation metric, and this paper pro-
ceeds to investigate whether ROUGE alone is a reli-
able metric for our summarization domain, by com-
paring the automatic scores with recently-gathered
human evaluations. Also, it should be noted that
while we are at the moment only utilizing intrinsic
evaluation methods, our ultimate plan is to evalu-
ate these meeting summaries extrinsically within the
context of a meeting browser (Wellner et al., 2005).
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2 Description of the Summarization
Approaches

2.1 Maximal Marginal Relevance (MMR)

MMR (Carbonell and Goldstein, 1998) uses the
vector-space model of text retrieval and is particu-
larly applicable to query-based and multi-document
summarization. The MMR algorithm chooses
sentences via a weighted combination of query-
relevance and redundancy scores, both derived using
cosine similarity. The MMR scoreScMMR(i)for a
given sentenceSi in the document is given by

ScMMR(i) =

λ(Sim(Si, D))− (1− λ)(Sim(Si, Summ)) ,

whereD is the average document vector,Summ
is the average vector from the set of sentences al-
ready selected, andλ trades off between relevance
and redundancy.Sim is the cosine similarity be-
tween two documents.

This implementation of MMR uses lambda an-
nealing so that relevance is emphasized while the
summary is still short and minimizing redundancy is
prioritized more highly as the summary lengthens.

2.2 Latent Semantic Analysis (LSA)

LSA is a vector-space approach which involves pro-
jecting the original term-document matrix to a re-
duced dimension representation. It is based on the
singular value decomposition (SVD) of anm × n
term-document matrixA, whose elementsAij rep-
resent the weighted term frequency of termi in doc-
umentj. In SVD, the term-document matrix is de-
composed as follows:

A = USV T

whereU is anm×n matrix of left-singular vectors,
S is an n × n diagonal matrix of singular values,
andV is then × n matrix of right-singular vectors.
The rows ofV T may be regarded as defining top-
ics, with the columns representing sentences from
the document. Following Gong and Liu (Gong and
Liu, 2001), summarization proceeds by choosing,
for each row inV T , the sentence with the highest
value. This process continues until the desired sum-
mary length is reached.

Two drawbacks of this method are that dimen-
sionality is tied to summary length and that good
sentence candidates may not be chosen if they do
not “win” in any dimension (Steinberger and Ježek,
2004). The authors in (Steinberger and Ježek, 2004)
found one solution, by extracting a single LSA-
based sentence score, with variable dimensionality
reduction.

We address the same concerns, following the
Gong and Liu approach, but rather than extracting
the best sentence for each topic, then best sentences
are extracted, withn determined by the correspond-
ing singular values from matrixS. The number of
sentences in the summary that will come from the
first topic is determined by the percentage that the
largest singular value represents out of the sum of all
singular values, and so on for each topic. Thus, di-
mensionality reduction is no longer tied to summary
length and more than one sentence per topic can be
chosen. Using this method, the level of dimension-
ality reduction is essentially learned from the data.

2.3 Feature-Based Approaches

Feature-based classification approaches have been
widely used in text and speech summarization, with
positive results (Kupiec et al., 1995). In this work
we combined textual and prosodic features, using
Gaussian mixture models for the extracted and non-
extracted classes. The prosodic features were the
mean and standard deviation of F0, energy, and du-
ration, all estimated and normalized at the word-
level, then averaged over the utterance. The two lex-
ical features were both TFIDF-based: the average
and the maximum TFIDF score for the utterance.

For our second feature-based approach, we de-
rived single LSA-based sentence scores (Steinberger
and Jězek, 2004) to complement the six features de-
scribed above, to determine whether such an LSA
sentence score is beneficial in determining sentence
importance. We reduced the original term-document
matrix to 300 dimensions; however, Steinberger and
Jězek found the greatest success in their work by re-
ducing to a single dimension (Steinberger, personal
communication). The LSA sentence score was ob-
tained using:

ScLSA
i =

√√√√ n∑
k=1

v(i, k)2 ∗ σ(k)2 ,
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wherev(i, k) is thekth element of theith sentence
vector andσ(k) is the corresponding singular value.

3 Experimental Setup

We used human summaries of the ICSI Meeting cor-
pus for evaluation and for training the feature-based
approaches. An evaluation set of six meetings was
defined and multiple human summaries were created
for these meetings, with each test meeting having ei-
ther three or four manual summaries. The remaining
meetings were regarded as training data and a single
human summary was created for these. Our sum-
maries were created as follows.

Annotators were given access to a graphical user
interface (GUI) for browsing an individual meeting
that included earlier human annotations: an ortho-
graphic transcription time-synchronized with the au-
dio, and a topic segmentation based on a shallow hi-
erarchical decomposition with keyword-based text
labels describing each topic segment. The annota-
tors were told to construct a textual summary of the
meeting aimed at someone who is interested in the
research being carried out, such as a researcher who
does similar work elsewhere, using four headings:

• general abstract: “why are they meeting and
what do they talk about?”;

• decisions made by the group;

• progress and achievements;

• problems described

The annotators were given a 200 word limit for each
heading, and told that there must be text for the gen-
eral abstract, but that the other headings may have
null annotations for some meetings.

Immediately after authoring a textual summary,
annotators were asked to create an extractive sum-
mary, using a different GUI. This GUI showed
both their textual summary and the orthographic
transcription, without topic segmentation but with
one line per dialogue act based on the pre-existing
MRDA coding (Shriberg et al., 2004) (The dialogue
act categories themselves were not displayed, just
the segmentation). Annotators were told to extract
dialogue acts that together would convey the infor-
mation in the textual summary, and could be used to

support the correctness of that summary. They were
given no specific instructions about the number or
percentage of acts to extract or about redundant dia-
logue act. For each dialogue act extracted, they were
then required in a second pass to choose the sen-
tences from the textual summary supported by the
dialogue act, creating a many-to-many mapping be-
tween the recording and the textual summary.

The MMR and LSA approaches are both unsuper-
vised and do not require labelled training data. For
both feature-based approaches, the GMM classifiers
were trained on a subset of the training data repre-
senting approximately 20 hours of meetings.

We performed summarization using both the hu-
man transcripts and speech recognizer output. The
speech recognizer output was created using base-
line acoustic models created using a training set
consisting of 300 hours of conversational telephone
speech from the Switchboard and Callhome cor-
pora. The resultant models (cross-word triphones
trained on conversational side based cepstral mean
normalised PLP features) were then MAP adapted
to the meeting domain using the ICSI corpus (Hain
et al., 2005). A trigram language model was em-
ployed. Fair recognition output for the whole corpus
was obtained by dividing the corpus into four parts,
and employing a leave one out procedure (training
the acoustic and language models on three parts of
the corpus and testing on the fourth, rotating to ob-
tain recognition results for the full corpus). This
resulted in an average word error rate (WER) of
29.5%. Automatic segmentation into dialogue acts
or sentence boundaries was not performed: the dia-
logue act boundaries for the manual transcripts were
mapped on to the speech recognition output.

3.1 Description of the Evaluation Schemes

A particular interest in our research is how automatic
measures of informativeness correlate with human
judgments on the same criteria. During the devel-
opment stage of a summarization system it is not
feasible to employ many hours of manual evalua-
tions, and so a critical issue is whether or not soft-
ware packages such as ROUGE are able to measure
informativeness in a way that correlates with subjec-
tive summarization evaluations.
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3.1.1 ROUGE

Gauging informativeness has been the focus
of automatic summarization evaluation research.
We used the ROUGE evaluation approach (Lin
and Hovy, 2003), which is based on n-gram co-
occurrence between machine summaries and “ideal”
human summaries. ROUGE is currently the stan-
dard objective evaluation measure for the Document
Understanding Conference1; ROUGE does not as-
sume that there is a single “gold standard” summary.
Instead it operates by matching the target summary
against a set of reference summaries. ROUGE-1
through ROUGE-4 are simple n-gram co-occurrence
measures, which check whether each n-gram in the
reference summary is contained in the machine sum-
mary. ROUGE-L and ROUGE-W are measures of
common subsequences shared between two sum-
maries, with ROUGE-W favoring contiguous com-
mon subsequences. Lin (Lin and Hovy, 2003) has
found that ROUGE-1 and ROUGE-2 correlate well
with human judgments.

3.1.2 Human Evalautions

The subjective evaluation portion of our research
utilized 5 judges who had little or no familiarity with
the content of the ICSI meetings. Each judge eval-
uated 10 summaries per meeting, for a total of sixty
summaries. In order to familiarize themselves with
a given meeting, they were provided with a human
abstract of the meeting and the full transcript of the
meeting with links to the audio. The human judges
were instructed to read the abstract, and to consult
the full transcript and audio as needed, with the en-
tire familiarization stage not to exceed 20 minutes.

The judges were presented with 12 questions at
the end of each summary, and were instructed that
upon beginning the questionnaire they should not re-
consult the summary itself. 6 of the questions re-
garded informativeness and 6 involved readability
and coherence, though our current research concen-
trates on the informativeness evaluations. The eval-
uations used a Likert scale based on agreement or
disagreement with statements, such as the following
Informativeness statements:

1. The important points of the meeting are repre-
sented in the summary.

1http://duc.nist.gov/

2. The summary avoids redundancy.

3. The summary sentences on average seem rele-
vant.

4. The relationship between the importance of
each topic and the amount of summary space
given to that topic seems appropriate.

5. The summary is repetitive.

6. The summary contains unnecessary informa-
tion.

Statements such as 2 and 5 above are measuring
the same impressions, with the polarity of the state-
ments merely reversed, in order to better gauge the
reliability of the answers. The readability/coherence
portion consisted of the following statements:

1. It is generally easy to tell whom or what is be-
ing referred to in the summary.

2. The summary has good continuity, i.e. the sen-
tences seem to join smoothly from one to an-
other.

3. The individual sentences on average are clear
and well-formed.

4. The summary seems disjointed.

5. The summary is incoherent.

6. On average, individual sentences are poorly
constructed.

It was not possible in this paper to gauge how
responses to these readability statements correlate
with automatic metrics, for the reason that auto-
matic metrics of readability and coherence have not
been widely discussed in the field of summariza-
tion. Though subjective evaluations of summaries
are often divided into informativeness and readabil-
ity questions, only automatic metrics of informative-
ness have been investigated in-depth by the summa-
rization community. We believe that the develop-
ment of automatic metrics for coherence and read-
ability should be a high priority for researchers in
summarization evaluation and plan on pursuing this
avenue of research. For example, work on coher-
ence in NLG (Lapata, 2003) could potentially in-
form summarization evaluation. Mani (Mani et al.,
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Figure 1:ROUGE Scores for the Summarization Ap-
proaches

1999) is one of the few papers to have discussed
measuring summary readability automatically.

4 Results

The results of these experiments can be analyzed
in various ways: significant differences of ROUGE
results across summarization approaches, deterio-
ration of ROUGE results on ASR versus manual
transcripts, significant differences of human eval-
uations across summarization approaches, deterio-
ration of human evaluations on ASR versus man-
ual transcripts, and finally, the correlation between
ROUGE and human evaluations.

4.1 ROUGE results across summarization
approaches

All of the machine summaries were 10% of the orig-
inal document length, in terms of the number of di-
alogue acts contained. Of the four approaches to
summarization used herein, the latent semantic anal-
ysis method performed the best on every meeting
tested for every ROUGE measure with the excep-
tion of ROUGE-3 and ROUGE-4. This approach
was significantly better than either feature-based ap-
proach (p<0.05), but was not a significant improve-
ment over MMR. For ROUGE-3 and ROUGE-4,
none of the summarization approaches were signifi-
cantly different from each other, owing to data spar-
sity. Figure 1 gives the ROUGE-1, ROUGE-2 and
ROUGE-L results for each of the summarization ap-
proaches, on both manual and ASR transcripts.

4.1.1 ASR versus Manual

The results of the four summarization approaches
on ASR output were much the same, with LSA and
MMR being comparable to each other, and each of
them outperforming the feature-based approaches.
On ASR output, LSA again consistently performed
the best.

Interestingly, though the LSA approach scored
higher when using manual transcripts than when
using ASR transcripts, the difference was small and
insignificant despite the nearly 30% WER of the
ASR. All of the summarization approaches showed
minimal deterioration when used on ASR output
as compared to manual transcripts, but the LSA
approach seemed particularly resilient, as evidenced
by Figure 1. One reason for the relatively small
impact of ASR output on summarization results is
that for each of the 6 meetings, the WER of the
summaries was lower than the WER of the meeting
as a whole. Similarly, Valenza et al (Valenza et
al., 1999) and Zechner and Waibel (Zechner and
Waibel, 2000) both observed that the WER of
extracted summaries was significantly lower than
the overall WER in the case of broadcast news. The
table below demonstrates the discrepancy between
summary WER and meeting WER for the six
meetings used in this research.

Meeting Summary WER Meeting WER
Bed004 27.0 35.7
Bed009 28.3 39.8
Bed016 39.6 49.8
Bmr005 23.9 36.1
Bmr019 28.0 36.5
Bro018 25.9 35.6

WER% for Summaries and Meetings

There was no improvement in the second feature-
based approach (adding an LSA sentence score) as
compared with the first feature-based approach. The
sentence score used here relied on a reduction to 300
dimensions, which may not have been ideal for this
data.

The similarity between the MMR and LSA ap-
proaches here mirrors Gong and Liu’s findings, giv-
ing credence to the claim that LSA maximizes rele-
vance and minimizes redundancy, in a different and
more opaque manner then MMR, but with similar
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STATEMENT FB1 LSA MMR FB2
IMPORT. POINTS 5.03 4.53 4.67 4.83

NO REDUN. 4.33 2.60 3.00 3.77
RELEVANT 4.83 4.07 4.33 4.53

TOPIC SPACE 4.43 3.83 3.87 4.30
REPETITIVE 3.37 4.70 4.60 3.83

UNNEC. INFO. 4.70 6.00 5.83 5.00

Table 1: Human Scores for 4 Approaches on Manual
Transcripts

results. Regardless of whether or not the singular
vectors ofV T can rightly be thought of as topics or
concepts (a seemingly strong claim), the LSA ap-
proach was as successful as the more popular MMR
algorithm.

4.2 Human results across summarization
approaches

Table 1 presents average ratings for the six state-
ments across four summarization approaches on
manual transcripts. Interestingly, the first feature-
based approach is given the highest marks on each
criterion. For statements 2, 5 and 6 FB1 is signif-
icantly better than the other approaches. It is par-
ticularly surprising that FB1 would score well on
statement 2, which concerns redundancy, given that
MMR and LSA explicitly aim to reduce redundancy
while the feature-based approaches are merely clas-
sifying utterances as relevant or not. The second
feature-based approach was not significantly worse
than the first on this score.

Considering the difficult task of evaluating ten ex-
tractive summaries per meeting, we are quite satis-
fied with the consistency of the human judges. For
example, statements that were merely reworded ver-
sions of other statements were given consistent rat-
ings. It was also the case that, with the exception
of evaluating the sixth statement, judges were able
to tell that the manual extracts were superior to the
automatic approaches.

4.2.1 ASR versus Manual

Table 2 presents average ratings for the six state-
ments across four summarization approaches on
ASR transcripts. The LSA and MMR approaches
performed better in terms of having less deteri-

STATEMENT FB1 LSA MMR FB2
IMPORT. POINTS 3.53 4.13 3.73 3.50

NO REDUN. 3.40 2.97 2.63 3.57
RELEVANT 3.47 3.57 3.00 3.47

TOPIC SPACE 3.27 3.33 3.00 3.20
REPETITIVE 4.43 4.73 4.70 4.20

UNNEC. INFO. 5.37 6.00 6.00 5.33

Table 2: Human Scores for 4 Approaches on ASR
Transcripts
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Figure 2: INFORMATIVENESS-1 Scores for the
Summarization Approaches

oration of scores when used on ASR output in-
stead of manual transcripts. LSA-ASR was not
significantly worse than LSA on any of the 6 rat-
ings. MMR-ASR was significantly worse than
MMR on only 3 of the 6. In contrast, FB1-
ASR was significantly worse than FB1 for 5 of
the 6 approaches, reinforcing the point that MMR
and LSA seem to favor extracting utterances with
fewer errors. Figures 2, 3 and 4 depict the
how the ASR and manual approaches affect the
INFORMATIVENESS-1, INFORMATIVENESS-4
and INFORMATIVENESS-6 ratings, respectively.
Note that for Figure 6, a higher score is a worse rat-
ing.

4.3 ROUGE and Human correlations

According to (Lin and Hovy, 2003), ROUGE-
1 correlates particularly well with human judg-
ments of informativeness. In the human eval-
uation survey discussed here, the first statement
(INFORMATIVENESS-1) would be expected to
correlate most highly with ROUGE-1, as it is ask-
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ing whether the summary contains the important
points of the meeting. As could be guessed from the
discussion above, there is no significant correlation
between ROUGE-1 and human evaluations when
analyzing only the 4 summarization approaches
on manual transcripts. However, when looking
at the 4 approaches on ASR output, ROUGE-1
and INFORMATIVENESS-1 have a moderate and
significant positive correlation (Spearman’s rho =
0.500, p< 0.05). This correlation on ASR out-
put is strong enough that when ROUGE-1 and
INFORMATIVENESS-1 scores are tested for corre-
lation across all 8 summarization approaches, there
is a significant positive correlation (Spearman’s rho
= 0.388, p< 0.05).

The other significant correlations for ROUGE-
1 across all 8 summarization approaches are with

INFORMATIVENESS-2, INFORMATIVENESS-5
and INFORMATIVENESS-6. However, these are
negative correlations. For example, with regard to
INFORMATIVENESS-2, summaries that are rated
as having a high level of redundancy are given high
ROUGE-1 scores, and summaries with little redun-
dancy are given low ROUGE-1 scores. Similary,
with regard to INFORMATIVENESS-6, summaries
that are said to have a great deal of unnecessary in-
formation are given high ROUGE-1 scores. It is
difficult to interpret some of these negative correla-
tions, as ROUGE does not measure redundancy and
would not necessarily be expected to correlate with
redundancy evaluations.

5 Discussion

In general, ROUGE did not correlate well with the
human evaluations for this data. The MMR and
LSA approaches were deemed to be significantly
better than the feature-based approaches according
to ROUGE, while these findings were reversed ac-
cording to the human evaluations. An area of agree-
ment, however, is that the LSA-ASR and MMR-
ASR approaches have a small and insignificant de-
cline in scores compared with the decline of scores
for the feature-based approaches. One of the most
interesting findings of this research is that MMR and
LSA approaches used on ASR tend to select utter-
ances with fewer ASR errors.

ROUGE has been shown to correlate well with
human evaluations in DUC, when used on news cor-
pora, but the summarization task here – using con-
versational speech from meetings – is quite different
from summarizing news articles. ROUGE may sim-
ply be less applicable to this domain.

6 Future Work

It remains to be determined through further ex-
perimentation by researchers using various corpora
whether or not ROUGE truly correlates well with
human judgments. The results presented above are
mixed in nature, but do not present ROUGE as being
sufficient in itself to robustly evaluate a summariza-
tion system under development.

We are also interested in developing automatic
metrics of coherence and readability. We now have
human evaluations of these criteria and are ready to
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begin testing for correlations between these subjec-
tive judgments and potential automatic metrics.
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Abstract

This paper discusses the convergence
between question answering and multi-
document summarization, pointing out
implications and opportunities for knowl-
edge transfer in both directions. As a
case study in one direction, we discuss
the recent development of an automatic
method for evaluating definition questions
based on n-gram overlap, a commonly-
used technique in summarization evalua-
tion. In the other direction, the move to-
wards topic-oriented summaries requires
an understanding of relevance and topi-
cality, issues which have received atten-
tion in the question answering literature.
It is our opinion that question answering
and multi-document summarization repre-
sent two complementary approaches to the
same problem of satisfying complex user
information needs. Although this points
to many exciting opportunities for system-
building, here we primarily focus on im-
plications for system evaluation.

1 Introduction

Recent developments in question answering (QA)
and multi-document summarization point to many
interesting convergences that present exciting oppor-
tunities for collaboration and cross-fertilization be-
tween these largely independent communities. This
position paper attempts to draw connections be-

tween the task of answering complex natural lan-
guage questions and the task of summarizing mul-
tiple documents, the boundaries between which are
beginning to blur, as anticipated half a decade
ago (Carbonell et al., 2000).

Although the complementary co-evolution of
question answering and document summarization
presents new directions for system-building, this
paper primarily focuses on implications for evalu-
ation. Although assessment of answer and sum-
mary quality employs different methodologies, there
are many lessons that each community can learn
from the other. The summarization community has
extensive experience in intrinsic metrics based on
n-gram overlap for automatically scoring system
outputs against human-generated reference texts—
these techniques would help streamline aspects of
question answering evaluation. In the other direc-
tion, because question answering has its roots in
information retrieval, much work has focused on
extrinsic metrics based on relevance and topical-
ity, which may be valuable to summarization re-
searchers.

This paper is organized as follows: In Section 2,
we discuss the evolution of question answering re-
search and how recent trends point to the conver-
gence of question answering and multi-document
summarization. In Section 3, we present a case
study of automatically evaluating definition ques-
tions by employing metrics based on n-gram over-
lap, a general technique widely used in summariza-
tion and machine translation evaluations. Section 4
highlights some opportunities for knowledge trans-
fer in the other direction: how the notions of rele-
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vance and topicality, well-studied in the information
retrieval literature, can guide the evaluation of topic-
oriented summaries. We conclude with thoughts
about the future in Section 5.

2 Convergence of QA and Summarization

Question answering was initially conceived as es-
sentially a fine-grained information retrieval task.
Much research has focused on so-called factoid
questions, which can typically be answered by
named entities such as people, organizations, loca-
tions, etc. As an example, a system might return
“Bee Gees” as the answer to the question “What
band did the music for the 1970’s film ‘Saturday
Night Fever’?”. For such well-specified information
needs, question answering systems represent an im-
provement over traditional document retrieval sys-
tems because they do not require a user to manu-
ally browse through a ranked list of “hits”. Since
1999, the NIST-organized question answering tracks
at TREC (see, for example, Voorhees 2003a) have
served as a focal point of research in the field, pro-
viding an annual forum for evaluating systems de-
veloped by teams from all over the world. The
model has been duplicated and elaborated on by
CLEF in Europe and NTCIR in Asia, both of which
have also introduced cross-lingual elements.

Recently, research in question answering has
shifted away from factoid questions to more com-
plex information needs. This new direction can be
characterized as a move towards answers that can
only be arrived at through some form of reason-
ing and answers that require drawing information
from multiple sources. Indeed, there are many types
of questions that would require integration of both
capabilities: extracting raw information “nuggets”
from potentially relevant documents, reasoning over
these basic facts to draw additional inferences, and
synthesizing an appropriate answer based on this
knowledge. “What is the role of the Libyan gov-
ernment in the Lockerbie bombing?” is an example
of such a complex question.

Commonalities between the task of answering
complex questions and summarizing multiple doc-
uments are evident when one considers broader re-
search trends. Both tasks require the ability to
draw together elements from multiple sources and

cope with redundant, inconsistent, and contradic-
tory information. Both tasks require extracting finer-
grained (i.e., sub-document) segments, albeit based
on different criteria. These observations point to
the convergence of question answering and multi-
document summarization.

Complementary developments in the summariza-
tion community mirror the aforementioned shifts
in question answering research. Most notably, the
DUC 2005 task requires systems to generate an-
swers to natural language questions based on a col-
lection of known relevant documents: “The system
task in 2005 will be to synthesize from a set of 25–
50 documents a brief, well-organized, fluent answer
to a need for information that cannot be met by just
stating a name, date, quantity, etc.” (DUC 2005
guidelines). These guidelines were modeled after
the information synthesis task suggested by Amigó
et al. (2004), which they characterize as “the process
of (given a complex information need) extracting,
organizing, and inter-relating the pieces of informa-
tion contained in a set of relevant documents, in or-
der to obtain a comprehensive, non-redundant report
that satisfies the information need”. One of the ex-
amples they provide, “I’m looking for information
concerning the history of text compression both be-
fore and with computers”, looks remarkably like a
user information need current question answering
systems aspire to satisfy. The idea of topic-oriented
multi-document summarization isn’t new (Goldstein
et al., 2000), but only recently have the connections
to question answering become explicit. Incidentally,
it appears that the current vision of question answer-
ing is more ambitious than the information synthesis
task because in the former, the set of relevant doc-
uments is not known in advance, but must first be
discovered within a larger corpus.

There is, however, an important difference be-
tween question answering and topic-focused multi-
document summarization: whereas summaries are
compressible in length, the same cannot be said of
answers.1 For question answering, it is difficult to
fix the length of a response a priori: there may be
cases where it is impossible to fit a coherent, com-
plete answer into an allotted space. On the other

1We would like to thank an anonymous reviewer for pointing
this out.
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1 vital american composer
2 vital musical achievements ballets symphonies
3 vital born brooklyn ny 1900
4 okay son jewish immigrant
5 okay american communist
6 okay civil rights advocate
7 okay had senile dementia
8 vital established home for composers
9 okay won oscar for “the Heiress”
10 okay homosexual
11 okay teacher tanglewood music center boston symphony

Table 1: The “answer key” to the question “Who is Aaron Copland?”

hand, summaries are condensed representations of
content, and should theoretically be expandable and
compressible based on the level of detail desired.

What are the implications, for system evaluations,
of this convergence between question answering and
multi-document summarization? We believe that the
two fields have much to benefit from each other. In
one direction, the question answering community
currently lacks experience in automatically evalu-
ating unstructured answers, which has been the fo-
cus of much research in document summarization.
In the other direction, the question answering com-
munity, due to its roots in information retrieval, has
a good grasp on the notions of relevance and topi-
cality, which are critical to the assessment of topic-
oriented summaries. In the next section, we present
a case study in leveraging summarization evaluation
techniques to automatically evaluate definition ques-
tions. Following that, we discuss how lessons from
question answering (and more broadly, information
retrieval) can be applied to assist in evaluating sum-
marization systems.

3 Definition Questions: A Case Study

Definition questions represent complex information
needs that involve integrating facts from multiple
documents. A typical definition question is “What
is the Cassini space probe?”, to which a system
might respond with answers that include “interplan-
etary probe to Saturn”, “carries the Huygens probe
to study the atmosphere of Titan, Saturn’s largest
moon”, and “a joint project between NASA, ESA,

and ASI”. The goal of the task is to return as
many interesting “nuggets” of information as possi-
ble about the target entity being defined (the Cassini
space probe, in this case) while minimizing the
amount of irrelevant information retrieved. In the
two formal evaluations of definition questions that
have been conducted at TREC (in 2003 and 2004),
an information nugget is operationalized as a fact for
which an assessor could make a binary decision as to
whether a response contained that nugget (Voorhees,
2003b). Additionally, information nuggets are clas-
sified as either vital or okay. Vital nuggets rep-
resent facts central to the target entity, and should
be present in a “good” definition. Okay nuggets
contribute worthwhile information about the target,
but are not essential. As an example, assessors’
nuggets for the question “Who is Aaron Copland?”
are shown in Table 1. The distinction between vi-
tal and okay nuggets is consequential for the score
calculation, which we will discuss below.

In the TREC setup, a system response to a defi-
nition question is comprised of an unordered set of
answer strings paired with the identifier of the doc-
ument from which it was extracted. Each of these
answer strings is presumed to have one or more in-
formation nuggets contained within it. Although
there is no explicit limit on the length of each answer
string and the number of answer strings a system is
allowed to return, verbosity is penalized against, as
we shall see below.

To evaluate system output, NIST gathers answer
strings from all participants, hides their association

43



[NYT19990708.0196] Once past a rather routine apprenticeship, which included three years of study
with Nadia Boulanger in Paris, Copland became one of the few American composers to make a living
from composition.
Nugget present: 1

[NYT20000107.0305] A passionate advocate of civil rights, Copland conducted a performance of the
“Lincoln Portrait” with Coretta Scott King as narrator.
Nuggets present: 6

[NYT19991117.0369] after four prior nominations, he won an Oscar in 1949 for his music for “The
Heiress”
Nugget present: 9

Figure 1: Examples of judging actual system responses.

with the runs that produced them, and presents all
answer strings to a human assessor. Using these re-
sponses and research performed during the original
development of the question (with an off-the-shelf
document retrieval system), the assessor creates an
“answer key”; Table 1 shows the official answer key
for the question “Who is Aaron Copland?”.

After this answer key has been created, NIST as-
sessors then go back over each run and manually
judge whether or not each nugget is present in a par-
ticular system’s response. Figure 1 shows a few ex-
amples of real system output and the nuggets that
were found in them.

The final score of a particular answer is com-
puted as an F-measure, the harmonic mean between
nugget precision and recall. The β parameter con-
trols the relative importance of precision and recall,
and is heavily biased towards the latter to model the
nature of the task. Nugget recall is calculated solely
as a function of the vital nuggets, which means that
a system receives no “credit” (in terms of recall) for
returning okay nuggets. Nugget precision is approx-
imated by a length allowance based on the number
of vital and okay nuggets returned; a response longer
than the allowed length is subjected to a verbosity
penalty. Using answer length as a proxy to precision
appears to be a reasonable compromise because a
pilot study demonstrated that it was impossible for
humans to consistently enumerate the total number
of nuggets in a response, a necessary step in calcu-
lating nugget precision (Voorhees, 2003b).

The current TREC setup for evaluating definition

Let

r # of vital nuggets returned in a response
a # of okay nuggets returned in a response
R # of vital nuggets in the answer key
l # of non-whitespace characters in the entire

answer string

Then
recall (R) = r/R

allowance (α) = 100× (r + a)

precision (P) =

{
1 if l < α

1− l−α
l otherwise

Finally, F (β) = (β2 + 1)× P ×R
β2 × P +R

β = 5 in TREC 2003, β = 3 in TREC 2004.

Figure 2: Official definition of F-measure.

questions necessitates having a human “in the loop”.
Even though answer keys are available for questions
from previous years, determining if a nugget was ac-
tually retrieved by a system currently requires hu-
man judgment. Without a fully-automated evalu-
ation method, it is difficult to consistently and re-
producibly assess the performance of a system out-
side the annual TREC cycle. Thus, researchers can-
not carry out controlled laboratory experiments to
rapidly explore the solution space. In many other
fields in computational linguistics, the ability to con-
duct evaluations with quick turnaround has lead to
rapid progress in the state of the art. Question an-
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swering for definition questions appears to be miss-
ing this critical ingredient.

To address this evaluation gap, we have re-
cently developed POURPRE, a method for automat-
ically evaluating definition questions based on idf-
weighted unigram co-occurrences (Lin and Demner-
Fushman, 2005). This idea of employing n-gram
co-occurrence statistics to score the output of a com-
puter system against one or more desired reference
outputs has its roots in the BLEU metric for ma-
chine translation (Papineni et al., 2002) and the
ROUGE (Lin and Hovy, 2003) metric for summa-
rization. Note that metrics for automatically eval-
uating definitions should be, like metrics for eval-
uating summaries, biased towards recall. Fluency
(i.e., precision) is not usually of concern because
most systems employ extractive techniques to pro-
duce answers. Our study reports good correlation
between the automatically computed POURPRE met-
ric and official TREC system ranks. This measure
will hopefully spur progress in definition question
answering systems.

The development of automatic evaluation metrics
based on n-gram co-occurrence for question answer-
ing is an example of successful knowledge transfer
from summarization to question answering evalua-
tion. We believe that there exist many more op-
portunities for future exploration; as an example,
there are remarkable similarities between informa-
tion nuggets in definition question answering and
recently-proposed methods for assessing summaries
based on fine-grained semantic units (Teufel and van
Halteren, 2004; Nenkova and Passonneau, 2004).

Another promising direction of research in defini-
tion question answering involves applying the Pyra-
mid Method (Nenkova and Passonneau, 2004) to
better model the vital/okay nuggets distinction. As
it currently stands, the vital/okay dichotomy is trou-
blesome because there is no way to operationalize
such a classification scheme within a system; see
Hildebrandt et al. (2004) for more discussion. Yet,
the effects on score are significant: a system that re-
turns, for example, all the okay nuggets but none of
the vital nuggets would receive a score of zero. In
truth, the vital/okay distinction is a poor attempt at
modeling the fact that some nuggets about a target
are more important than others—this is exactly what
the Pyramid Method is designed to capture. “Build-

ing pyramids” for definition questions is an avenue
of research that we are currently pursuing.

In the next section, we discuss opportunities for
knowledge transfer in the other direction; i.e., how
summarization evaluation can benefit from work in
question answering evaluation.

4 Putting the Relevance in Summarization

The definition of a meaningful extrinsic evalua-
tion metric (e.g., a task-based measure) is an issue
that the summarization community has long grap-
pled with (Mani et al., 2002). This issue has been
one of the driving factors towards summaries that
are specifically responsive to complex information
needs. The evaluation of such summaries hinges on
the notions of relevance and topicality, two themes
that have received much research attention in the in-
formation retrieval community, from which question
answering evolved.

Debates about the nature of relevance are al-
most as old as the field of information retrieval it-
self (Cooper, 1971; Saracevic, 1975; Harter, 1992;
Barry and Schamber, 1998; Mizzaro, 1998; Spink
and Greisdorf, 2001). Theoretical discussions aside,
there is evidence suggesting that there exist sub-
stantial inter-assessor differences in document-level
relevance judgments (Voorhees, 2000; Voorhees,
2002); in the TREC ad hoc tracks, for example,
overlap between two humans can be less than 50%.
For factoid question answering, it has also been
shown that the notion of answer correctness is less
well-defined than one would expect (Voorhees and
Tice, 2000; Lin and Katz, 2005 in press). This
inescapable fact about the nature of information
needs represents a fundamental philosophical differ-
ence between research in information retrieval and
computational linguistics. Information retrieval re-
searchers accept the fact that the notion of “ground
truth” is not particularly meaningful, and any pre-
scriptive attempt to dictate otherwise would result in
brittle and overtrained systems of limited value. A
retrieval system must be sensitive to the inevitable
variations in relevance exhibited by different users.

This philosophy represents a contrast from com-
putational linguistics research, where ground truth
does in fact exist. For example, there is a single cor-
rect parse of a natural language sentence (modulo
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truly ambiguous sentences), there is the notion of a
correct word sense (modulo granularity issues), etc.
This view also pervades evaluation in machine trans-
lation and document summarization, and is implic-
itly codified in intrinsic metrics, except that there is
now the notion of multiple correct answers (i.e., the
reference texts).

Faced with the inevitability of variations in hu-
mans’ notion of relevance, how can information
retrieval researchers confidently draw conclusions
about system performance and the effectiveness of
various techniques? Meta-evaluations have shown
that while some measures such as recall are rela-
tively meaningless in absolute terms (e.g., the to-
tal number of relevant documents cannot be known
without exhaustive assessment of the entire corpus,
which is impractical for current document collec-
tions), relative comparisons between systems are re-
markably stable. That is, if system A performs bet-
ter than system B (by a metric such as mean average
precision, for example), system A is highly likely
to out-perform system B with any alternative sets of
relevance judgments that represent different notions
of relevance (Voorhees, 2000; Voorhees, 2002).
Thus, it remains possible to determine the relative
effectiveness of different retrieval techniques, and
use evaluation results to guide system development.

We believe that this philosophical starting point
for conducting evaluations is an important point that
summarization researchers should take to heart, con-
sidering that notions such as relevance and topicality
are central to the evaluation of the information syn-
thesis task. What concrete implications of this view
are there? We outline some thoughts below:

First, we believe that summarization metrics
should embrace variations in human judgment as an
inescapable part of the evaluation process. Mea-
sures for automatically assessing the quality of a
system’s output such as ROUGE implicitly assume
that the “best summary” is a statistical agglomera-
tion of the reference summaries, which is not likely
to be true. Until recently, ROUGE “hard-coded” the
so-called “jackknifing” procedure to estimate aver-
age human performance. Fortunately, it appears re-
searchers have realized that “model averaging” may
not be the best way to capture the existence of many
“equally good” summaries. As an example, the
Pyramid Method (Nenkova and Passonneau, 2004),

represents a good first attempt at a realistic model of
human variations.

Second, the view that variations in judgment are
an inescapable part of extrinsic evaluations would
lead one to conclude that low inter-annotator agree-
ment isn’t necessarily bad. Computational linguis-
tics research generally attaches great value to high
kappa measures (Carletta, 1996), which indicate
high human agreement on a particular task. Low
agreement is seen as a barrier to conducting repro-
ducible research and to drawing generalizable con-
clusions. However, this is not necessarily true—low
agreement in information retrieval has not been a
handicap for advancing the state of the art. When
dealing with notions such as relevance, low kappa
values can most likely be attributed to the nature
of the task itself. Attempting to raise agreement
by, for example, developing rigid assessment guide-
lines, may do more harm than good. Prescriptive
attempts to define what a good answer or summary
should be will lead to systems that are not useful
in real-world settings. Instead, we should focus re-
search on adaptable, flexible systems.

Third, meta-evaluations are important. The infor-
mation retrieval literature has an established tradi-
tion of evaluating evaluations post hoc to insure the
reliability and fairness of the results. The aforemen-
tioned studies examining the impact of different rel-
evance judgments are examples of such work. Due
to the variability in human judgments, systems are
essentially aiming at a moving target, which neces-
sitates continual examination as to whether evalu-
ations are accurately answering the research ques-
tions and producing trustworthy results.

Fourth, a measure for assessing the quality of au-
tomatic scoring metrics should reflect the philosoph-
ical starting points that we have been discussing.
As a specific example, the correlation between an
automatically-calculated metric and actual human
preferences is better quantified by Kendall’s τ than
by the coefficient of determination R2. Since rela-
tive system comparisons are more meaningful than
absolute scores, we are generally less interested in
correlations among the scores than in the rankings of
systems produced by those scores. Kendall’s τ com-
putes the “distance” between two rankings as the
minimum number of pairwise adjacent swaps neces-
sary to convert one ranking into the other. This value
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is normalized by the number of items being ranked
such that two identical rankings produce a correla-
tion of 1.0; the correlation between a ranking and its
perfect inverse is −1.0; and the expected correlation
of two rankings chosen at random is 0.0. Typically,
a value of greater than 0.8 is considered “good”, al-
though 0.9 represents a threshold researchers gener-
ally aim for.

5 Conclusion

What’s in store for the ongoing co-evolution of sum-
marization and question answering? Currently, def-
inition questions exercise a system’s ability to inte-
grate information from multiple documents. In the
process, it needs to automatically recognize similar
information units to avoid redundant information,
much like in multi-document summarization. The
other research direction in advanced question an-
swering, integration of reasoning capabilities to gen-
erate answers that cannot be directly extracted from
text, remains more elusive for a variety of reasons.
Finer-grained linguistic analysis at a large scale and
sufficiently-rich domain ontologies to support po-
tentially long inference chains are necessary pre-
requisites—both of which represent open research
problems. Furthermore, it is unclear how exactly
one would operationalize the evaluation of such ca-
pabilities.

Nevertheless, we believe that advanced reasoning
capabilities based on detailed semantic analyses of
text will receive much attention in the future. The
recent flurry of work on semantic analysis, based
on resources such as FrameNet (Baker et al., 1998)
and PropBank (Kingsbury et al., 2002), provide the
substrate for reasoning engines. Developments in
the automatic construction, adaptation, and merg-
ing of ontologies will supply the knowledge nec-
essary to draw inferences. In order to jump-start
the knowledge acquisition process, we envision the
development of domain-specific question answering
systems, the lessons from which will be applied to
systems that operate on broader domains. In terms
of operationalizing evaluations for these advanced
capabilities, the field has already made important
first steps, e.g., the Pascal Recognising Textual En-
tailment Challenge.

What effect will these developments have on sum-

marization research? We believe that future sys-
tems will employ more detailed linguistic analysis.
As a simple example, the ability to reason about
people’s age based on their birthdates would un-
doubtedly be useful for answering particular types
of questions, but may also play a role in redundancy
detection, for example. In general, we anticipate a
move towards more abstractive techniques in multi-
document summarization. Fluent, cohesive, and top-
ical summaries cannot be generated solely using
an extractive approach—sentences are at the wrong
level of granularity, a source of problems ranging
from dangling anaphoric references to verbose sub-
ordinate clauses. Only through more detailed lin-
guistic analysis can information from multiple doc-
uments be truly synthesized. Already, there are
hybrid approaches to multi-document summariza-
tion that employ natural language generation tech-
niques (McKeown et al., 1999; Elson, 2004), and
researchers have experimented with sentential op-
erations to improve the discourse structure of sum-
maries (Otterbacher et al., 2002).

The primary purpose of this paper was to identify
similarities between multi-document summarization
and complex question answering, pointing out po-
tential synergistic opportunities in the area of system
evaluation. We hope that this is merely a small part
of a sustained dialogue between researchers from
these two largely independent communities. An-
swering complex questions and summarizing mul-
tiple documents are essentially opposite sides of the
same coin, as they represent different approaches to
the common problem of addressing complex user in-
formation needs.
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Abstract

This papers reports the application of
the QARLA evaluation framework to the
DUC 2004 testbed (tasks 2 and 5). Our
experiment addresses two issues: how
well QARLA evaluation measures corre-
late with human judgements, and what ad-
ditional insights can be provided by the
QARLA framework to the DUC evalua-
tion exercises.

1 Introduction

QARLA (Amigó et al., 2005) is a framework that
uses similarity to models as a building block for
the evaluation of automatic summarisation systems.
The input of QARLA is a summarisation task, a set
of test cases, a set of similarity metrics, and sets of
models and automatic summaries (peers) for each
test case. With such a testbed, QARLA provides:

• A measure, QUEEN, which combines assorted
similarity metrics to estimate the quality of au-
tomatic summarisers.

• A measure, KING, to select the best combina-
tion of similarity metrics.

• An estimation, JACK, of the reliability of the
testbed for evaluation purposes.

The QARLA framework does not rely on human
judges. It is interesting, however, to find out how
well an evaluation using QARLA correlates with hu-
man judges, and whether QARLA can provide ad-
ditional insights into an evaluation based on human
assessments.

In this paper, we apply the QARLA framework
(QUEEN, KING and JACK measures) to the out-
put of two different evaluation exercises: DUC 2004
tasks 2 and 5 (Over and Yen, 2004). Task 2 re-
quires short (one-hundred word) summaries for as-
sorted document sets; Task 5 consists of generating
a short summary in response to a “Who is” question.

In Section 2, we summarise the QARLA evalua-
tion framework; in Section 3, we describe the sim-
ilarity metrics used in the experiments. Section 4
discusses the results of the QARLA framework us-
ing such metrics on the DUC testbeds. Finally, Sec-
tion 5 draws some conclusions.

2 The QARLA evaluation framework

QARLA uses similarity to models for the evalua-
tion of automatic summarisation systems. Here we
summarise its main features; the reader may refer to
(Amigó et al., 2005) for details.

The input of the framework is:

• A summarisation task (e.g. topic oriented, in-
formative multi-document summarisation on a
given domain/corpus).

• A set T of test cases (e.g. topic/document set
pairs for the example above)

• A set of summaries M produced by humans
(models), and a set of automatic summaries A
(peers), for every test case.

• A set X of similarity metrics to compare sum-
maries.

With this input, QARLA provides three main
measures that we describe below.
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2.1 QUEEN : Estimating the quality of an
automatic summary

QUEEN operates under the assumption that a sum-
mary is better if it is closer to the model summaries
according to all metrics; it is defined as the probabil-
ity, measured on M ×M ×M , that for every metric
in X the automatic summary a is closer to a model
than two models to each other:

QUEENX,M (a) ≡ P (∀x ∈ X.x(a, m) ≥ x(m′, m′′))

where a is the automatic summary being eval-
uated, 〈m,m′,m′′〉 are three models in M , and
x(a,m) stands for the similarity of m to a. QUEEN
is stated as a probability, and therefore its range of
values is [0, 1].

We can think of the QUEEN measure as using a
set of tests (every similarity metric in X) to falsify
the hypothesis that a given summary a is a model.
Given 〈a,m, m′,m′′〉, we test x(a,m) ≥ x(m′,m′′)
for each metric x. a is accepted as a model only if
it passes the test for every metric. QUEEN(a) is,
then, the probability of acceptance for a in the sam-
ple space M × M × M .

This measure has some interesting properties: (i)
it is able to combine different similarity metrics
into a single evaluation measure; (ii) it is not af-
fected by the scale properties of individual metrics,
i.e. it does not require metric normalisation and
it is not affected by metric weighting. (iii) Peers
which are very far from the set of models all receive
QUEEN=0. In other words, QUEEN does not distin-
guish between very poor summarisation strategies.
(iv) The value of QUEEN is maximised for peers
that “merge” with the models under all metrics in X .
(v) The universal quantifier on the metric parameter
x implies that adding redundant metrics do not bias
the result of QUEEN.

Now the question is: which similarity metrics
are adequate to evaluate summaries? Imagine that
we use a similarity metric based on sentence co-
selection; it might happen that humans do not agree
on which sentences to select, and therefore emulat-
ing their sentence selection behaviour is both easy
(nobody agrees with each other) and useless. We
need to take into account which are the features that

human summaries do share, and evaluate according
to them. This is provided by the KING measure.

2.2 KING: estimating the quality of similarity
metrics

The measure KINGM,A(X) estimates the quality of
a set of similarity metrics X using a set of models
M and a set of peers A. KING is defined as the
probability that a model has higher QUEEN value
than any peer in a test sample. Formally:

KINGM,A(X) ≡

P (∀a ∈ A, QUEENM,X(m) > QUEENM,X(a))

For example, an ideal metric -that puts all models
together-would give QUEEN(m) = 1 for all mod-
els, and QUEEN(a) = 0 for all peers which are not
put together with the models, obtaining KING = 1.

KING satisfies several interesting properties: (i)
KING does not depend on the scale properties of the
metric; (ii) Adding repeated or very similar peers
do not alter the KING measure, which avoids one
way of biasing the measure. (iii) the KING value of
random and constant metrics is zero or close to zero.

2.3 JACK: reliability of the peer set

Once we detect a difference in quality between two
summarisation systems, the question is now whether
this result is reliable. Would we get the same results
using a different test set (different examples, differ-
ent human summarisers (models) or different base-
line systems)?

The first step is obviously to apply statistical sig-
nificance tests to the results. But even if they give a
positive result, it might be insufficient. The problem
is that the estimation of the probabilities in KING
assumes that the sample sets M,A are not biased.
If M,A are biased, the results can be statistically
significant and yet unreliable. The set of examples
and the behaviour of human summarisers (models)
should be somehow controlled either for homogene-
ity (if the intended profile of examples and/or users
is narrow) or representativity (if it is wide). But how
to know whether the set of automatic summaries is
representative and therefore is not penalising certain
automatic summarisation strategies?

This is addressed by the JACK measure:
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JACK(X, M, A) ≡ P (∃a, a′ ∈ A|

∀x ∈ X.x(a, a′) ≤ x(a, m) ∧ x(a′, a) ≤ x(a′, m)∧

QUEEN(a) > 0 ∧ QUEEN(a′) > 0)

i.e. the probability over all model summaries m of
finding a couple of automatic summaries a, a′ which
are closer to m than to each other according to all
metrics. This measure satisfies three desirable prop-
erties: (i) it can be enlarged by increasing the sim-
ilarity of the peers to the models (the x(m,a) fac-
tor in the inequalities), i.e. enhancing the quality of
the peer set; (ii) it can also be enlarged by decreas-
ing the similarity between automatic summaries (the
x(a, a′) factor in the inequality), i.e. augmenting the
diversity of (independent) automatic summarisation
strategies represented in the test bed; (iii) adding el-
ements to A cannot diminish the JACK value, be-
cause of the existential quantifier on a, a′.

3 Selection of similarity metrics

Each different similarity metric characterises differ-
ent features of a summary. Our first objective is
to select the best set of metrics, that is, the metrics
which best characterise the human summaries (mod-
els) as opposed to automatic summaries. The second
objective is to obtain as much information as possi-
ble about the behaviour of automatic summaries.

In this Section, we begin by describing a set of
59 metrics used as a starting point. Some of them
provide overlapping information; the second step is
then to select a subset of metrics that minimises re-
dundancy and, at the same time, maximises quality
(KING values). Finally, we analyse the characteris-
tics of the selected metrics.

3.1 Similarity metrics

For this work, we have considered the following
similarity metrics:

ROUGE based metrics (R): ROUGE (Lin and
Hovy, 2003) estimates the quality of an au-
tomatic summary on the basis of the n-gram
coverage related to a set of human summaries
(models). Although ROUGE is an evaluation
metric, we can adapt it to behave as a sim-
ilarity metric between pairs of summaries if

we consider only one model in the computa-
tion. There are different kinds of ROUGE met-
rics such as ROUGE-W, ROUGE-L, ROUGE-
1, ROUGE-2, ROUGE-3, ROUGE-4, etc. (Lin,
2004b). Each of these metrics has been ap-
plied over summaries with three preprocessing
options: with stemming and stopword removal
(type c); only with stopwords removal (type b);
or without any kind of preprocessing (type a).
All these combinations give 24 similarity met-
rics based on ROUGE.

Inverted ROUGE based metrics (Rpre): ROUGE
metrics are recall oriented. If we reverse the di-
rection of the similarity computation, we obtain
precision oriented metrics (i.e. Rpre(a, b) =
R(b, a)). In this way, we generate another 24
metrics based on inverted ROUGE.

TruncatedVectModel (TVMn): This family of met-
rics compares the distribution of the n most
relevant terms from original documents in the
summaries. The process is the following: (1)
obtaining the n most frequent lemmas ignoring
stopwords; (2) generating a vector with the rel-
ative frequency of each term in the summary;
(3) calculating the similarity between two vec-
tors as the inverse of the Euclidean distance.
We have used 9 variants of this measure with
n = 1, 4, 8, 16, 32, 64, 128, 256, 512.

AveragedSentencelengthSim (AVLS): This is a very
simple metric that compares the average length
of the sentences in two summaries. It can be
useful to compare the degree of abstraction of
the summaries.

GRAMSIM: This similarity metric compares the
distribution of the part-of-speech tags in the
two summaries. The processing is the follow-
ing: (1) part-of-speech tagging of summaries
using TreeTagger ; (2) generation of a vector
with the tags frequency for each summary; (3)
calculation of the similarity between two vec-
tors as the inverse of the Euclidean distance.
This similarity metric is not content oriented,
but syntax-oriented.
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Figure 1: Similarity Metric Clusters

3.2 Clustering similarity metrics

From the set of metrics described above we have 57
(24+24+9) content oriented metrics, plus two met-
rics based on stylistic features (AVLS and GRAM-
SIM). However, the 57 metrics characterising sum-
mary contents are highly redundant. Thus, cluster-
ing similar metrics seems desirable.

We perform an automatic clustering process us-
ing the following notion of proximity between two
metric sets:

sim(X, X ′) ≡ Prob[H(X) ↔ H(X ′)]

where H(X) ≡ ∀x ∈ X.x(a, m) ≥ x(m′, m′′)

Two metrics sets are similar, according to the for-
mula, if they behave similarly with respect to the
QUEEN condition (H predicate in the formula),
i.e. the probability that the two sets of metrics dis-
criminate the same automatic summaries when they
are compared to the same pair of models.

Figure 1 shows the clustering of similarity met-
rics for the DUC 2004 Task 2. The number of clus-
ters was fixed in 10. After the clustering process, the
48 ROUGE metrics are grouped in 7 sets, and the 9
TVM metrics are grouped in 3 sets. In each clus-
ter, the metric with highest KING has been marked
in boldface. Note that the ROUGE-c metrics (with
stemming) with highest KING are those based on re-
call whereas the ROUGE-a/b metrics (without stem-
ming) are those based on precision. Regarding TVM
clusters, the metrics with highest KING in each clus-
ter are those based on a higher number of terms.

Finally, we select the metric with highest KING
in each group, obtaining the 10 most representative
metrics.

3.3 Best evaluation metric: KING values

Figure 2 shows the KING values for the selected
similarity metrics, which represent how every metric
characterises model summaries as opposed to auto-
matic summaries. These are the main results:

• The last column shows the best metric set,
considering all possible metric combinations.
In both DUC tasks, the best combination is
{Rpre-W-1.2.b, TVM.512. This metric set gets
better KING values than any individual metric
in isolation (17% better than the second best for
task 2, and 23% better for task 5). This is an in-
teresting result confirming that we can improve
our ability to characterise human summaries
just by combining standard similarity metrics
in the QARLA framework. Note also that both
metrics in the best set are content-oriented.

• Rpre-W.1.2.b (inverted ROUGE measure, us-
ing non-contiguous word sequences, remov-
ing stopwords, without stemming) obtains the
highest individual KING for task 2, and is one
of the best in task 5, confirming that ROUGE-
based metrics are a robust way of evaluating
summaries, and indicating that non-contiguous
word sequences can be more useful for evalua-
tion purposes than n-grams.
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Figure 2: Similarity Metric quality

• TVM metrics get higher values when consid-
ering more terms (TVM.512), confirming that
comparing with just a few terms (e.g. TVM.4)
is not informative enough.

• Overall, KING values are higher for task
5, suggesting that there is more agreement
between human summaries in topic-oriented
tasks.

3.4 Reliability of the results

The JACK measure estimates the reliability of
QARLA results, and is correlated with the diversity
of automatic summarisation strategies included in
the testbed. In principle, the larger the number of au-
tomatic summaries, the higher the JACK values we
should obtain. The important point is to determine
when JACK values tend to stabilise; at this point, it
is not useful to add more automatic summaries with-
out introducing new summarisation strategies.

Figure 3 shows how JACKRpre-W,TVM.512 values
grow when adding automatic summaries. For more
than 10 systems, JACK values grow slower in both
tasks. Absolute JACK values are higher in Task 2
than in task 5, indicating that systems tend to pro-
duce more similar summaries in Task 5 (perhaps be-
cause it is a topic-oriented task). This result suggests
that we should incorporate more diverse summarisa-
tion strategies in Task 5 to enhance the reliability of
the testbed for evaluation purposes with QARLA.

4 Evaluation of automatic summarisers:
QUEEN values

The QUEEN measure provides two kinds of infor-
mation to compare automatic summarisation sys-
tems: which are the best systems -according to the
best metric set-, and which are the individual fea-
tures of every automatic summariser -according to
individual similarity metrics-.

4.1 System ranking
The best metric combination for both tasks was
{Rpre-W, TVM.512}; therefore, our global system
evaluation uses this combination of content-oriented
metrics. Figure 4 shows the QUEEN{Rpre-W,TVM.512}
values for each participating system in DUC 2004,
also including the model summaries. As expected,
model summaries obtain the highest QUEEN values
in both DUC tasks, with a significant distance with
respect to the automatic summaries.

4.2 Correlation with human judgements
The manual ranking generated in DUC is based on a
set of human-produced evaluation criteria, whereas
the QARLA framework gives more weight to the as-
pects that characterise model summaries as opposed
to automatic summaries. It is interesting, however,
to find out whether both evaluation methodologies
are correlated. Indeed, this is the case: the Pearson
correlation between manual and QUEEN rankings is
0.92 for the Task 2 and 0.96 for the Task 5.

Of course, QUEEN values depend on the chosen
metric set X; it is also interesting to check whether
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Figure 3: JACK vs. Number of Automatic Summaries

Figure 4: QUEEN system ranking for the best metric set (A-H are models)

Figure 5: Correlation Between DUC and QARLA results
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Figure 6: QUEEN values over GRAMSIM

metrics with higher KING values lead to QUEEN
rankings more similar to human judgements. Fig-
ure 5 shows the Pearson correlation between man-
ual and QUEEN rankings for 1024 metric combina-
tions with different KING values. The figure con-
firms that higher KING values are associated with
rankings closer to human judgements.

4.3 Stylistic features

The best metric combination leaves out similarity
metrics based on stylistic features. It is interesting,
however, to see how automatic summaries behave
with respect to this kind of features. Perhaps the
most remarkable fact about stylistic similarities is
that, in the case of the GRAMSIM metric, task 2
and task 5 exhibit a rather different behaviour (see
Figure 6). In task 2, systems merge with the models,
while in task 5 the QUEEN values of the systems
are inferior to the models. This suggests that there
is some stylistic component in models that systems
are not capturing in the topic-oriented task.

5 Related work

The methodology which is closest to our frame-
work is ORANGE (Lin, 2004a), which evaluates a
similarity metric using the average ranks obtained
by reference items within a baseline set. As in
our framework, ORANGE performs an automatic
meta-evaluation, there is no need for human assess-
ments, and it does not depend on the scale properties
of the metric being evaluated (because changes of
scale preserve rankings). The ORANGE approach

is, indeed, intimately related to the original QARLA
measure introduced in (Amigo et al., 2004).

There are several approaches to the automatic
evaluation of summarisation and Machine Transla-
tion systems (Culy and Riehemann, 2003; Coughlin,
2003). Probably the most significant improvement
over ORANGE is the ability to combine automati-
cally the information of different metrics. Our im-
pression is that a comprehensive automatic evalua-
tion of a summary must necessarily capture different
aspects of the problem with different metrics, and
that the results of every individual checking (metric)
should not be combined in any prescribed algebraic
way (such as a linear weighted combination). Our
framework satisfies this condition.

ORANGE, however, has also an advantage over
the QARLA framework, namely that it can be used
for evaluation metrics which are not based on sim-
ilarity between model/peer pairs. For instance,
ROUGE can be applied directly in the ORANGE
framework without any reformulation.

6 Conclusions

The application of the QARLA evaluation frame-
work to the DUC testbed provides some useful in-
sights into the problem of evaluating text summari-
sation systems:

• The results show that a combination of simi-
larity metrics behaves better than any metric in
isolation. The best metric set is {Rpre-W, TVM.512},
a combination of content-oriented metrics. Un-
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surprisingly, stylistic similarity is less useful
for evaluation purposes.

• The evaluation provided by QARLA correlates
well with the rankings provided by DUC hu-
man judges. For both tasks, metric sets with
higher KING values slightly outperforms the
best ROUGE evaluation measure.

• QARLA measures show that DUC tasks 2 and
5 are quite different in nature. In Task 5, human
summaries are more similar, and the automatic
summarisation strategies evaluated are less di-
verse.
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E. Amigó, J. Gonzalo, A. Peñas, and F. Verdejo. 2005.
QARLA: a Framework for the Evaluation of Text
Summarization Systems. In Proceedings of the 43rd
Annual Meeting of the Association for Computational
Linguistics (ACL 2005).

E. Amigo, V. Peinado, J. Gonzalo, A. Peñas, and
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Abstract

We investigate some pitfalls regarding the
discriminatory power of MT evaluation
metrics and the accuracy of statistical sig-
nificance tests. In a discriminative rerank-
ing experiment for phrase-based SMT we
show that the NIST metric is more sensi-
tive than BLEU or F-score despite their in-
corporation of aspects of fluency or mean-
ing adequacy into MT evaluation. In an
experimental comparison of two statistical
significance tests we show thatp-values
are estimated more conservatively by ap-
proximate randomization than by boot-
strap tests, thus increasing the likelihood
of type-I error for the latter. We point
out a pitfall of randomly assessing signif-
icance in multiple pairwise comparisons,
and conclude with a recommendation to
combine NIST with approximate random-
ization, at more stringent rejection levels
than is currently standard.

1 Introduction

Rapid and accurate detection of result differences is
crucial in system development and system bench-
marking. In both situations a multitude of systems
or system variants has to be evaluated, so it is highly
desirable to employ automatic evaluation measures
for detection of result differences, and statistical hy-
pothesis tests to assess the significance of the de-
tected differences. When evaluating subtle differ-
ences between system variants in development, or

when benchmarking multiple systems, result differ-
ences may be very small in magnitude. This imposes
strong requirements on both automatic evaluation
measures and statistical significance tests: Evalua-
tion measures are needed that have high discrimi-
native power and yet are sensitive to the interesting
aspects of the evaluation task. Significance tests are
required to be powerful and yet accurate, i.e., if there
are significant differences they should be able to as-
sess them, but not if there are none.

In the area of statistical machine translation
(SMT), recently a combination of the BLEU evalua-
tion metric (Papineni et al., 2001) and the bootstrap
method for statistical significance testing (Efron and
Tibshirani, 1993) has become popular (Och, 2003;
Kumar and Byrne, 2004; Koehn, 2004b; Zhang et
al., 2004). Given the current practice of reporting
result differences as small as .3% in BLEU score,
assessed at confidence levels as low as 70%, ques-
tions arise concerning the sensitivity of the em-
ployed evaluation metrics and the accuracy of the
employed significance tests, especially when result
differences are small. We believe that is important to
accurately detect such small-magnitude differences
in order to understand how to improve systems and
technologies, even though such differences may not
matter in current applications.

In this paper we will investigate some pitfalls that
arise in automatic evaluation and statistical signifi-
cance testing in MT research. The first pitfall con-
cerns the discriminatory power of automatic eval-
uation measures. In the following, we compare the
sensitivity of three intrinsic evaluation measures that
differ with respect to their focus on different aspects
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of translation. We consider the well-known BLEU
score (Papineni et al., 2001) which emphasizes flu-
ency by incorporating matches of high n-grams. Fur-
thermore, we consider an F-score measure that is
adapted from dependency-based parsing (Crouch et
al., 2002) and sentence-condensation (Riezler et al.,
2003). This measure matches grammatical depen-
dency relations of parses for system output and ref-
erence translations, and thus emphasizes semantic
aspects of translational adequacy. As a third mea-
sure we consider NIST (Doddington, 2002), which
favors lexical choice over word order and does not
take structural information into account. On an ex-
perimental evaluation on a reranking experiment we
found that only NIST was sensitive enough to de-
tect small result differences, whereas BLEU and F-
score produced result differences that were statisti-
cally not significant. A second pitfall addressed in
this paper concerns the relation of power and ac-
curacy of significance tests. In situations where the
employed evaluation measure produces small result
differences, the most powerful significance test is
demanded to assess statistical significance of the re-
sults. However, accuracy of the assessments of sig-
nificance is seldom questioned. In the following,
we will take a closer look at the bootstrap test and
compare it with the related technique of approxi-
mate randomization (Noreen (1989)). In an exper-
imental evaluation on our reranking data we found
that approximate randomization estimatedp-values
more conservatively than the bootstrap, thus increas-
ing the likelihood of type-I error for the latter test.
Lastly, we point out a common mistake of randomly
assessing significance in multiple pairwise compar-
isons (Cohen, 1995). This is especially relevant in
k-fold pairwise comparisons of systems or system
variants wherek is high. Taking this multiplicity
problem into account, we conclude with a recom-
mendation of a combination of NIST for evaluation
and the approximate randomization test for signifi-
cance testing, at more stringent rejection levels than
is currently standard in the MT literature. This is es-
pecially important in situations where multiple pair-
wise comparisons are conducted, and small result
differences are expected.

2 The Experimental Setup: Discriminative
Reranking for Phrase-Based SMT

The experimental setup we employed to compare
evaluation measures and significance tests is a dis-
criminative reranking experiment on1000-best lists
of a phrase-based SMT system. Our system is a
re-implementation of the phrase-based system de-
scribed in Koehn (2003), and uses publicly avail-
able components for word alignment (Och and Ney,
2003)1, decoding (Koehn, 2004a)2, language mod-
eling (Stolcke, 2002)3 and finite-state processing
(Knight and Al-Onaizan, 1999)4. Training and test
data are taken from the Europarl parallel corpus
(Koehn, 2002)5.

Phrase-extraction follows Och et al. (1999) and
was implemented by the authors: First, the word
aligner is applied in both translation directions, and
the intersection of the alignment matrices is built.
Then, the alignment is extended by adding immedi-
ately adjacent alignment points and alignment points
that align previously unaligned words. From this
many-to-many alignment matrix, phrases are ex-
tracted according to a contiguity requirement that
states that words in the source phrase are aligned
only with words in the target phrase, and vice versa.

Discriminative reranking on a 1000-best list of
translations of the SMT system uses an`1 regu-
larized log-linear model that combines a standard
maximum-entropy estimator with an efficient, in-
cremental feature selection technique for`1 regu-
larization (Riezler and Vasserman, 2004). Training
data are defined as pairs{(sj , tj)}m

j=1 of source sen-
tencessj and gold-standard translationstj that are
determined as the translations in the 1000-best list
that best match a given reference translation. The
objective function to be minimized is the conditional
log-likelihoodL(λ) subject to a regularization term
R(λ), whereT (s) is the set of 1000-best translations
for sentences, λ is a vector or log-parameters, and

1http://www.fjoch.com/GIZA++.html
2http://www.isi.edu/licensed-sw/pharaoh/
3http://www.speech.sri.com/projects/srilm/
4http://www.isi.edu/licensed-sw/carmel/
5http://people.csail.mit.edu/people/

koehn/publications/europarl/
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Table 1: NIST, BLEU, F-scores for reranker and baseline on development set

NIST BLEU F
baseline 6.43 .301 .385
reranking 6.58 .298 .383

approxrandp-value < .0001 .158 .424
bootstrapp-value < .0001 .1 -

f is a vector of feature functions:

L(λ) + R(λ) = − log
m∏

j=1

pλ(tj |sj) + R(λ)

= −
m∑

j=1

log
eλ·f(tj)∑

t∈T (sj)

eλ·f(t)
+ R(λ)

The features employed in our experiments con-
sist of 8 features corresponding to system compo-
nents (distortion model, language model, phrase-
translations, lexical weights, phrase penalty, word
penalty) as provided by PHARAOH, together with a
multitude of overlapping phrase features. For exam-
ple, for a phrase-table of phrases consisting of max-
imally 3 words, we allow all 3-word phrases and 2-
word phrases as features. Since bigram features can
overlap, information about trigrams can be gathered
by composing bigram features even if the actual tri-
gram is not seen in the training data.

Feature selection makes it possible to employ and
evaluate a large number of features, without con-
cerns about redundant or irrelevant features hamper-
ing generalization performance. The`1 regularizer is
defined by the weighted̀1-norm of the parameters

R(λ) = γ||λ||1 = γ
n∑

i=1

|λi|

whereγ is a regularization coefficient, andn is num-
ber of parameters. This regularizer penalizes overly
large parameter values in their absolute values, and
tends to force a subset of the parameters to be ex-
actly zero at the optimum. This fact leads to a natural
integration of regularization into incremental feature
selection as follows: Assuming a tendency of the`1

regularizer to produce a large number of zero-valued
parameters at the function’s optimum, we start with
all-zero weights, and incrementally add features to

the model only if adjusting their parameters away
from zero sufficiently decreases the optimization cri-
terion. Since every non-zero weight added to the
model incurs a regularizer penalty ofγ|λi|, it only
makes sense to add a feature to the model if this
penalty is outweighed by the reduction in negative
log-likelihood. Thus features considered for selec-
tion have to pass the following test:∣∣∣∣∂L(λ)

∂λi

∣∣∣∣ > γ

This gradient test is applied to each feature and at
each step the features that pass the test with maxi-
mum magnitude are added to the model. This pro-
vides both efficient and accurate estimation with
large feature sets.

Work on discriminative reranking has been re-
ported before by Och and Ney (2002), Och et al.
(2004), and Shen et al. (2004). The main purpose of
our reranking experiments is to have a system that
can easily be adjusted to yield system variants that
differ at controllable amounts. For quick experimen-
tal turnaround we selected the training and test data
from sentences with 5 to 15 words, resulting in a
training set of 160,000 sentences, and a development
set of 2,000 sentences. The phrase-table employed
was restricted to phrases of maximally 3 words, re-
sulting in 200,000 phrases.

3 Detecting Small Result Differences by
Intrinsic Evaluations Metrics

The intrinsic evaluation measures used in our ex-
periments are the well-known BLEU (Papineni et
al., 2001) and NIST (Doddington, 2002) metrics,
and an F-score measure that adapts evaluation tech-
niques from dependency-based parsing (Crouch et
al., 2002) and sentence-condensation (Riezler et al.,
2003) to machine translation. All of these measures
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Setc = 0
Compute actual statistic of score differences|SX − SY| on test data
For random shufflesr = 0, . . . , R

For sentences in test set
Shuffle variable tuples between system X and Y with probability0.5

Compute pseudo-statistic|SXr − SYr | on shuffled data
If |SXr − SYr | ≥ |SX − SY|

c + +
p = (c + 1)/(R + 1)
Reject null hypothesis ifp is less than or equal to specified rejection level.

Figure 1: Approximate Randomization Test for Statistical Significance Testing

evaluate document similarity of SMT output against
manually created reference translations. The mea-
sures differ in their focus on different entities in
matching, corresponding to a focus on different as-
pects of translation quality.

BLEU and NIST both consider n-grams in source
and reference strings as matching entities. BLEU
weighs all n-grams equally whereas NIST puts more
weight on n-grams that are more informative, i.e.,
occur less frequently. This results in BLEU favor-
ing matches in larger n-grams, corresponding to giv-
ing more credit to correct word order. NIST weighs
lower n-grams more highly, thus it gives more credit
to correct lexical choice than to word order.

F-score is computed by parsing reference sen-
tences and SMT outputs, and matching grammatical
dependency relations. The reported value is the har-
monic mean of precision and recall, which is defined
as(2× precision× recall)/( precision+ recall).
Precision is the ratio of matching dependency re-
lations to the total number of dependency relations
in the parse for the system translation, and recall is
the ratio of matches to the total number of depen-
dency relations in the parse for the reference trans-
lation. The goal of this measure is to focus on as-
pects of meaning in measuring similarity of system
translations to reference translations, and to allow
for meaning-preserving word order variation.

Evaluation results for a comparison of rerank-
ing against a baseline model that only includes fea-
tures corresponding to the 8 system components are
shown in Table 1. Since the task is a comparison
of system variants for development, all results are
reported on the development set of 2,000 exam-

ples of length 5-15. The reranking model achieves
an increase in NIST score of .15 units, whereas
BLEU and F-score decrease by .3% and .2% respec-
tively. However, as measured by the statistical sig-
nificance tests described below, the differences in
BLEU and F-scores are not statistically significant
with p-values exceeding the standard rejection level
of .05. In contrast, the differences in NIST score
are highly significant. These findings correspond to
results reported in Zhang et al. (2004) showing a
higher sensitivity of NIST versus BLEU to small re-
sult differences. Taking also the results from F-score
matching in account, we can conclude that similar-
ity measures that are based on matching more com-
plex entities (such as BLEU’s higher n-grams or F’s
grammatical relations) are not as sensitive to small
result differences as scoring techniques that are able
to distinguish models by matching simpler entities
(such as NIST’s focus on lexical choice). Further-
more, we get an indication that differences of .3%
in BLEU score or .2% in F-score might not be large
enough to conclude statistical significance of result
differences. This leads to questions of power and ac-
curacy of the employed statistical significance tests
which will be addressed in the next section.

4 Assessing Statistical Significance of
Small Result Differences

The bootstrap method is an example for a computer-
intensive statistical hypothesis test (see, e.g., Noreen
(1989)). Such tests are designed to assess result
differences with respect to a test statistic in cases
where the sampling distribution of the test statistic
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Setc = 0
Compute actual statistic of score differences|SX − SY| on test data
Calculate sample meanτB = 1

B

∑B
b=0 |SXb

− SYb
| over bootstrap samplesb = 0, . . . , B

For bootstrap samplesb = 0, . . . , B
Sample with replacement from variable tuples for systems X and Y for test sentences
Compute pseudo-statistic|SXb

− SYb
| on bootstrap data

If |SXb
− SYb

| − τB (+τ) ≥ |SX − SY|
c + +

p = (c + 1)/(B + 1)
Reject null hypothesis ifp is less than or equal to specified rejection level.

Figure 2: Bootstrap Test for Statistical Significance Testing

is unknown. Comparative evaluations of outputs of
SMT systems according to test statistics such as dif-
ferences in BLEU, NIST, or F-score are examples
of this situation. The attractiveness of computer-
intensive significance tests such as the bootstrap
or the approximate randomization method lies in
their power and simplicity. As noted in standard
textbooks such as Cohen (1995) or Noreen (1989)
such tests are as powerful as parametric tests when
parametric assumptions are met and they outper-
form them when parametric assumptions are vio-
lated. Because of their generality and simplicity they
are also attractive alternatives to conventional non-
parametric tests (see, e.g., Siegel (1988)). The power
of these tests lies in the fact that they answer only a
very simple question without making too many as-
sumptions that may not be met in the experimen-
tal situation. In case of the approximate random-
ization test, only the question whether two sam-
ples are related to each other is answered, with-
out assuming that the samples are representative of
the populations from which they were drawn. The
bootstrap method makes exactly this one assump-
tion. This makes it formally possible to draw in-
ferences about population parameters for the boot-
strap, but not for approximate randomization. How-
ever, if the goal is to assess statistical significance
of a result difference between two systems the ap-
proximate randomization test provides the desired
power and accuracy whereas the bootstrap’s advan-
tage to draw inferences about population parameters
comes at the price of reduced accuracy. Noreen sum-
marizes this shortcoming of the bootstrap technique
as follows: “The principal disadvantage of [the boot-

strap] method is that the null hypothesis may be re-
jected because the shape of the sampling distribution
is not well-approximated by the shape of the boot-
strap sampling distribution rather than because the
expected value of the test statistic differs from the
value that is hypothesized.”(Noreen (1989), p. 89).
Below we describe these two test procedures in more
detail, and compare them in our experimental setup.

4.1 Approximate Randomization

An excellent introduction to the approximate ran-
domization test is Noreen (1989). Applications of
this test to natural language processing problems can
be found in Chinchor et al. (1993).

In our case of assessing statistical significance of
result differences between SMT systems, the test
statistic of interest is the absolute value of the differ-
ence in BLEU, NIST, or F-scores produced by two
systems on the same test set. These test statistics are
computed by accumulating certain count variables
over the sentences in the test set. For example, in
case of BLEU and NIST, variables for the length of
reference translations and system translations, and
for n-gram matches and n-gram counts are accumu-
lated over the test corpus. In case of F-score, vari-
able tuples consisting of the number of dependency-
relations in the parse for the system translation, the
number of dependency-relations in the parse for the
reference translation, and the number of matching
dependency-relations between system and reference
parse, are accumulated over the test set.

Under the null hypothesis, the compared systems
are not different, thus any variable tuple produced by
one of the systems could have been produced just as
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Table 2: NIST scores for equivalent systems under bootstrap and approximate randomization tests.

compared systems 1:2 1:3 1:4 1:5 1:6
NIST difference .031 .032 .029 .028 .036

approxrandp-value .03 .025 .05 .079 .028
bootstrapp-value .014 .013 .028 .039 .013

likely by the other system. So shuffling the variable
tuples between the two systems with equal probabil-
ity, and recomputing the test statistic, creates an ap-
proximate distribution of the test statistic under the
null hypothesis. For a test set ofS sentences there
are2S different ways to shuffle the variable tuples
between the two systems. Approximate randomiza-
tion produce shuffles by random assignments instead
of evaluating all2S possible assignments. Signifi-
cance levels are computed as the percentage of trials
where the pseudo statistic, i.e., the test statistic com-
puted on the shuffled data, is greater than or equal to
the actual statistic, i.e., the test statistic computed on
the test data. A sketch of an algorithm for approxi-
mate randomization testing is given in Fig. 1.

4.2 The Bootstrap

An excellent introduction to the technique is the
textbook by Efron and Tibshirani (1993). In contrast
to approximate randomization, the bootstrap method
makes the assumption that the sample is a repre-
sentative “proxy” for the population. The shape of
the sampling distribution is estimated by repeatedly
sampling (with replacement) from the sample itself.

A sketch of a procedure for bootstrap testing is
given in Fig. 2. First, the test statistic is computed on
the test data. Then, the sample mean of the pseudo
statistic is computed on the bootstrapped data, i.e.,
the test statistic is computed on bootstrap samples
of equal size and averaged over bootstrap samples.

In order to compute significance levels based on
the bootstrap sampling distribution, we employ the
“shift” method described in Noreen (1989). Here it
is assumed that the sampling distribution of the null
hypothesis and the bootstrap sampling distribution
have the same shape but a different location. The
location of the bootstrap sampling distribution is
shifted so that it is centered over the location where
the null hypothesis sampling distribution should be
centered. This is achieved by subtracting from each

value of the pseudo-statistic its expected valueτB

and then adding back the expected valueτ of the
test statistic under the null hypothesis.τB can be es-
timated by the sample mean of the bootstrap sam-
ples;τ is 0 under the null hypothesis. Then, similar
to the approximate randomization test, significance
levels are computed as the percentage of trials where
the (shifted) pseudo statistic is greater than or equal
to the actual statistic.

4.3 Power vs. Type I Errors

In order to evaluate accuracy of the bootstrap and the
approximate randomization test, we conduct an ex-
perimental evaluation of type-I errors of both boot-
strap and approximate randomization on real data.
Type-I errors indicate failures to reject the null hy-
pothesis when it is true. We construct SMT system
variants that are essentially equal but produce su-
perficially different results. This can be achieved by
constructing reranking variants that differ in the re-
dundant features that are included in the models, but
are similar in the number and kind of selected fea-
tures. The results of this experiment are shown in Ta-
ble 2. System 1 does not include irrelevant features,
whereas systems 2-6 were constructed by adding a
slightly different number of features in each step,
but resulted in the same number of selected features.
Thus competing features bearing the same informa-
tion are exchanged in different models, yet overall
the same information is conveyed by slightly dif-
ferent feature sets. The results of Table 2 show that
the bootstrap method yieldsp-values< .015 in 3
out of 5 pairwise comparisons whereas the approx-
imate randomization test yieldsp-values≥ .025 in
all cases. Even if the truep-value is unknown, we
can say that the approximate randomization test es-
timatesp-values more conservatively than the boot-
strap, thus increasing the likelihood of type-I error
for the bootstrap test. For a restrictive significance
level of0.15, which is motivated below for multiple
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comparisons, the bootstrap would assess statistical
significance in 3 out of 5 cases whereas statistical
significance would not be assessed under approxi-
mate randomization. Assuming equivalence of the
compared system variants, these assessments would
count as type-I errors.

4.4 The Multiplicity Problem

In the experiment on type-I error described above, a
more stringent rejection level than the usual.05 was
assumed. This was necessary to circumvent a com-
mon pitfall in significance testing fork-fold pairwise
comparisons. Following the argumentation given in
Cohen (1995), the probability of randomly assess-
ing statistical significance for result differences in
k-fold pairwise comparisons grows exponentially in
k. Recall that for a pairwise comparison of systems,
specifying thatp < .05 means that the probability of
incorrectly rejecting the null hypothesis that the sys-
tems are not different be less than.05. Caution has
to be exercised ink-fold pairwise comparisons: For
a probabilitypc of incorrectly rejecting the null hy-
pothesis in a specific pairwise comparison, the prob-
ability pe of at least once incorrectly rejecting this
null hypothesis in an experiment involvingk pair-
wise comparisons is

pe ≈ 1− (1− pc)k

For large values ofk, the probability of concluding
result differences incorrectly at least once is unde-
sirably high. For example, in benchmark testing of
15 systems,15(15 − 1)/2 = 105 pairwise compar-
isons will have to be conducted. At a per-comparison
rejection levelpc = .05 this results in an experi-
mentwise errorpe = .9954, i.e., the probability of
at least one spurious assessment of significance is
1− (1− .05)105 = .9954. One possibility to reduce
the likelihood that one ore more of differences as-
sessed in pairwise comparisons is spurious is to run
the comparisons at a more stringent per-comparison
rejection level. Reducing the per-comparison rejec-
tion level pc until an experimentwise error ratepe

of a standard value, e.g.,.05, is achieved, will favor
pe over pc. In the example of 5 pairwise compar-
isons described above, a per-comparison error rate
pc = .015 was sufficient to achieve an experimen-
twise error ratepe ≈ .07. In many cases this tech-
nique would require to reducepc to the point where

a result difference has to be unrealistically large to
be significant. Here conventional tests for post-hoc
comparisons such as the Scheffé or Tukey test have
to be employed (see Cohen (1995), p. 185ff.).

5 Conclusion

Situations where a researcher has to deal with subtle
differences between systems are common in system
development and large benchmark tests. We have
shown that it is useful in such situations to trade in
expressivity of evaluation measures for sensitivity.
For MT evaluation this means that recording differ-
ences in lexical choice by the NIST measure is more
useful than failing to record differences by employ-
ing measures such as BLEU or F-score that incorpo-
rate aspects of fluency and meaning adequacy into
MT evaluation. Similarly, in significance testing, it
is useful to trade in the possibility to draw inferences
about the sampling distribution for accuracy and
power of the test method. We found experimental
evidence confirming textbook knowledge about re-
duced accuracy of the bootstrap test compared to the
approximate randomization test. Lastly, we pointed
out a well-known problem of randomly assessing
significance in multiple pairwise comparisons. Tak-
ing these findings together, we recommend for mul-
tiple comparisons of subtle differences to combine
the NIST score for evaluation with the approximate
randomization test for significance testing, at more
stringent rejection levels than is currently standard
in the MT literature.

References
Nancy Chinchor, Lynette Hirschman, and David D.

Lewis. 1993. Evaluating message understanding sys-
tems: An analysis of the third message understand-
ing conference (MUC-3).Computational Linguistics,
19(3):409–449.

Paul R. Cohen. 1995.Empirical Methods for Artificial
Intelligence. The MIT Press, Cambridge, MA.

Richard Crouch, Ronald M. Kaplan, Tracy H. King, and
Stefan Riezler. 2002. A comparison of evaluation
metrics for a broad-coverage stochastic parser. InPro-
ceedings of the ”Beyond PARSEVAL” Workshop at the
3rd International Conference on Language Resources
and Evaluation (LREC’02), Las Palmas, Spain.

George Doddington. 2002. Automatic evaluation of ma-
chine translation quality using n-gram co-occurrence

63



statistics. InProceedings of the ARPA Workshop on
Human Language Technology.

Bradley Efron and Robert J. Tibshirani. 1993.An In-
troduction to the Bootstrap. Chapman and Hall, New
York.

Kevin Knight and Yaser Al-Onaizan. 1999. A primer on
finite-state software for natural language processing.
Technical report, USC Information Sciences Institute,
Marina del Rey, CA.

Philipp Koehn, Franz Josef Och, and Daniel Marcu.
2003. Statistical phrase-based translation. InProceed-
ings of the Human Language Technology Conference
and the 3rd Meeting of the North American Chapter of
the Association for Computational Linguistics (HLT-
NAACL’03), Edmonton, Cananda.

Philipp Koehn. 2002. Europarl: A multilingual corpus
for evaluation of machine translation. Technical re-
port, USC Information Sciences Institute, Marina del
Rey, CA.

Philipp Koehn. 2004a. PHARAOH. a beam search de-
coder for phrase-based statistical machine translation
models. user manual. Technical report, USC Informa-
tion Sciences Institute, Marina del Rey, CA.

Philipp Koehn. 2004b. Statistical significance tests for
machine translation evaluation. InProceedings of the
2004 Conference on Empirical Methods in Natural
Language Processing (EMNLP’04), Barcelona, Spain.

Shankar Kumar and William Byrne. 2004. Minimum
Bayes-risk decoding for statistical machine transla-
tion. InProceedings of the Human Language Technol-
ogy conference / North American chapter of the Asso-
ciation for Computational Linguistics annual meeting
(HLT/NAACL’04), Boston, MA.

Eric W. Noreen. 1989. Computer Intensive Methods
for Testing Hypotheses. An Introduction. Wiley, New
York.

Franz Josef Och and Hermann Ney. 2002. Discrimina-
tive training and maximum entropy models for statis-
tical machine translation. InProceedings of the 40th
Annual Meeting of the Association for Computational
Linguistics (ACL’02), Philadelphia, PA.

Franz Josef Och and Hermann Ney. 2003. A system-
atic comparison of various statistical alignment mod-
els. Computational Linguistics, 29(1):19–51.

Franz Josef Och, Christoph Tillmann, and Hermann Ney.
1999. Improved alignment models for statistical ma-
chine translation. InProceedings of the 1999 Confer-
ence on Empirical Methods in Natural Language Pro-
cessing (EMNLP’99).

Franz Josef Och, Daniel Gildea, Sanjeev Khudanpur,
Anoop Sarkar, Kenji Yamada, Alex Fraser, Shankar
Kumar, Libin Shen, David Smith, Ketherine Eng,
Viren Jain, Zhen Jin, and Dragomir Radev. 2004. A
smorgasbord of features for statistical machine transla-
tion. InProceedings of the Human Language Technol-
ogy conference / North American chapter of the Asso-
ciation for Computational Linguistics annual meeting
(HLT/NAACL’04), Boston, MA.

Franz Josef Och. 2003. Minimum error rate train-
ing in statistical machine translation. InProceedings
of the Human Language Technology Conference and
the 3rd Meeting of the North American Chapter of
the Association for Computational Linguistics (HLT-
NAACL’03), Edmonton, Cananda.

Kishore Papineni, Salim Roukos, Todd Ward, and Wei-
Jing Zhu. 2001. Bleu: a method for automatic
evaluation of machine translation. Technical Report
IBM Research Division Technical Report, RC22176
(W0190-022), Yorktown Heights, N.Y.

Stefan Riezler and Alexander Vasserman. 2004. Incre-
mental feature selection and̀1 regularization for re-
laxed maximum-entropy modeling. InProceedings of
the 2004 Conference on Empirical Methods in Natural
Language Processing (EMNLP’04), Barcelona, Spain.

Stefan Riezler, Tracy H. King, Richard Crouch, and An-
nie Zaenen. 2003. Statistical sentence condensation
using ambiguity packing and stochastic disambigua-
tion methods for lexical-functional grammar. InPro-
ceedings of the Human Language Technology Confer-
ence and the 3rd Meeting of the North American Chap-
ter of the Association for Computational Linguistics
(HLT-NAACL’03), Edmonton, Cananda.

Libin Shen, Anoop Sarkar, and Franz Josef Och. 2004.
Discriminative reranking for machine translation. In
Proceedings of the Human Language Technology con-
ference / North American chapter of the Associa-
tion for Computational Linguistics annual meeting
(HLT/NAACL’04), Boston, MA.

Sidney Siegel. 1988.Nonparametric Statistics for the
Behavioral Sciences. Second Edition. MacGraw-Hill,
Boston, MA.

Andreas Stolcke. 2002. SRILM - an extensible language
modeling toolkit. InProceedings of the International
Conference on Spoken Language Processing, Denver,
CO.

Ying Zhang, Stephan Vogel, and Alex Waibel. 2004.
Interpreting BLEU/NIST scores: How much improve-
ment do we need to have a better system? InProceed-
ings of the 4th International Conference on Language
Resources and Evaluation (LREC’04), Lisbon, Portu-
gal.

64



Proceedings of the ACL Workshop on Intrinsic and Extrinsic Evaluation Measures for Machine Translation
and/or Summarization, pages 65–72, Ann Arbor, June 2005. c©2005 Association for Computational Linguistics

METEOR: An Automatic Metric for MT Evaluation with 

Improved Correlation with Human Judgments 

 
 

Satanjeev Banerjee Alon Lavie 
Language Technologies Institute Language Technologies Institute 

Carnegie Mellon University Carnegie Mellon University 

Pittsburgh, PA 15213 Pittsburgh, PA 15213 
banerjee+@cs.cmu.edu alavie@cs.cmu.edu 

Abstract 

We describe METEOR, an automatic 

metric for machine translation evaluation 

that is based on a generalized concept of 

unigram matching between the machine-

produced translation and human-produced 

reference translations. Unigrams can be 

matched based on their surface forms, 

stemmed forms, and meanings; further-

more, METEOR can be easily extended to 

include more advanced matching strate-

gies.  Once all generalized unigram 

matches between the two strings have 

been found, METEOR computes a score 

for this matching using a combination of 

unigram-precision, unigram-recall, and a 

measure of fragmentation that is designed 

to directly capture how well-ordered the 

matched words in the machine translation 

are in relation to the reference.  We 

evaluate METEOR by measuring the cor-

relation between the metric scores and 

human judgments of translation quality.  

We compute the Pearson R correlation 

value between its scores and human qual-

ity assessments of the LDC TIDES 2003 

Arabic-to-English and Chinese-to-English 

datasets.  We perform segment-by-

segment correlation, and show that 

METEOR gets an R correlation value of 

0.347 on the Arabic data and 0.331 on the 

Chinese data.  This is shown to be an im-

provement on using simply unigram-

precision, unigram-recall and their har-

monic F1 combination. We also perform 

experiments to show the relative contribu-

tions of the various mapping modules. 

 

1 Introduction 

Automatic Metrics for machine translation (MT) 

evaluation have been receiving significant atten-

tion in the past two years, since IBM's BLEU met-

ric was proposed and made available (Papineni et 

al 2002).  BLEU and the closely related NIST met-

ric (Doddington, 2002) have been extensively used 

for comparative evaluation of the various MT sys-

tems developed under the DARPA TIDES research 

program, as well as by other MT researchers.  The 

utility and attractiveness of automatic metrics for 

MT evaluation has consequently been widely rec-

ognized by the MT community.  Evaluating an MT 

system using such automatic metrics is much 

faster, easier and cheaper compared to human 

evaluations, which require trained bilingual evalua-

tors.  In addition to their utility for comparing the 

performance of different systems on a common 

translation task, automatic metrics can be applied 

on a frequent and ongoing basis during system de-

velopment, in order to guide the development of 

the system based on concrete performance im-

provements. 

Evaluation of Machine Translation has tradi-

tionally been performed by humans.  While the 

main criteria that should be taken into account in 

assessing the quality of MT output are fairly intui-

tive and well established, the overall task of MT 

evaluation is both complex and task dependent.  

MT evaluation has consequently been an area of 

significant research in itself over the years.  A wide 

range of assessment measures have been proposed, 

not all of which are easily quantifiable. Recently 

developed frameworks, such as FEMTI (King et al, 

2003), are attempting to devise effective platforms 

for combining multi-faceted measures for MT 

evaluation in effective and user-adjustable ways.  

While a single one-dimensional numeric metric 

cannot hope to fully capture all aspects of MT 

65



evaluation, such metrics are still of great value and 

utility.  

In order to be both effective and useful, an 

automatic metric for MT evaluation has to satisfy 

several basic criteria.  The primary and most intui-

tive requirement is that the metric have very high 

correlation with quantified human notions of MT 

quality.  Furthermore, a good metric should be as 

sensitive as possible to differences in MT quality 

between different systems, and between different 

versions of the same system.  The metric should be 

consistent (same MT system on similar texts 

should produce similar scores), reliable (MT sys-

tems that score similarly can be trusted to perform 

similarly) and general (applicable to different MT 

tasks in a wide range of domains and scenarios).  

Needless to say, satisfying all of the above criteria 

is extremely difficult, and all of the metrics that 

have been proposed so far fall short of adequately 

addressing most if not all of these requirements.  

Nevertheless, when appropriately quantified and 

converted into concrete test measures, such re-

quirements can set an overall standard by which 

different MT evaluation metrics can be compared 

and evaluated.  

In this paper, we describe METEOR
1
, an auto-

matic metric for MT evaluation which we have 

been developing.  METEOR was designed to ex-

plicitly address several observed weaknesses in 

IBM's BLEU metric.   It is based on an explicit 

word-to-word matching between the MT output 

being evaluated and one or more reference transla-

tions.  Our current matching supports not only 

matching between words that are identical in the 

two strings being compared, but can also match 

words that are simple morphological variants of 

each other (i.e. they have an identical stem), and 

words that are synonyms of each other.  We envi-

sion ways in which this strict matching can be fur-

ther expanded in the future, and describe these at 

the end of the paper.  Each possible matching is 

scored based on a combination of several features.  

These currently include unigram-precision, uni-

gram-recall, and a direct measure of how out-of-

order the words of the MT output are with respect 

to the reference.   The score assigned to each indi-

vidual sentence of MT output is derived from the 

best scoring match among all matches over all ref-

erence translations.  The maximal-scoring match-

                                                           
1 METEOR: Metric for Evaluation of Translation with Explicit ORdering 

ing is then also used in order to calculate an aggre-

gate score for the MT system over the entire test 

set.  Section 2 describes the metric in detail, and 

provides a full example of the matching and scor-

ing.  

In previous work (Lavie et al., 2004), we com-

pared METEOR with IBM's BLEU metric and it’s 

derived NIST metric, using several empirical 

evaluation methods that have been proposed in the 

recent literature as concrete means to assess the 

level of correlation of automatic metrics and hu-

man judgments.  We demonstrated that METEOR 

has significantly improved correlation with human 

judgments.  Furthermore, our results demonstrated 

that recall plays a more important role than preci-

sion in obtaining high-levels of correlation with 

human judgments.  The previous analysis focused 

on correlation with human judgments at the system 

level.  In this paper, we focus our attention on im-

proving correlation between METEOR score and 

human judgments at the segment level. High-levels 

of correlation at the segment level are important 

because they are likely to yield a metric that is sen-

sitive to minor differences between systems and to 

minor differences between different versions of the 

same system.  Furthermore, current levels of corre-

lation at the sentence level are still rather low, of-

fering a very significant space for improvement.  

The results reported in this paper demonstrate that 

all of the individual components included within 

METEOR contribute to improved correlation with 

human judgments.  In particular, METEOR is 

shown to have statistically significant better corre-

lation compared to unigram-precision, unigram-

recall and the harmonic F1 combination of the two. 

We are currently in the process of exploring 

several further enhancements to the current 

METEOR metric, which we believe have the po-

tential to significantly further improve the sensitiv-

ity of the metric and its level of correlation with 

human judgments.  Our work on these directions is 

described in further detail in Section 4. 

 

2 The METEOR Metric 

2.1 Weaknesses in BLEU Addressed in 

METEOR 

The main principle behind IBM’s BLEU metric 

(Papineni et al, 2002) is the measurement of the 
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overlap in unigrams (single words) and higher or-

der n-grams of words, between a translation being 

evaluated and a set of one or more reference trans-

lations.  The main component of BLEU is n-gram 

precision: the proportion of the matched n-grams 

out of the total number of n-grams in the evaluated 

translation.  Precision is calculated separately for 

each n-gram order, and the precisions are com-

bined via a geometric averaging.  BLEU does not 

take recall into account directly.  Recall – the pro-

portion of the matched n-grams out of the total 

number of n-grams in the reference translation, is 

extremely important for assessing the quality of 

MT output, as it reflects to what degree the transla-

tion covers the entire content of the translated sen-

tence.  BLEU does not use recall because the 

notion of recall is unclear when matching simulta-

neously against a set of reference translations 

(rather than a single reference).  To compensate for 

recall, BLEU uses a Brevity Penalty, which penal-

izes translations for being “too short”.  The NIST 

metric is conceptually similar to BLEU in most 

aspects, including the weaknesses discussed below. 

BLEU and NIST suffer from several weak-

nesses, which we attempt to address explicitly in 

our proposed METEOR metric: 

The Lack of Recall:  We believe that the fixed 

brevity penalty in BLEU does not adequately com-

pensate for the lack of recall.  Our experimental 

results strongly support this claim. 

Use of Higher Order N-grams: Higher order 

N-grams are used in BLEU as an indirect measure 

of a translation’s level of grammatical well-

formedness.  We believe an explicit measure for 

the level of grammaticality (or word order) can 

better account for the importance of grammatical-

ity as a factor in the MT metric, and result in better 

correlation with human judgments of translation 

quality. 

Lack of Explicit Word-matching Between 

Translation and Reference:  N-gram counts don’t 

require an explicit word-to-word matching, but this 

can result in counting incorrect “matches”, particu-

larly for common function words. 

Use of Geometric Averaging of N-grams: 
Geometric averaging results in a score of “zero” 

whenever one of the component n-gram scores is 

zero.  Consequently, BLEU scores at the sentence 

(or segment) level can be meaningless.  Although 

BLEU was intended to be used only for aggregate 

counts over an entire test-set (and not at the sen-

tence level), scores at the sentence level can be 

useful indicators of the quality of the metric.  In 

experiments we conducted, a modified version of 

BLEU that uses equal-weight arithmetic averaging 

of n-gram scores was found to have better correla-

tion with human judgments. 

2.2 The METEOR Metric 

METEOR was designed to explicitly address the 

weaknesses in BLEU identified above.  It evaluates 

a translation by computing a score based on ex-

plicit word-to-word matches between the transla-

tion and a reference translation. If more than one 

reference translation is available, the given transla-

tion is scored against each reference independ-

ently, and the best score is reported. This is 

discussed in more detail later in this section.   

Given a pair of translations to be compared (a 

system translation and a reference translation), 

METEOR creates an alignment between the two 

strings. We define an alignment as a mapping be-

tween unigrams, such that every unigram in each 

string maps to zero or one unigram in the other 

string, and to no unigrams in the same string. Thus 

in a given alignment, a single unigram in one string 

cannot map to more than one unigram in the other 

string. This alignment is incrementally produced 

through a series of stages, each stage consisting of 

two distinct phases. 

In the first phase an external module lists all the 

possible unigram mappings between the two 

strings. Thus, for example, if the word “computer” 

occurs once in the system translation and twice in 

the reference translation, the external module lists 

two possible unigram mappings, one mapping the 

occurrence of “computer” in the system translation 

to the first occurrence of “computer” in the refer-

ence translation, and another mapping it to the sec-

ond occurrence. Different modules map unigrams 

based on different criteria. The “exact” module 

maps two unigrams if they are exactly the same 

(e.g. “computers” maps to “computers” but not 

“computer”). The “porter stem” module maps two 

unigrams if they are the same after they are 

stemmed using the Porter stemmer (e.g.: “com-

puters” maps to both “computers” and to “com-

puter”). The “WN synonymy” module maps two 

unigrams if they are synonyms of each other.  

In the second phase of each stage, the largest 

subset of these unigram mappings is selected such 
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that the resulting set constitutes an alignment as 

defined above (that is, each unigram must map to 

at most one unigram in the other string). If more 

than one subset constitutes an alignment, and also 

has the same cardinality as the largest set, 

METEOR selects that set that has the least number 

of unigram mapping crosses. Intuitively, if the two 

strings are typed out on two rows one above the 

other, and lines are drawn connecting unigrams 

that are mapped to each other, each line crossing is 

counted as a “unigram mapping cross”. Formally, 

two unigram mappings (ti, rj) and (tk, rl) (where ti 

and tk are unigrams in the system translation 

mapped to unigrams rj and rl in the reference trans-

lation respectively) are said to cross if and only if 

the following formula evaluates to a negative 

number:  

(pos(ti) – pos(tk)) * (pos(rj) – pos(rl)) 

where pos(tx) is the numeric position of the uni-

gram tx in the system translation string, and pos(ry) 

is the numeric position of the unigram ry in the ref-

erence string. For a given alignment, every pair of 

unigram mappings is evaluated as a cross or not, 

and the alignment with the least total crosses is 

selected in this second phase. Note that these two 

phases together constitute a variation of the algo-

rithm presented in (Turian et al, 2003). 

Each stage only maps unigrams that have not 

been mapped to any unigram in any of the preced-

ing stages. Thus the order in which the stages are 

run imposes different priorities on the mapping 

modules employed by the different stages. That is, 

if the first stage employs the “exact” mapping 

module and the second stage employs the “porter 

stem” module, METEOR is effectively preferring 

to first map two unigrams based on their surface 

forms, and performing the stemming only if the 

surface forms do not match (or if the mapping 

based on surface forms was too “costly” in terms 

of the total number of crosses). Note that 

METEOR is flexible in terms of the number of 

stages, the actual external mapping module used 

for each stage, and the order in which the stages 

are run. By default the first stage uses the “exact” 

mapping module, the second the “porter stem” 

module and the third the “WN synonymy” module.  

In section 4 we evaluate each of these configura-

tions of METEOR.  

Once all the stages have been run and a final 

alignment has been produced between the system 

translation and the reference translation, the 

METEOR score for this pair of translations is 

computed as follows.  First unigram precision (P) 

is computed as the ratio of the number of unigrams 

in the system translation that are mapped (to uni-

grams in the reference translation) to the total num-

ber of unigrams in the system translation. 

Similarly, unigram recall (R) is computed as the 

ratio of the number of unigrams in the system 

translation that are mapped (to unigrams in the ref-

erence translation) to the total number of unigrams 

in the reference translation. Next we compute 

Fmean by combining the precision and recall via a 

harmonic-mean (van Rijsbergen, 1979) that places 

most of the weight on recall.  We use a harmonic 

mean of P and 9R.  The resulting formula used is: 

PR

PR
Fmean

9

10

+
=  

Precision, recall and Fmean are based on uni-

gram matches. To take into account longer 

matches, METEOR computes a penalty for a given 

alignment as follows. First, all the unigrams in the 

system translation that are mapped to unigrams in 

the reference translation are grouped into the few-

est possible number of chunks such that the uni-

grams in each chunk are in adjacent positions in 

the system translation, and are also mapped to uni-

grams that are in adjacent positions in the reference 

translation. Thus, the longer the n-grams, the fewer 

the chunks, and in the extreme case where the en-

tire system translation string matches the reference 

translation there is only one chunk. In the other 

extreme, if there are no bigram or longer matches, 

there are as many chunks as there are unigram 

matches. The penalty is then computed through the 

following formula: 
3

_#

#
*5.0 








=

matchedunigrams

chunks
Penalty  

For example, if the system translation was “the 

president spoke to the audience” and the reference 

translation was “the president then spoke to the 

audience”, there are two chunks: “the president” 

and “spoke to the audience”. Observe that the pen-

alty increases as the number of chunks increases to 

a maximum of 0.5. As the number of chunks goes 

to 1, penalty decreases, and its lower bound is de-

cided by the number of unigrams matched. The 

parameters if this penalty function were deter-

mined based on some experimentation with de-
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veopment data, but have not yet been trained to be 

optimal. 

Finally, the METEOR Score for the given 

alignment is computed as follows:  

 

)1(* PenaltyFmeanScore −=  

 

This has the effect of reducing the Fmean by the 

maximum of 50% if there are no bigram or longer 

matches. 

For a single system translation, METEOR com-

putes the above score for each reference transla-

tion, and then reports the best score as the score for 

the translation. The overall METEOR score for a 

system is calculated based on aggregate statistics 

accumulated over the entire test set, similarly to 

the way this is done in BLEU.  We calculate ag-

gregate precision, aggregate recall, an aggregate 

penalty, and then combine them using the same 

formula used for scoring individual segments. 

3 Evaluation of the METEOR Metric 

3.1. Data 

We evaluated the METEOR metric and compared 

its performance with BLEU and NIST on the 

DARPA/TIDES 2003 Arabic-to-English and Chi-

nese-to-English MT evaluation data released 

through the LDC as a part of the workshop on In-

trinsic and Extrinsic Evaluation Measures for MT 

and/or Summarization, at the Annual Meeting of 

the Association of Computational Linguistics 

(2005). The Chinese data set consists of 920 sen-

tences, while the Arabic data set consists of 664 

sentences. Each sentence has four reference trans-

lations.  Furthermore, for 7 systems on the Chinese 

data and 6 on the Arabic data, every sentence 

translation has been assessed by two separate hu-

man judges and assigned an Adequacy and a Flu-

ency Score.  Each such score ranges from one to 

five (with one being the poorest grade and five the 

highest).  For this paper, we computed a Combined 

Score for each translation by averaging the ade-

quacy and fluency scores of the two judges for that 

translation.  We also computed an average System 

Score for each translation system by averaging the 

Combined Score for all the translations produced 

by that system. (Note that although we refer to 

these data sets as the “Chinese” and the “Arabic” 

data sets, the MT evaluation systems analyzed in 

this paper only evaluate English sentences pro-

duced by translation systems by comparing them to 

English reference sentences). 

3.2 Comparison with BLEU and NIST MT 

Evaluation Algorithms  

In this paper, we are interested in evaluating 

METEOR as a metric that can evaluate translations 

on a sentence-by-sentence basis, rather than on a 

coarse grained system-by-system basis. The stan-

dard metrics – BLEU and NIST – were however 

designed for system level scoring, hence comput-

ing sentence level scores using BLEU or the NIST 

evaluation mechanism is unfair to those algo-

rithms. To provide a point of comparison however, 

table 1 shows the system level correlation between 

human judgments and various MT evaluation algo-

rithms and sub components of METEOR over the 

Chinese portion of the Tides 2003 dataset. Specifi-

cally, these correlation figures were obtained as 

follows: Using each algorithm we computed one 

score per Chinese system by calculating the aggre-

gate scores produced by that algorithm for that sys-

tem. We also obtained the overall human judgment 

for each system by averaging all the human scores 

for that system’s translations. We then computed 

the Pearson correlation between these system level 

human judgments and the system level scores for 

each algorithm; these numbers are presented in 

table 1.  
 

System ID Correlation 

BLEU 0.817 

NIST 0.892 

Precision 0.752 

Recall 0.941 

F1 0.948 

Fmean 0.952 

METEOR 0.964 

 

Table 1: Comparison of human/METEOR correlation 

with BLEU and NIST/human correlations 

 

Observe that simply using Recall as the MT 

evaluation metric results in a significant improve-

ment in correlation with human judgment over 

both the BLEU and the NIST algorithms. These 

correlations further improve slightly when preci-

sion is taken into account (in the F1 measure), 
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when the recall is weighed more heavily than pre-

cision (in the Fmean measure) and when a penalty 

is levied for fragmented matches (in the main 

METEOR measure).  

3.3 Evaluation Methodology  

As mentioned in the previous section, our main 

goal in this paper is to evaluate METEOR and its 

components on their translation-by-translation 

level correlation with human judgment. Towards 

this end, in the rest of this paper, our evaluation 

methodology is as follows: For each system, we 

compute the METEOR Score for every translation 

produced by the system, and then compute the cor-

relation between these individual scores and the 

human assessments (average of the adequacy and 

fluency scores) for the same translations. Thus we 

get a single Pearson R value for each system for 

which we have human assessments. Finally we 

average the R values of all the systems for each of 

the two language data sets to arrive at the overall 

average correlation for the Chinese dataset and the 

Arabic dataset. This number ranges between -1.0 

(completely negatively correlated) to +1.0 (com-

pletely positively correlated).  

We compare the correlation between human as-

sessments and METEOR Scores produced above 

with that between human assessments and preci-

sion, recall and Fmean scores to show the advan-

tage of the various components in the METEOR 

scoring function. Finally we run METEOR using 

different mapping modules, and compute the corre-

lation as described above for each configuration to 

show the effect of each unigram mapping mecha-

nism. 

3.4 Correlation between METEOR Scores 

and Human Assessments 

 
System ID Correlation 

ame 0.331 

ara 0.278 

arb 0.399 

ari 0.363 

arm 0.341 

arp 0.371 

Average 0.347 

 

Table 2: Correlation between METEOR Scores and 

Human Assessments for the Arabic Dataset 

We computed sentence by sentence correlation 

between METEOR Scores and human assessments 

(average of adequacy and fluency scores) for each 

translation for every system. Tables 2 and 3 show 

the Pearson R correlation values for each system, 

as well as the average correlation value per lan-

guage dataset.  
 

System ID Correlation 

E09 0.385 

E11 0.299 

E12 0.278 

E14 0.307 

E15 0.306 

E17 0.385 

E22 0.355 

Average 0.331 

 

Table 3: Correlation between METEOR Scores and 

Human Assessments for the Chinese Dataset 

3.5 Comparison with Other Metrics 

We computed translation by translation correla-

tions between human assessments and other met-

rics besides the METEOR score, namely precision, 

recall and Fmean. Tables 4 and 5 show the correla-

tions for the various scores.  

 
Metric Correlation 

Precision 0.287 

Recall 0.334 

Fmean 0.340 

METEOR 0.347 

 

Table 4: Correlations between human assessments and 

precision, recall, Fmean and METEOR Scores, aver-

aged over systems in the Arabic dataset 

 
 

Metric Correlation 

Precision 0.286 

Recall 0.320 

Fmean 0.327 

METEOR 0.331 

 

Table 5: Correlations between human assessments and 

precision, recall, Fmean and METEOR Scores, aver-

aged over systems in the Chinese dataset 

 

We observe that recall by itself correlates with 

human assessment much better than precision, and 

that combining the two using the Fmean formula 
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described above results in further improvement. By 

penalizing the Fmean score using the chunk count 

we get some further marginal improvement in cor-

relation. 

3.6 Comparison between Different Map-

ping Modules 

To observe the effect of various unigram mapping 

modules on the correlation between the METEOR 

score and human assessments, we ran METEOR 

with different sequences of stages with different 

mapping modules in them. In the first experiment 

we ran METEOR with only one stage that used the 

“exact” mapping module. This module matches 

unigrams only if their surface forms match. (This 

module does not match unigrams that belong to a 

list of “stop words” that consist mainly of function 

words). In the second experiment we ran 

METEOR with two stages, the first using the “ex-

act” mapping module, and the second the “Porter” 

mapping module. The Porter mapping module 

matches two unigrams to each other if they are 

identical after being passed through the Porter 

stemmer. In the third experiment we replaced the 

Porter mapping module with the WN-Stem map-

ping module. This module maps two unigrams to 

each other if they share the same base form in 

WordNet. This can be thought of as a different 

kind of stemmer – the difference from the Porter 

stemmer is that the word stems are actual words 

when stemmed through WordNet in this manner. 

In the last experiment we ran METEOR with three 

stages, the first two using the exact and the Porter 

modules, and the third the WN-Synonymy map-

ping module.  This module maps two unigrams 

together if at least one sense of each word belongs 

to the same synset in WordNet. Intuitively, this 

implies that at least one sense of each of the two 

words represent the same concept. This can be 

thought of as a poor-man’s synonymy detection 

algorithm that does not disambiguate the words 

being tested for synonymy. Note that the 

METEOR scores used to compute correlations in 

the other tables (1 through 4) used exactly this se-

quence of stages.  

Tables 6 and 7 show the correlations between 

METEOR scores produced in each of these ex-

periments and human assessments for both the 

Arabic and the Chinese datasets. On both data sets, 

adding either stemming modules to simply using 

the exact matching improves correlations. Some 

further improvement in correlation is produced by 

adding the synonymy module.  

 
Mapping module sequence 

used (Arabic) 

Correlation 

Exact 0.312 

Exact, Porter 0.329 

Exact, WN-Stem 0.330 

Exact, Porter, WN-Synonym 0.347 

 

Table 6: Comparing correlations produced by different 

module stages on the Arabic dataset. 

 

Mapping module sequence 

used (Chinese) 

Correlation 

Exact 0.293 

Exact, Porter 0.318 

Exact, WN-Stem 0.312 

Exact, Porter, WN-Synonym 0.331 

 

Table 7: Comparing correlations produced by different 

module stages, on the Chinese dataset 

3.7 Correlation using Normalized Human 

Assessment Scores 

One problem with conducting correlation ex-

periments with human assessment scores at the 

sentence level is that the human scores are noisy – 

that is, the levels of agreement between human 

judges on the actual sentence level assessment 

scores is not extremely high.  To partially address 

this issue, the human assessment scores were nor-

malized by a group at the MITRE Corporation.  To 

see the effect of this noise on the correlation, we 

computed the correlation between the METEOR 

Score (computed using the stages used in the 4th 

experiment in section 7 above) and both the raw 

human assessments as well as the normalized hu-

man assessments.  

 

 
Arabic 

Dataset 

Chinese 

Dataset 

Raw human as-

sessments 
0.347 0.331 

Normalized hu-

man assessments 
0.403 0.365 

 

Table 8: Comparing correlations between METEOR 

Scores and both raw and normalized human assessments 
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Table 8 shows that indeed METEOR Scores cor-

relate better with normalized human assessments. 

In other words, the noise in the human assessments 

hurts the correlations between automatic scores 

and human assessments. 

4 Future Work 

The METEOR metric we described and evaluated 

in this paper, while already demonstrating great 

promise, is still relatively simple and naïve.  We 

are in the process of enhancing the metric and our 

experimentation in several directions: 

Train the Penalty and Score Formulas on 

Data: The formulas for Penalty and METEOR 

score were manually crafted based on empirical 

tests on a separate set of development data. How-

ever, we plan to optimize the formulas by training 

them on a separate data set, and choosing that for-

mula that best correlates with human assessments 

on the training data.  

Use Semantic Relatedness to Map Unigrams:   
So far we have experimented with exact mapping, 

stemmed mapping and synonymy mapping be-

tween unigrams. Our next step is to experiment 

with different measures of semantic relatedness to 

match unigrams that have a related meaning, but 

are not quite synonyms of each other.  

More Effective Use of Multiple Reference 

Translations:  Our current metric uses multiple 

reference translations in a weak way: we compare 

the translation with each reference separately and 

select the reference with the best match.  This was 

necessary in order to incorporate recall in our met-

ric, which we have shown to be highly advanta-

geous.  As our matching approach improves, the 

need for multiple references for the metric may in 

fact diminish.  Nevertheless, we are exploring 

ways in which to improve our matching against 

multiple references.  Recent work by (Pang et al, 

2003) provides the mechanism for producing se-

mantically meaningful additional “synthetic” refer-

ences from a small set of real references.  We plan 

to explore whether using such synthetic references 

can improve the performance of our metric. 

Weigh Matches Produced by Different Mod-

ules Differently: Our current multi-stage approach 

prefers metric imposes a priority on the different 

matching modules. However, once all the stages 

have been run, unigrams mapped through different 

mapping modules are treated the same.  Another 

approach to treating different mappings differently 

is to apply different weights to the mappings pro-

duced by different mapping modules. Thus “com-

puter” may match “computer” with a score of 1, 

“computers” with a score of 0.8 and “workstation” 

with a score of 0.3. As future work we plan to de-

velop a version of METEOR that uses such 

weighting schemes. 

Acknowledgements 

We acknowledge Kenji Sagae and Shyamsundar 

Jayaraman for their work on the METEOR system. 

We also wish to thank John Henderson and Wil-

liam Morgan from MITRE for providing us with 

the normalized human judgment scores used for 

this work. 

References  

George Doddington. 2002. Automatic Evaluation of 

Machine Translation Quality using N-gram Co-

occurrence Statistics.  In Proceedings of 2
nd
 Human 

Language Technologies Conference (HLT-02). San 

Diego, CA. pp. 128-132.  

Margaret King, Andrei Popescu-Belis and Eduard 

Hovy. 2003.  FEMTI: Creating and Using a Frame-

work for MT Evaluation.  In Proceedings of MT 

Summit IX, New Orleans, LA. Sept. 2003. pp. 224-

231. 

Alon Lavie, Kenji Sagae and Shyamsundar Jayaraman, 

2004.  The Significance of Recall in Automatic Met-

rics for MT Evaluation.  In Proceedings of AMTA-

2004, Washington DC.  September 2004. 

Bo Pang, Kevin Knight and Daniel Marcu. 2003.  Syn-

tax-based Alignment of Multiple Translations: Ex-

tracting Paraphrases and Generating New 

Sentences. In Proceedings of HLT-NAACL 2003.  

Edmonton, Canada. May 2003. 

Kishore Papineni, Salim Roukos, Todd Ward and Wei-

Jing Zhu. 2002.  BLEU: a Method for Automatic 

Evaluation of Machine Translation.  In Proceedings 

of the 40
th
 Annual Meeting of the Association for 

Computational Linguistics (ACL-02).  Philadelphia, 

PA. July 2002. pp. 311-318. 

Joseph P. Turian, Luke Shen and I. Dan Melamed. 

2003.  Evaluation of Machine Translation and its 

Evaluation.  In Proceedings of MT Summit IX, New 

Orleans, LA. Sept. 2003.  pp. 386-393. 

C. van Rijsbergen. 1979.  Information Retrieval.  But-

terworths.  London, England. 2
nd
 Edition. 

72



Author Index
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