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Preface

This volume contains the papers accepted for presentation at the Australasian Language Tech-
nology Association Workshop (ALTA) 2013, held at the Queensland University of Technology
in Brisbane, Australia on 4–6 December 2013.

We would like to declare this the ALTA Year of the Woman, in recognition of the first-time
all-female organisation of the conference, including our local organiser in Brisbane, Laurianne
Sitbon. We initially thought to have a female-only line-up for the keynote speakers, but settled
with a population representative 50%. Please note that no gender biases were intentionally
introduced into paper reviewing or acceptance; however, the authors on the accepted papers
are fully one third female.
The goals of the workshop are to:

• bring together the Language Technology (LT) community in the Australasian region and
encourage interactions and collaboration;

• foster interaction between academic and industrial researchers, to encourage dissemina-
tion of research results;

• provide a forum for students and young researchers to present their research;
• facilitate the discussion of new and ongoing research and projects;
• increase visibility of LT research in Australasia and overseas and encourage interactions

with the wider international LT community.

This year’s ALTA Workshop presents 16 peer-reviewed papers, including nine full, four
short papers, and three papers that will be presented as posters. We received a total of
24 submissions. Each paper, apart from two submissions that were deemed outside of the
conference scope at submission time, was reviewed by three members of the program committee.
The reviewing for the workshop was double blind, and done in accordance with the DIISRTE
requirements for E1 conference publications. Furthermore, great care was taken to avoid all
conflicts of interest; in particular, no paper was assessed by a reviewer from the same institution
as any of the authors. In the case of submissions involving a co-chair, the double-blind review
process was upheld, and acceptance decisions were made by the non-author co-chair.

The proceedings include abstracts of the invited talks by Mark Steedman and Bonnie Web-
ber, both from the University of Edinburgh. We are delighted to take advantage of their visit
to Australia to bring them to Brisbane and are honoured to welcome them to ALTA. This
volume also contains an overview of the ALTA Shared Task, its use as a class project, and a
description of the winning system. These contributions were not peer-reviewed.

We would like to thank, in no particular order: all of the authors who submitted papers
to ALTA; the program committee for the time and effort they put into maintaining the high
standards of our reviewing process; the local organiser Laurianne Sitbon for taking care of all the
physical logistics and lining up some great social events; our invited speakers Mark Steedman
and Bonnie Webber for agreeing to share their extensive experience and insights with us; the
team from the NeCTAR Human Communication Science virtual laboratory (HCSvLab) and
David Milne for agreeing to host two fascinating tutorials, and Paul Cook and Scott Nowson,
the program co-chairs of ALTA 2012, for their valuable help and support. We would like to
acknowledge the constant support and advice of the ALTA Executive Committee for providing
input critical to the success of the workshop.

Finally, we gratefully recognise our sponsors: CSIRO, Google, and NICTA. Their generous
support enabled us to fund student paper awards, as well as offer travel subsidies to three stu-
dents to attend and present at ALTA. The University of Queensland also sponsored afternoon
tea on Friday afternoon. We thank them as well.

Sarvnaz Karimi and Karin Verspoor
Programme Co-Chairs
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ALTA 2013 Programme

ALTA will be held in P-block, the Queensland University of Technology Gardens Point campus.

Wednesday 4 December 2013 Pre-workshop tutorials (Room P-504)

10:00–14:30 (Lunch break 12-1) Working with the HCS vLab
Dominique Estival (University of Western Sydney) and Steve Cassidy (Macquarie University)

15:00–17:45 (Break 16:30-16:45) Applying Wikipedia as a machine-readable knowledge base
David Milne (CSIRO)

Thursday 5 December 2013

08:50–09:00 Opening remarks

09:00–10:00 Invited talk (Room P-512)
Bonnie Webber Concurrent Discourse Relations

10:00–10:30 Coffee (Level 5)

Session 1 (Room P-512)

10:30–11:00 Marco Lui and Paul Cook
Classifying English Documents by National Dialect

11:00–11:30 Tim O’Keefe, Kellie Webster, James R. Curran and Irena Koprinska
Examining the Impact of Coreference Resolution on Quote Attribution

11:30–12:00 Yvette Graham, Timothy Baldwin, Alistair Moffat and Justin Zobel
Crowd-Sourcing of Human Judgments of Machine Translation Fluency

12:00–13:30 Lunch (Terrace, Level 6)

Session 2 (Room P-512)

13:30–14:00 Shunichi Ishihara
The Effect of the Within-speaker Sample Size on the Performance of Likelihood

Ratio Based Forensic Voice Comparison: Monte Carlo Simulations

14:00–14:30 Hanna Suominen and Gabriela Ferraro
Noise in Speech-to-Text Voice: Analysis of Errors and Feasibility of Phonetic
Similarity for Their Correction

14:30–15:00 Robert Power, Bella Robinson and David Ratcliffe
Finding Fires with Twitter

15:00–15:30 Coffee (Level 5)

Session 3 (Room P-512)

15:30–16:00 Asif Ekbal, Sriparna Saha, Diego Molla and K Ravikumar
Multi-Objective Optimization for Clustering of Medical Publications

16:00–16:20 Tatyana Shmanina, Ingrid Zukerman, Antonio Jimeno Yepes, Lawrence Cavedon
and Karin Verspoor
Impact of Corpus Diversity and Complexity on NER Performance

16:20–16:50 Rolf Schwitter
Working with Defaults in a Controlled Natural Language

16:50–17:20 ALTA business meeting

19:00– Conference dinner (Plough Inn, South Bank, Brisbane)
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Friday 6 December 2013

09:00–10:00 Joint ADCS/ALTA Invited talk (Room P-421)
Mark Steedman Robust Computational Semantics

10:00–10:30 Coffee (Level 5)

Session 4: ALTA/ADCS joint session (Room P-421)

10:30–11:00 ADCS paper Takumi Sonoda and Takao Miura
Conditional Collocation in Japanese

11:00–11:30 ADCS paper Hanna Suominen and Leif Hanlen
Visual Text Summarision for Surveillance and Situational Awareness in Hospi-
tals

11:30–12:00 Antti Puurula
Cumulative Progress in Language Models for Information Retrieval

12:00–12:30 Oldooz Dianat, Cecile Paris and Stephen Wan
A Study: From Electronic Laboratory Notebooks to Generated Queries for Liter-
ature Recommendation

12:30–13:30 Lunch (Terrace, Level 6)

Session 5: ALTA Shared Task (Room P-512)

13:30–13:45 Diego Molla
ALTA 2013 Shared Task overview

13:45–14:00 Marco Lui and Li Wang
Recovering Casing and Punctuation using Conditional Random Fields

Session 6 and Poster Boasters (Room P-512)

14:00–14:30 Shunichi Ishiharal
A Comparative Study of Likelihood Ratio Based Forensic Text Comparison in
Procedures: Multivariate Kernel Density vs. Gaussian Mixture Model-Universal
Background Model

14:30–14:50 Farshid Zavareh, Ingrid Zukerman, Su Nam Kim and Thomas Kleinbauer
Error Detection in Automatic Speech Recognition

14:50–15:05 Awards and final remarks

15:05–15:20 ALTA poster boasters

Jared Willett, David Martinez, J. Angus Webb and Timothy Baldwin
Automatic Climate Classification of Environmental Science Literature

Jason Brown and Sam Mandal
Rhythm, Metrics, and the Link to Phonology

Shunichi Ishihara
Differences in Speaker Individualising Information between Case Particles and
Fillers in Spoken Japanese

15:20–17:00 Poster session with ADCS (Level 4)
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Robust Computational Semantics
ALTA 2013/ADCS 2013 Joint Keynote

Mark Steedman
School of Informatics

The University of Edinburgh
Edinburgh, United Kingdom
steedman@inf.ed.ac.uk

Abstract

Practical tasks like question answering and machine
translational ultimately require computing meaning
representations that support inference. Standard
linguistic accounts of meaning are impracticable
for such purposes, both because they assume non-
monotonic operations such as quantifier movement,
and because they lack a representation for the mean-
ing of content words that supports efficient compu-
tation of entailment. I’ll discuss practical solutions
to some of these problems within a near-context free
grammar formalism for a working wide-coverage
parser, in current work with Mike Lewis, and show
how these solutions can be usefully applied in NLP
tasks.

Mark Steedman. 2013. Robust Computational Semantics. In Proceedings of Australasian Language Technology
Association Workshop, page 2.



Concurrent Discourse Relations
ALTA 2013 Keynote Presentation

Bonnie Webber
School of Informatics

The University of Edinburgh
Edinburgh, United Kingdom
bonnie@inf.ed.ac.uk

Abstract

The Penn Discourse Treebank (PDTB) was released
to the public in 2008 and remains the largest corpus of
manually annotated discourse relations — both rela-
tions that are signaled explicitly (e.g., by a coordinat-
ing or subordinating conjunction, or by a discourse
adverbial or other construction) and ones that other-
wise appear implicit.

The Penn Discourse TreeBank also diverges from
other discourse-annotated corpora in permitting more
than one discourse relation to be annotated as hold-
ing concurrently. Annotators could indicate this by
assigning multiple sense labels to an explicit con-
nective. Or, in those cases where adjacent sentences
had no explicit connective, annotators could indicate
concurrent discourse relations by either annotating a
single implicit connective that concurrently conveyed
multiple senses or annotating multiple implicit con-
nectives, each conveying one of the concurrent re-
lation(s). Subsequent experiments carried out using
Mechanical Turk showed that, when a discourse ad-
verbial explicitly signalled a discourse relation, there
was often a separate concurrent relation that could be
associated with an implicit coordinating or subordi-
nating conjunction.

There are different circumstances in which differ-
ent sets of concurrent discourse relations are taken
to hold. I will go through these, and conclude with
what I take the implications of this to be for various
language technologies, including statistical machine
translation.

Bonnie Webber. 2013. Concurrent Discourse Relations. In Proceedings of Australasian Language Technology
Association Workshop, page 3.
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Classifying English Documents by National Dialect

Marco Lui♥♣ and Paul Cook♥

♥ Department of Computing and Information Systems
The University of Melbourne

Victoria 3010, Australia
♣ NICTA Victoria Research Laboratory

{mhlui,paulcook}@unimelb.edu.au

Abstract

We investigate national dialect identifica-
tion, the task of classifying English doc-
uments according to their country of ori-
gin. We use corpora of known national
origin as a proxy for national dialect. In
order to identify general (as opposed to
corpus-specific) characteristics of national
dialects of English, we make use of a va-
riety of corpora of different sources, with
inter-corpus variation in length, topic and
register. The central intuition is that fea-
tures that are predictive of national ori-
gin across different data sources are fea-
tures that characterize a national dialect.
We examine a number of classification ap-
proaches motivated by different areas of
research, and evaluate the performance of
each method across 3 national dialects:
Australian, British, and Canadian English.
Our results demonstrate that there are lex-
ical and syntactic characteristics of each
national dialect that are consistent across
data sources.

1 Introduction

The English language exhibits substantial varia-
tion in its usage throughout the world with re-
gional differences being noted at the lexical and
syntactic levels (e.g., Trudgill and Hannah, 2008)
between varieties of English such as that used in
Britain and the United States. Although there are
many varieties of English throughout the world
— including, for example, New Zealand English,
African American Vernacular English, and Indian
English — there are a smaller number of so-called
standard Englishes. British English and Ameri-
can English (or North American English) are often
taken to be the two main varieties of standard En-
glish (Trudgill and Hannah, 2008; Quirk, 1995),

with other varieties of standard English, such as
Canadian English and Australian English, viewed
as more-similar to one of these main varieties.

The theme of this work is national dialect iden-
tification, the classification of documents as one of
a closed set of candidate standard Englishes (here-
after referred to as dialects), by exploiting lexical
and syntactic variation between dialects. We make
use of corpora of text of known national origin as
a proxy for text of each dialect. Specifically, we
consider Australian English, British English, and
Canadian English, three so-called “inner circle”
standard Englishes (Jenkins, 2009).1

This preliminary work aims to establish
whether standard approaches to text classification
are able to accurately predict the variety of stan-
dard English in which a document is written. The
notion of standard English is differentiated from
other factors such as style (e.g., formality) or topic
Trudgill (1999), which are expected confounding
factors. A model of dialect classification built on
a single text type (e.g., standard national corpora)
may be classifying documents on the basis of non-
dialectal differences such as topic or genre. In
order to control for the confounding factors, we
utilize text from a variety of sources. By draw-
ing training and test data from different sources,
the successful transfer of models from one text
source to another is evidence that the classifier
is indeed capturing differences between different
documents that are dialectal, rather than being due
to any of the aforementioned confounding factors.

The main contributions of this paper are: (1) we
introduce national dialect identification as a classi-
fication task, (2) we relate national dialect identi-
fication to existing research on text classification,
(3) we assemble a dataset for national dialect iden-
tification using corpora from a variety of sources,

1We don’t consider American English because of a rather
surprising lack of available resources for this national dialect,
discussed in Section 4.

Marco Lui and Paul Cook. 2013. Classifying English Documents by National Dialect. In Proceedings of
Australasian Language Technology Association Workshop, pages 5−15.



(4) we empirically evaluate a number of text clas-
sification methods for national dialect identifica-
tion, and (5) we find that we can train classifiers
that are able to predict the national dialect of doc-
uments across data sources.

2 Related Work

National dialect identification is conceptually re-
lated to a range of established text classification
tasks. In this section, we give some background
on related areas, deferring the description of the
specific methods we implement to Section 3.2.

2.1 Text Categorization

Text categorization has been described as the in-
tersection of machine learning and information re-
trieval (Sebastiani, 2005), and is focused on tasks
such as mapping newswire documents onto the
topics they discuss (Debole and Sebastiani, 2005).
A large variety of methods have been examined
in the literature, due to the large overlap with the
machine learning community (Sebastiani, 2002).
One approach that has been shown to consistently
perform well is the use of Support Vector Ma-
chines (SVM, Cortes and Vapnik, 1995). Joachims
(1998) argued for their use in text categorization,
observing that SVMs were well suited due to their
ability to handle high-dimensional input spaces
with few irrelevant features. Furthermore, he ob-
served that most text categorization problems are
linearly separable, a view that has been validated
in a variety of studies (e.g., Yang and Liu, 1999;
Drucker et al., 1999).

2.2 Language Identification

Language identification is the task of classify-
ing a document according to the natural language
it is written in. Recent work has applied lan-
guage identification techniques to the identifica-
tion of Dutch dialects, with encouraging results
(Trieschnigg et al., 2012).

2.3 Native Language Identification (NLI)

Authorship profiling is an umbrella term for clas-
sification tasks that involve inferring some charac-
teristic of a document’s author, such as age, gen-
der and native language (Estival et al., 2007). Na-
tive language identification (NLI, Koppel et al.,
2005) is a well established authorship profiling
task. The aim of NLI is to classify a document
with respect to an author’s native language, where

this is not the language that the document is writ-
ten in. One approach to NLI is to capture gram-
matical errors made by authors, through the use
of contrastive analysis (Wong and Dras, 2009),
parse structures (Wong and Dras, 2011) or adaptor
grammars (Wong et al., 2012). Brooke and Hirst
(2012) test a broad array of approaches to NLI,
and specifically highlight issues with in-domain
evaluation thereof.

2.4 Authorship Attribution

Authorship profiling focuses on identifying fea-
tures which vary between groups of authors but
are fairly consistent for a given group. In contrast,
authorship attribution is the task of mapping a doc-
ument onto a particular author from a set of can-
didate authors (Stamatatos, 2009), and is some-
times incorrectly conflated with authorship profil-
ing. Mosteller and Wallace (1964) used a set of
function words to attribute papers of disputed au-
thorship. Other stylometric features used to iden-
tify authors include average sentence and word
length (Yule, 1939). Modern features used for
authorship attribution include distributions over
function words (Zhao and Zobel, 2005), as well as
features derived from parsing and part-of-speech
tagging (Hirst and Feiguina, 2007). Author-aware
topic models have also been proposed for author-
ship attribution (Seroussi et al., 2012).

2.5 Text-based Geolocation

Social media has recently exploded in popularity,
with Twitter reporting that roughly 500 million
tweets are sent each day (Twitter, 2013). There is
a relationship between textual content and geolo-
cation, with for example, texts containing words
such as streetcar, Maple Leafs, and DVP likely be-
ing related to Toronto, Canada (Han et al., 2012).

Eisenstein et al. (2010) apply techniques from
topic modeling to study variation in word usage
on Twitter in the United States. Of particular rele-
vance to our work, Wing and Baldridge (2011) and
Roller et al. (2012) aggregate the tweets of users to
predict their physical location in grid-based repre-
sentations of the continental United States. These
methods consider the KL-divergence between the
distribution of words in a user’s aggregated tweets
and that of the tweets known to originate from
each grid cell, with the most-similar cell being se-
lected as the target user’s most-likely location.
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2.6 Computational Dialectal Studies

Although the specific issue of English national di-
alect classification has not been considered to date,
a small number of computational studies have ex-
amined issues related to dialects. For example,
Atwell et al. (2007) consider which variety of En-
glish, British or American, is most common on the
Web. Peirsman et al. (2010) use techniques based
on distributional similarity to identify lectal mark-
ers — words characteristic of one dialect versus
another due to differences in sense or frequency —
of dialects of Dutch. Zaidan and Callison-Burch
(2012) studied dialect identification in Arabic di-
alects using automatic classifiers, and found that
classifiers using dialectal data outperformed an in-
formed baseline, achieving near-human classifica-
tion accuracy.

Of particular relevance to our work, Cook and
Hirst (2012) consider whether Web corpora from
top-level domains (specifically .ca and .uk, in
their work) represent corresponding national di-
alects (Canadian English and British English, re-
spectively). They find that the relative distribution
of spelling variants (e.g., the frequency of color
relative to that of colour) is quite consistent across
corpora of known national dialect. Furthermore,
they show that these distributions are similar for
corpora of known national dialect and Web cor-
pora from a corresponding top-level domain.

3 Methodology

National dialect identification is a classification
task, where each document must be mapped onto
a single national dialect from a closed set of can-
didate dialects. We evaluate each method by train-
ing a classifier on a set of training documents and
applying it to an independent set of test docu-
ments. For each experiment, we compute per-class
precision, recall and F-score, using their standard
definitions. We focus our evaluation on F-score,
macroaveraged over all the per-class values, in or-
der to maintain balance across precision and recall
and across individual classes.

3.1 Cross-domain classification

A key challenge in evaluating national dialect
identification as a text classification task is that
documents in the training data may exhibit some
non-dialectal variation that the classifiers may pick
up on. For example, if British English were rep-
resented by a balanced corpus such as the British

National Corpus (Burnard, 2000), but a corpus
of say, newspaper texts, were used for Ameri-
can English (e.g., The New York Times Anno-
tated Corpus, Sandhaus, 2008) then a classifier
trained to distinguish between documents of these
two corpora may pick up on differences in genre
and topic as opposed to national dialect. Even
if more-comparable corpora than those just men-
tioned above were chosen, because a corpus is
a sample, certain topics or words will tend to
be over- or under-represented. Indeed Kilgarriff
(2001) points out such issues in the context of
keyword comparisons of comparable corpora of
British and American English, and Brooke and
Hirst (2012) specifically highlight the same issue
in native language identification.

In an effort to avoid this pitfall, we utilize text
of known national origin from a variety of differ-
ent sources. Specifically, we collect text repre-
senting each national dialect from up to 4 differ-
ent sources (Section 4). In this paper, following
the terminology of Pan and Yang (2010), we refer
to each source as a domain, and acknowledge that
this does not correspond to the topical sense of the
term domain that is more common in NLP.

We cross-validate by holding out each source in
turn, training a classifier on the union of the re-
maining sources and then applying it to the held-
out source. By carrying out cross-domain classifi-
cation, we mitigate the risk that confounding fac-
tors such as topic, genre or document length will
misleadingly give high classification accuracy.

3.2 Classification Methods

We select methods from each field (Section 2) that
are promising for national dialect identification.

3.2.1 BASELINE

We use a random classifier as our baseline, es-
chewing majority-class as it is not applicable in
the cross-source context we consider; one of the
primary differences anticipated between sources is
that the relative distribution of classes will vary.
The random classifier maps each document onto a
dialect from our dialect set independently. It rep-
resents a trivial baseline that we expect all other
classifiers to exceed.

3.2.2 TEXTCATEGORIZATION

We use the general text categorization approach
proposed by Joachims (1998), applying a linear
SVM to a standard bag-of-words representation.

7



3.2.3 NATIVELID
We use part-of-speech plus function word n-grams
with a maximum entropy classifier (Wong and
Dras, 2009). Wong and Dras aim to exploit gram-
matical errors, as contrastive analysis suggests that
difficulties in acquiring a new language are due
to differences between the new language and the
native language of the learner, implying that the
types of errors made are characteristic of the native
language of the author. In national dialect identifi-
cation, we do not expect grammatical errors to be
as salient, because English is a national language
of each of the countries considered. Nevertheless,
part-of-speech plus function word n-grams are of
interest because they roughly capture syntax —
which is known to vary amongst national dialects
(Trudgill and Hannah, 2008) — and are indepen-
dent of the specific lexicalization.

3.2.4 AUTHORSHIPATTRIB

Authorship attribution is about modeling the lin-
guistic idiosyncrasies of a particular author, in
terms of some markers of the individual’s style.
Although in national dialect identification we do
not assume that each document has a single unique
author, we do assume that documents from the
same country share stylistic properties resulting
from the national dialect. We hypothesize that this
results in systematic differences in the choice of
function words (Zhao and Zobel, 2005). We cap-
ture this using a distribution over function words,
which is a restricted bag-of-words model, where
only words on an externally specified ‘whitelist’
are retained. We use the same stopword list as for
native language identification as a proxy for func-
tion words. As per Zhao and Zobel (2005), we
apply a naive Bayes classifier.

3.2.5 LANGID
We treat each dialect as a distinct language, and
apply the language identification method of Lui
and Baldwin (2011) in which documents are rep-
resented using a mixture of specially-selected byte
sequences. The method specifically exploits dif-
ferences in data sources to learn a set of byte se-
quences that is representative of languages (or in
our case, dialects) across all the data sources. This
feature selection is done by scoring each sequence
using information gain (IG, Quinlan, 1993), with
respect to each dialect as well as with each data
source. This representation is then combined with
a multinomial naive Bayes classifier.

3.2.6 GEOLOCATION

Our geolocation classifier is a nearest-prototype
classifier using K-L divergence as the distance
metric on a standard bag-of-words (Wing and
Baldridge, 2011). The class prototypes are calcu-
lated from the concatenation of all members of the
class. For both documents and classes, probability
mass is assigned to unseen terms using a pseudo-
Good-Turing smoothing, the parameters of which
we estimate from the training data.

3.2.7 VARIANTPAIR

Motivated by Cook and Hirst’s (2012) work on
comparing dialects, our variant pair classifier uses
the relative frequencies of spelling variants (e.g.,
color/colour, yoghurt/yogurt) to distinguish be-
tween dialects. For each of a set of ∼1.8k
spelling variant pairs from VarCon,2 we calculate
the frequency difference in a document between
the first and second variant (e.g., freq(color) −
freq(colour)). A standard vector-space model of
similarity is used: each dialect is modeled as the
sum of the vectors of all documents for that di-
alect; Cosine is used to map a given document to
the most similar dialect.

4 Text Sources

4.1 NATIONAL

Large corpora are available for British and Cana-
dian English. The written portion of the British
National Corpus (BNC, Burnard, 2000) consists
of roughly 87 million words of a variety of gen-
res and topics from British authors from the late
twentieth century. The Strathy Corpus3 consists of
roughly 40 million words of a variety of text types
by Canadian authors from a similar time period.
We use these two corpora in this study.

Appropriate resources are not available for
American or Australian English. The Corpus of
Contemporary American English (COCA, Davies,
2009) currently consists of over 450 million words
of American English, but can only be accessed
through a web interface; the full text form is un-
available. The American National Corpus (ANC,
Ide, 2009) is much smaller than the BNC and
Strathy Corpus at approximately only 11 million
words.4 In the case of Australian English, the Aus-

2http://wordlist.sourceforge.net
3http://www.queensu.ca/strathy/
4This figure refers specifically to the written portion of the

Open ANC, the freely-available version of this corpus.
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Domain Australia Canada United Kingdom
# µ σ # µ σ # µ σ

NATIONAL 0 – – 10000 2415.8 2750.4 10000 2742.3 2692.9
WEB 10000 2111.7 3261.5 10000 2459.4 3839.5 10000 2098.1 3527.4
WEBGOV 10000 1237.2 2706.3 10000 3980.4 4522.4 10000 2558.1 3327.4
TWITTER 1857 12.1 6.3 3598 11.8 6.3 24047 12.0 6.5

Table 1: Characteristics of the ENDIALECT dataset. # is the document count, µ and σ are the mean and
standard deviation of document length (in words).

tralian Corpus of English (Green and Peters, 1991)
consists of just 1 million words.5

4.2 WEB

The Web has been widely used for building cor-
pora (e.g., Baroni et al., 2009; Kilgarriff et al.,
2010) with Cook and Hirst (2012) presenting pre-
liminary results suggesting that English corpora
from top-level domains might represent corre-
sponding national dialects of English. Australia,
Canada, and the United Kingdom all have corre-
sponding top-level domains that contain a wide
variety of text types — namely .au, .ca, and
.uk, respectively — from which we can build
corpora. However, the top-level domain for the
United States, .us, is primarily used for more-
specialized purposes, such as government, and so
a similar Web corpus cannot easily be built for
American English. Here we build English Web
corpora from .au, .ca, and .uk which — based
on the findings of Cook and Hirst (2012) — we
assume to represent Australian, Canadian, and
British English, respectively.

One common method for corpus construction
is to issue a large number of queries to a search
engine, download the resulting URLs, and post-
process the documents to produce a corpus (e.g.,
Baroni and Bernardini, 2004; Sharoff, 2006; Kil-
garriff et al., 2010). Cook and Hirst (2012) use
such a method to build corpora from the .ca
and .uk domains; we follow their approach here.
Specifically, we select alphabetic types in the BNC
with character length greater than 2 and frequency
rank 1001–5000 in the BNC as seed words. We
then use Baroni and Bernardini’s (2004) Boot-
CaT tools to form 18k random 3-tuples from these
seeds. We use the BootCaT tools to issue search
engine queries for these tuples in the .au, .ca,
and .uk domains. Using the BootCaT tools we

5The Australian National Corpus (http://www.
ausnc.org.au/) is much larger, but consists of relatively
little written material from the same time period as our other
corpora.

then download the resulting URLs, and elimi-
nate duplicates. We further eliminate non-English
documents using langid.py (Lui and Baldwin,
2012). Following Cook and Hirst we only re-
tain up to three randomly-selected documents per
domain (e.g., www.cbc.ca). The final corpora
consist of roughly 77, 96, and 115 million tokens
for the .au, .ca, and .uk domains, respectively.

4.3 WEBGOV (Government)

The government of each of the countries consid-
ered in this study produces an enormous number
of documents which can be used to build cor-
pora. Furthermore, because many government
websites are in particular second-level domains
(e.g., .gov.uk) it is possible to easily construct
a Web corpus consisting of such documents.

To build governmental Web corpora we fol-
low a very similar process to that in the previous
subsection, this time issuing queries for each of
.gov.au, .gc.ca, and .gov.uk.6 The result-
ing Australian, British, and Canadian government
corpora contain roughly 199, 161, and 148 million
words, respectively.7

4.4 TWITTER

Twitter8 is an enormously popular micro-blogging
service which has previously been used in stud-
ies of regional linguistic variation (e.g., Eisen-
stein et al., 2010). Twitter allows users to post
short (up to 140 characters) messages known as
tweets, and a recent report from Twitter indicates
that roughly 500 million tweets are sent each day
(Twitter, 2013). Crucially for this project, roughly
1% of tweets include geolocation metadata and

6In this case there is an obvious domain to use to build
an American government corpus, i.e., .gov. However, be-
cause we did not have a general Web corpus, or an appropri-
ate national corpus, for American English, we did not build a
government corpus for this dialect.

7There is a small amount of overlap between WEB and
WEBGOV, with 3.7% of the WEB documents coming from
governmental second-level domains.

8http://twitter.com/
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can be used to build corpora known to correspond
to a particular geographical region.

Using the Twitter API we collected a sample of
tweets from October 2011 – January 2012 with
geotags indicating that they were sent from Aus-
tralia, Canada, or the United Kingdom.9 We
then filtered this collection to include only English
tweets (again using langid.py). The resulting
collection includes roughly 140k, 240k, and 1.4M
tweets from Australia, Canada, and the United
Kingdom, respectively.

5 The ENDIALECT dataset

The ENDIALECT dataset (Table 1), consists of
109502 documents in 3 English dialects (Aus-
tralian, British, and Canadian) across 4 text
sources (NATIONAL, WEB, WEBGOV and TWIT-
TER, described in Section 4). We conducted a pi-
lot study, and found that across all the methods we
test, the in-domain classification accuracy did not
vary significantly beyond 5000 documents per di-
alect. Thus, for NATIONAL, WEB and WEBGOV,
we retained 10000 documents per dialect. For
WEB and WEBGOV, we randomly sampled 10000
documents (without replacement) from each di-
alect. For NATIONAL, the documents are substan-
tially longer, and furthermore, documents from the
(Canadian) Strathy Corpus are on average twice
as long as those from the (British) BNC. In or-
der to extract documents of comparable length to
the WEB and WEBGOV, we divided each docu-
ment in NATIONAL into equal-sized fragments (10
fragments per document for the BNC and 20 per
document for the Strathy Corpus). We then sam-
pled 10000 fragments from each, yielding pseudo-
documents of comparable length to documents
from WEB and WEBGOV.

Constructing documents from the Twitter data
is more difficult because individual messages are
very short; preliminary experiments indicated that
trying to infer dialect from a single message is
nearly impossible. For Twitter, we therefore con-
catenate all documents from a given user to form
a single pseudo-document per user. The Twitter
crawl available to us had insufficient data to ex-
tract 10000 users per country, so we opted to re-
tain all the users that had 15 or more messages in
our data, giving us a total number of user pseudo-

9Although an abundance of geolocated tweets are avail-
able for the United States, since we do not have corpora from
the other sources for this national dialect we do not consider
it here.

documents comparable to the number of docu-
ments for our other data sources (albeit with a
skew between dialects that is not present for the
other text sources).

6 Results

The first set of experiments we perform is in a
leave-one-out cross-domain learning setting over
our 4 text sources (referred to interchangeably as
“domains”) and 7 classification methods. We train
one classifier for each pair of classification method
and target domain, for a total of 28 classifiers. The
training data used for each classifier is leave-one-
out over the set of domains. For example, for any
given classification method, the classifier applied
to WEB is trained on the union of data from NA-
TIONAL, WEBGOV, and TWITTER.

Table 2 summarizes the macroaveraged F-score
for each classifier in the cross-domain classifica-
tion setting. We find that overall, the best methods
for national dialect identification are TEXTCATE-
GORIZATION and NATIVELID. We also find that
F-score varies greatly between target domains; in
general, F-score is highest for NATIONAL, and
lowest for TWITTER.

In this work, we primarily focus on cross-
domain national dialect identification, for rea-
sons discussed in Section 3.1. However, most of
the methods we consider were not developed for
cross-domain application, and thus in-domain re-
sults provide an interesting point of comparison.
Hence, we present results from in-domain 10-fold
cross-validation in Table 3 for comparison with the
cross-domain outcome.

Our in-domain results are consistent with our
cross-domain findings, in that methods that per-
form better in-domain tend to also perform better
cross-domain, and target domains that are “easier”
in-domain also tend to be “easier” cross-domain,
“easier” meaning that all methods tend to attain
better results. For most methods, the in-domain
performance is better than the cross-domain per-
formance, which is not surprising given that it is
likely that there are particular terms that are pre-
dictive of a dialect in-domain that may not gener-
alize across domains.

Overall, the results on in-domain and cross-
domain classification suggest that TEXTCATEGO-
RIZATION is consistently the best among the meth-
ods compared across multiple domains, and that
some domains are inherently easier for national
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Approach
Target Domain

NATIONAL WEB WEBGOV TWITTER
(2-way) (3-way) (3-way) (3-way)

BASELINE 0.491 0.317 0.313 0.269
TEXTCATEGORIZATION 0.911 0.656 0.788 0.447
NATIVELID 0.812 0.606 0.480 0.314
AUTHORSHIPATTRIB 0.502 0.367 0.227 0.334
LANGID 0.772 0.538 0.597 0.043
GEOLOCATION 0.432 0.347 0.312 0.369
VARIANTPAIR 0.443 0.267 0.226 0.281

Table 2: Macroaverage F-score for cross-domain learning. For each domain/method combination, a
classifier is trained on the union of the 3 non-target domains.

Approach
Target Domain

NATIONAL WEB WEBGOV TWITTER
(2-way) (3-way) (3-way) (3-way)

BASELINE 0.499 0.336 0.328 0.329
TEXTCATEGORIZATION 0.975 0.762 0.870 0.773
NATIVELID 0.946 0.577 0.708 0.521
AUTHORSHIPATTRIB 0.591 0.368 0.489 0.451
LANGID – – – –
GEOLOCATION 0.861 0.532 0.544 0.316
VARIANTPAIR 0.532 0.359 0.333 0.337

Table 3: Macroaverage F-score for in-domain (supervised) classification for each domain/method combi-
nation. (We do not have in-domain LANGID results as the method of Lui and Baldwin (2011) specifically
requires cross-domain training data.)

dialect identification than others. To better un-
derstand the difference between domains, we con-
ducted a further experiment, where we trained a
classifier using each method on data from only
one of our domains. We then applied this clas-
sifier to every other domain. We conducted this
experiment for the two best-performing methods
in the cross-domain setting: TEXTCATEGORIZA-
TION and NATIVELID. The results of this experi-
ment are summarized in Table 4.

The performance of classifiers trained on all
non-test domains is generally better than that of
classifiers trained on a single domain. The only
exception to this is with classifiers trained on WEB

applied to WEBGOV, which could be due to the
noted overlap between these domains. However,
this relationship is not symmetrical: classifiers
trained only on WEBGOV do not perform bet-
ter on WEB than classifiers trained on WEBGOV

+NATIONAL +TWITTER.

7 Discussion

The high performance of TEXTCATEGORIZA-
TION provides strong evidence of the viability of
the cross-domain approach to identifying national
dialect. This can be partly attributed to the much
larger feature set of this method — to which no
feature selection is applied — as compared to the

other methods. The total vocabulary across all the
datasets amounts to over 3 million unique terms.
From this, the SVM algorithm was able to learn
parameter weights that were applicable across do-
mains — this can be seen from how the cross-
domain text categorization results (Table 2) com-
fortably exceed the baseline in all domains.

AUTHORSHIPATTRIB uses a set of ∼ 400 func-
tion words, in contrast to the ∼ 3 million terms in
the text categorization approach. The AUTHOR-
SHIPATTRIB results are very close to the baseline
in the cross-domain setting, suggesting that stylis-
tic variation as captured by these features is not
characteristic of English dialects.

F-scores for NATIVELID comfortably exceed
the baseline, which suggests that English dialects
have systematic differences at the syntactic level.
The results are inferior to TEXTCATEGORIZA-
TION, indicating that there are specific words
that are predictive of national dialect across do-
mains. This suggests there are systematic differ-
ences in the topics of discussion between docu-
ments of different origin, likely due to the discus-
sion of specific locations. For example, analysis of
our results indicates that (unsurprisingly) the term
Canada is strongly associated with documents of
Canadian origin.

The relatively poor performance of LANGID
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Method Training Domain Target Domain
NATIONAL WEB WEBGOV TWITTER

(2-way) (3-way) (3-way) (3-way)

TEXTCATEGORIZATION

NATIONAL 0.975 0.287 0.358 0.181
WEB 0.908 0.762 0.811 0.355
WEBGOV 0.886 0.645 0.870 0.415
TWITTER 0.631 0.573 0.637 0.773

NATIVELID

NATIONAL 0.946 0.317 0.384 0.101
WEB 0.794 0.577 0.623 0.325
WEBGOV 0.808 0.507 0.708 0.259
TWITTER 0.508 0.346 0.329 0.521

Table 4: Macroaverage F-score for pairwise cross-domain learning. Same-domain results (Table 3) are
replicated in italics for comparison.

may be due to the small feature set. Lui and Bald-
win (2011) select the top 400 features per lan-
guage over 97 languages, so their feature set con-
sists of 7480 features. We only consider 3 di-
alects, with a corresponding feature set of 1058
features. Though our features are clearly infor-
mative for the task (LANGID results comfortably
exceed the baseline), there may be useful informa-
tion that is lost when a document is mapped into
this reduced feature space. LANGID performs ex-
ceptionally poorly when applied to TWITTER in
a cross-domain setting, because the classifier pre-
dicts a minority class ‘Australian’ for almost all
documents. This is likely due to the lack of na-
tional corpus training data for ‘Australian’, as Ta-
ble 4 suggests that national corpus data are an es-
pecially poor proxy for Twitter (a result consistent
with the findings of Baldwin et al. (2013)).

The poor performance of the GEOLOCATION is
perhaps more surprising, as like TEXTCATEGO-
RIZATION this approach makes use of the full bag-
of-words feature set. However, in the geolocation
task of Wing and Baldridge (2011), the class space
is much larger, and furthermore it is structured;
classes correspond to regions of the Earth’s sur-
face, and the distance of the predicted region to the
goldstandard region is taken into account in eval-
uation. The national dialect identification task is
much more coarse-grained, potentially making it
a poor match for geolocation methods.

VARIANTPAIR performs poorly throughout,
with results below the random baseline in the
cross-domain setting. The key difference between
our national dialect identification task and the
work of Cook and Hirst (2012) is that they clas-
sify entire corpora, whereas we classify individual
documents. Documents are much shorter than cor-
pora, and contain less spelling variation because
they typically have a single author who is unlikely

to choose different spellings of a given word.

8 Conclusion

Our cross-domain classification results strongly
suggest that there are characteristics of each na-
tional dialect that are consistent across multiple
domains. These characteristics go beyond sim-
ple topical differences, as representations such
as function word distributions, and part-of-speech
plus function word bigrams, omit topical infor-
mation from consideration. Even without topical
information, a classifier trained using techniques
from native language identification is able to com-
fortably surpass a random baseline.

In future work, we intend to analyze the features
weighted highly by our classifiers to potentially
identify previously-undocumented differences be-
tween national dialects. Additionally, work on di-
alect identification might benefit methods for lan-
guage identification. Prager (1999) finds that mod-
eling Norwegian dialects separately improves lan-
guage identification performance. In future work,
we will examine if similarly modeling English di-
alects improves language identification.
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Abstract
Human evaluation of machine translation
quality is a key element in the develop-
ment of machine translation systems, as
automatic metrics are validated through
correlation with human judgment. How-
ever, achievement of consistent human
judgments of machine translation is not
easy, with decreasing levels of consis-
tency reported in annual evaluation cam-
paigns. In this paper we describe experi-
ences gained during the collection of hu-
man judgments of the fluency of machine
translation output using Amazon’s Me-
chanical Turk service. We gathered a large
collection of crowd-sourced human judg-
ments for the machine translation systems
that participated in the WMT 2012 shared
translation task, collected across a range of
eight different assessment configurations
to gain insight into possible causes of –
and remedies for – inconsistency in human
judgments. Overall, approximately half of
the workers carry out the human evalua-
tion to a high standard, but effectiveness
varies considerably across different target
languages, with dramatically higher num-
bers of good quality judgments for Span-
ish and French, and the reverse observed
for German.

1 Introduction

The ability to accurately measure the properties of
an object of study, such as a computational sys-
tem, is fundamental to progress in science. For
measurements to be meaningful, they need to be
comparable between systems, and to be an accu-
rate proxy for the properties of the systems being
studied.

For machine translation (MT), measurement
has been a combination of human judgments and

automated measurements. With the aim of re-
moving system biases and creating robust compar-
isons, there has been extensive use of workshops
and shared tasks such as the ongoing Workshops
on Statistical Machine Translation (WMT) and the
NIST Open Machine Translation (OpenMT) eval-
uations. The basis of system evaluation is gener-
ally human judgments, which have also been used
to evaluate automatic metrics such as BLEU (Pa-
pineni et al., 2001), under the assumption that a
metric that correlates strongly with human judg-
ments is more valid than a metric with weak cor-
relation. Human evaluation of MT thus forms the
foundation of evaluation in empirical MT, regard-
less of whether a particular evaluation makes use
of human judges or automatic metrics.

The current methodology used for the task of
human evaluation in MT is problematic, however,
as assessments carried out by expert judges are
highly inconsistent. Even when a single expert
judge is asked to assess the same pair of trans-
lations in two separate sittings, the second judg-
ment is often at odds with the initial one (Bojar et
al., 2013). Somewhat paradoxically, and despite
the fact that experts are not consistent, when non-
experts are employed to do judgments, there is a
tendency to give preference to non-experts who
demonstrate high agreement with experts.

We have used Amazon’s Mechanical Turk ser-
vice (AMT) to gather human judgments of ma-
chine translations. Here we describe the data we
have collected, our experiences in gathering this
data, and our refinements to the gathering process.
In particular, we have carried out a large-scale hu-
man evaluation across a range of different assess-
ment configurations. The following assessment
dimensions were explored: response scale; ques-
tion wording; whether to include a reference trans-
lation; and deletion of foreign language words
from translations. To ensure that the results are
not peculiar to a single language pair, we in-

Yvette Graham, Timothy Baldwin, Alistair Moffat and Justin Zobel. 2013. Crowd-Sourcing of Human
Judgments of Machine Translation Fluency. In Proceedings of Australasian Language Technology Association
Workshop, pages 16−24.



Figure 1: Screen shot for base configuration for fluency assessments, including 100 point visual analog
scale (VAS), marked but not labeled at 25-50-75.

clude seven language pairs across all participating
systems from WMT 2012 (Callison-Burch et al.,
2012).

Previous work has shown the advantages of col-
lecting judgments on a continuous rating scale for
NLP evaluation (Belz and Kow, 2011) in general,
as well as for MT evaluation specifically (Graham
et al., 2013), as shown in Figure 1. This approach
allows judge-intrinsic quality control to be intro-
duced, so that non-experts can be used, as well
as permitting standardization of scores and lon-
gitudinal evaluation. We adopt this approach and
ask AMT workers to assess the fluency of trans-
lations on a continuous rating scale. Since we
are primarily concerned with design of the assess-
ment configuration so as to improve the consis-
tency of human judgments, and not with ranking
of systems, we limit our assessment to evaluat-
ing fluency. Graham et al. (2012) suggest trans-
lation quality should be measured as a hypothet-
ical construct, where measurements that employ
more items (dimensions of measurement) as op-
posed to fewer are considered more valid. Under
this criterion, a two-item (fluency and adequacy)
scale is more valid than a single-item translation
quality measure, further motivating the inclusion
of fluency as an assessment item for measurement
of translation quality.

Overall, just under half of the Turkers carried
out the human evaluation to a standard that met
our quality control threshold. In addition, propor-
tions of good quality workers vary considerably
from one target language to the next, with dra-
matically higher proportions of good quality judg-

ments for Spanish and French. The reverse oc-
curs for translation into German, however, where
less than one third of completed Human Intelli-
gence Tasks (HITs) were carried out by workers
that reached the quality control threshold.

2 Assessment Design

The data we have gathered explores four dimen-
sions of MT quality assessment for fluency: ques-
tion wording; labeling of the response scale; in-
clusion of reference translation; and presence of
source language words in translations. We first
establish a base configuration assessment set-up
from which seven other configurations are created.
Figure 1 shows a screen shot of the base assess-
ment configuration.

For each variant configuration, a single di-
mension of the base configuration is changed, as
shown in Figure 2. The same 100-point continu-
ous response scale was used for all configurations,
based on the findings of Graham et al. (2013).
All configurations were then applied to seven lan-
guage pairs. In all cases, instructions and ques-
tions were presented to the judges in the target lan-
guage.

The first dimension of the assessment design we
investigate is alternative possible anchor labels of
the visual analog scale (VAS). The scale shown in
Figure 1 is the base assessment configuration, and
uses a 100-point marked VAS response scale, with
tick marks at 25, 50, and 75. Two variants were
also explored (the “east” dimension in Figure 2):
an unmarked VAS, which omits the markings on
the response scale (shown at the top of Figure 3);
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Figure 2: Trialed fluency assessment configurations: base configuration (center); additional assessment
configurations diverge from the base on a single dimension.

Figure 3: Variant VAS arrangements: unmarked and unlabeled, top; and marked and numbered VAS
(100 point scale, marked at 25-50-75, displaying percentage corresponding to slider position), bottom.

and a numbered VAS that provides the judge with
the numeric position at which the slider is sitting,
a value that smoothly changes when the slider is
moved (shown at the bottom of Figure 3).

When asking human judges to assess the flu-
ency of translations, the particular way in which
the question is asked is of obvious importance.
The data we have collected includes trials of three
alternative question wordings and response scale
anchor labels (the “west” dimension in Figure 2);
the three variants are shown in Table 1. First, the
base configuration question (denoted standard) is
a straightforward Likert declarative statement that
directly uses the term “fluent English”. But in ev-
eryday language usage, the term fluent is typically
used to describe a person as opposed to expres-
sion. Hence, asking the judge whether the person
who wrote the text is fluent might make the ques-
tion more intuitive, and subsequently yield more
consistent judgments – the person approach listed
second in the table. Finally, we choose a word-
ing that simply replaces “fluent” with a phrase
more commonly used to refer to language, that is,

whether the text is clearly written, denoted in Ta-
ble 1 as the written approach.

The third dimension is whether or not to include
a reference translation (the “south” variant in Fig-
ure 2). An assessment of fluency independent of
adequacy and without a reference translation pro-
vides at least one part of an overall evaluation that
will not be biased in favor of systems that happen
to produce reference-like translations. However,
in the past, fluency judgments have generally been
carried out with a reference translation present
(Callison-Burch et al., 2007). In this part of the
evaluation the instructions described the task as as-
sessing automatic translations as opposed to a sim-
ple rating of the fluency of the text, since without
this context it would be difficult to explain what a
reference in fact was. With each translation that
was presented a note was displayed on screen to
the users as follows: An equivalent piece of fluent
text is provided in gray for your reference.

The final dimension explored (the “north” vari-
ant in Figure 2) is the effect of the presence of
source language words in translations. Many of
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Configuration Question Anchor labels

left right

standard Read the text below and rate it by how much you agree that:
The text is fluent English.

strongly disagree strongly agree

person Based only on the text below, estimate the extent to which
the person who wrote the text is fluent in English.

not at all fluent highly fluent

written Is the text in the box below clearly written? not at all clear very clear

Table 1: Alternative wordings for the instructions given to Turkers.

the translations in the data set contain foreign lan-
guage words, due to MT systems whose response
to words that are unknown is to leave them un-
translated in the output. The presence of foreign
words could be a cause of inconsistency for hu-
man judges, however. If, for example, a human
judge happens to know the source language, their
assessment of a translation containing a foreign
word might be more favorable than that of a judge
who has no knowledge of the source language. We
therefore carried out an assessment with foreign
words removed from translations (in the base con-
figuration), and a contrasting assessment where
foreign words were retained.

3 Data Set

The data set we have gathered consists of approx-
imately 91,000 human judgments of the fluency
of translations drawn from the WMT 2012 shared
task published data (Callison-Burch et al., 2012).
For each of the language pairs German-English,
French-English, Spanish-English, Czech-English,
English-German, English-French, and English-
Spanish 560 system outputs were selected at ran-
dom across participating systems. To each set of
translations, an additional 240 translations were
added as same-judge quality-control repeat items,
80 of which were exact repeats (ask again) of a
previously assessed translation, another 80 a bad-
reference item, and the final 80 were reference
translations, which should be judged highly by all
judges. Thus for each language pair, a set of 800
translations was assessed across the eight differ-
ent assessment configurations. (We also sought
English-Czech judgments, but received a low re-
sponse rate at AMT.)

Same Judge Repeat Items Control of same-
judge repeat items on AMT with the conventional
set-up is not straightforward, as a HIT usually con-
sists of a single assessment (whether it be 5 trans-

lations or 1 translation per screen). To counter this,
we use the unconventional HIT structure described
by Graham et al. (2013) and constructed HITs of
100 judgments, so that we can fully control same-
judge repeat items. We include a minimum num-
ber of 40 intervening judgments between repeat
items, making it unlikely that a worker could boost
their consistency by simply remembering a previ-
ous score.

Distinct Judge Repeat Items Control of dis-
tinct judge repeat items on AMT is straightfor-
ward, as the requester can specify for a set of HITs
that they require a particular number of distinct
workers. Since our focus is not on evaluating indi-
vidual systems, but rather examining consistency
of judgments, we specified that two distinct work-
ers should carry out each HIT that we provided.

Worker Reliability We include in the data set
for each AMT worker an estimate of their reliabil-
ity based on score distributions for bad-reference
pairs (explained below). The reliability estimate is
a simplification of the method used in Graham et
al. (2013) for quality-control. Instead of applying
difference of means tests to score differences be-
tween that of the first and repeated item, we apply
the same test to the mean of raw scores of bad-
reference pairs.

No judge, when given the same translation to
judge twice on a continuous scale (when separated
by intervening judgment requests, the approach
used in our experiments) can be expected to give
precisely the same score for each judgment. A
more flexible tool is thus required. We build such
a tool by starting with two core assumptions:

A: When a consistent judge is presented with a
set of repeat judgments, the mean score for
the initial assessments will be neither signifi-
cantly greater than nor significantly less than
the mean score for repeat assessments.
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Item A Item B MAE κintra κinter

47.1 47.2 13.3 0.68 0.37

Table 2: Agreement for ask again repeat items for
good workers.

Item A Item B MoD

26.0 47.3 21.3

Table 3: Agreement for bad-reference repeat items
for good workers.

B: When a consistent judge is presented with a
set of judgments for translations from two
distinct systems, one of which is known to
be better than the other, the mean score for
the better system will be significantly higher
than the mean score for the inferior system.

Assumption B is the basis of our reliability es-
timate, and allows us to distinguish between Turk-
ers who are working carefully from those who
are merely going through the motions. Deliber-
ately degraded translations – referred to as bad-
reference strings – are constructed from systems’
translations and placed in to each HIT. Fluency-
degraded translations were generated as follows:
two words in the translation were randomly se-
lected and randomly re-inserted elsewhere (but not
as the initial or final word of the sentence). All
translations, from all participating systems, were
used to create bad-reference pairs, with a random
subset used in HITs.

To compute the reliability estimate, bad-
reference pair scores for a worker’s HITS were
extracted, a difference of means test undertaken,
and the resulting p-value then used as a reliabil-
ity estimate. A threshold (for example, p < 0.05)
can then be applied to select the reliable workers.
Careless judges have a high p-value, while judges
who are both skilled and conscientious have a low
p-value. This relationship can be validated by di-
rect inspection of the judgments performed.

4 Judge Consistency

Table 2 shows consistency of human judges for
judgments of translations repeated by the same
and distinct judges. Mean scores for same judge
ask again repeat items show no significant differ-
ence. At the same time, mean scores for degraded

bad-reference translations (Table 3) are signifi-
cantly lower than for the corresponding system
outputs. The Mean Absolute Error, computed as

MAE =
1

n

n∑
i=1

|fi − yi| , (1)

where fi denotes the prediction (repeated score)
and yi the target (initial score) is 13.3 for
ask again items, while Mean of Differences, given
by

MoD =
1

n

n∑
i=1

(fi − yi) , (2)

for bad-reference repeat items is 21.3. Calculated
Kappa coefficients for same- and distinct- judge
repeat items are 0.68 and 0.37 respectively when
the continuous scores are mapped to two cate-
gories: less than or equal to 50; and greater than
50. (Kappa values of 0.0–0.2 represent “slight”
agreement; of 0.2–0.4 are “fair”; of 0.4–0.6 are
“moderate”; of 0.6–0.8 are “substantial”; and of
0.8–1.0 represent agreements that are “almost per-
fect”.)

5 AMT Lessons

Amazon’s Mechanical Turk and other crowd-
sourcing services are widely used in NLP to col-
lect data (Snow et al., 2008), with guides available
that provide advice on how best to make use of
such services (Callison-Burch and Dredze, 2010).
Whether engaging with crowd-sourcing services
such as AMT as a requester or worker, however,
there is some degree of risk, primarily because
of the anonymity that is assured by the services.
The requester, in providing payment for poten-
tially large volumes of work, is vulnerable to sub-
standard or even robotically completed HITs. In
this regard there is a clear sense of “buyer beware”
that is part and parcel of using crowd-sourcing
services. The worker, on the other hand, earns
a relatively low hourly rate, and faces an ongo-
ing risk of having completed HITs declined and
of not being reimbursed for diligently completed
work. Recently developed online tools provide
slightly more power to workers, by enabling re-
quester reviewing and hence allowing workers to
identify requesters who too readily reject com-
pleted HITs (Irani and Silberman, 2013). And
even when workers are paid, rather than volun-
teers, payment rates are well below the minimum
wages that apply in most developed countries (Fort
et al., 2011).
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Human Ethics Posting HITs on a service such
as AMT amounts to research involving humans,
and human ethics potentially becomes a concern
(Gilles et al., 2011; Fort et al., 2011). Research
institutes tend to evolve their own specific hu-
man ethics policies for crowd-sourcing tasks. In
our particular institution, a two-stage procedure
for human ethics approval is in place. An ini-
tial stage involves consultation with an advisory
group, which functions as a filtering mechanism
to determine which applications involving humans
need to go through the full ethics application. Our
intention to post HITs on AMT was approved
at this stage, since material and information col-
lected would not be specifically about the sub-
jects.1 That is, asking AMT workers to assess
translations was deemed by the ethics advisory
group as research akin to taste-tests or similar mar-
ket research.

Social Responsibility Besides the issue of per-
sonal information, there is an additional ethical
concern with regard to payment of workers that
remains unresolved in the research community. In
non-crowd-sourced research, reimbursing volun-
teers for work with a small monetary or in-kind
reward is common practice and in general is con-
sidered ethical. In these experiments the subjects
are regarded as volunteers, and the gift or reim-
bursement is regarded as a gesture of appreciation
rather than as payment. With an online service
such as AMT, however, the population is mixed:
some Turkers may indeed be genuine volunteers,
pleased to be able to assist with a research project;
and others may be students donating their free
time. But almost certainly there are participants
– perhaps from developing countries – who rely
on their payments as part of their income stream.

It is a human ethics concern if there are large
numbers of workers that fall into this last cate-
gory. Efforts have been made to acquire data about
demographics and employment status of workers
(Ross et al., 2010; Silberman et al., 2010; Gilles
et al., 2011), but little if any of this information
is verifiable – in a particularly ironic note, po-
sition papers that articulate anti-crowd-sourcing
opinions sometimes cite demographics collected
through crowd-sourcing as evidence that crowd-
sourcing to create datasets is unethical. The ser-
vice provider itself is probably the only reliable

1AnonInstitute ethics application reference number
1238934.

source of information about workers, and even
then, there is much that can be hidden behind the
screen of Internet anonymity. It can also be ar-
gued that, however low the pay rates are compared
to minimum wage rates in the country in which the
crowd-sourced data is being consumed, to the peo-
ple carrying out the work, it is better than nothing,
and is done voluntarily after full disclosure. Sim-
ilarly, users of services like AMT observe that if
minimum pay rates were to be made compulsory,
many of the tasks distributed via crowd-sourcing
services would simply be withdrawn, eroding even
that modest source of income.

Opportunistic Workers Another issue that
arises with crowd-sourcing to create datasets in
this regard is that the cloak of anonymity means
that there is clear potential for opportunistic work-
ers to attempt to “earn” the payment without do-
ing the work that is required. In some of the lit-
erature these workers are referred to as “cheats”
(see, for example, Eickhoff and de Vries (2013))
but the reality is that in placing HITs we are seek-
ing to get judgments completed spending as little
money as possible; and from the point of view of
the workers, their objective is to earn the revenue
associated with each HIT spending as little time
as possible. That is, both parties to the transac-
tion are seeking to maximize their return. Hence,
rather than calling them cheats, we prefer to refer
to such workers as being opportunistic, or as being
aggressive optimizers.

Amazon provides some built-in mechanisms to
protect requesters from opportunistic workers, and
in initial trial HITs we tried some of these restric-
tions, ultimately retaining some and dropping oth-
ers. We started with the most conservative restric-
tions in an attempt to get the best quality data,
and applied a location restriction according to the
target language, in a quest to get native speakers
performing the evaluations. We also made use of
the master workers restriction, which limits work-
ers to a special subset of known (to AMT) high
quality workers, at the cost of a slightly higher
AMT administration fee. When we applied these
restrictions, the response rate was, however, ex-
tremely low – possibly due to the combination
of the restrictions with too low a payment level.
We then reduced the worker restriction from mas-
ter worker to a 95% previous HIT approval rat-
ing. This resulted in a dramatic increase in the
response rate for English HITs, but the response
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Figure 4: Mean time per 100-translation HIT plot-
ted against workers reliability estimate p-value
(lower p-values signify more reliable workers).

rates for the other HITs (restricted to France, Ger-
many, Spain and the Czech Republic, respectively)
remained very low. We therefore removed the lo-
cation restriction for these four languages. The
English HITs were location-restricted to US res-
idents throughout the collection process.

The slightly unusual structure of our HITs (each
contained 100 judgments) exacerbated the diffi-
culty of deciding what a payment should be. For a
HIT of 100 fluency judgments, we set payment at
US$0.50. Based on the time that workers took to
complete each hit, this amounted on average to an
hourly rate of US$1.86 when we include all work-
ers, and US$1.61 for workers who met the quality
control threshold (described below).

All but the Czech HITs then proceeded with rea-
sonable response rates. At this level of payment
there did not appear to be any group of Czech
speakers willing to carry out HITs, and ultimately
we dropped the English-Czech language pair from
the data collection.

Quality Control One set of opportunistic work-
ers were clearly identifiable due to the unusual
structure of our HITs – 100 translations each. The
time taken for each HIT ranged from 22 seconds
to 1,798 seconds (around 30 minutes). It seems
highly unlikely that anyone, no matter how expert,
could carry out the task of evaluating a translation

on average in 0.22 seconds, and these “workers”
made such little effort to pass as human we suspect
they may in fact be automated systems. Figure 4
shows for each worker their reliability estimate
(as a p value computed over their bad-reference
pairs, as described in Section 3) versus mean time
per HIT (100 translations). Fast HIT completion
times almost certainly indicate low quality assess-
ments. For good workers, who met the quality
control threshold the average time spent per trans-
lation was 10.22s.

Note that the “minimum of 95% approval rat-
ing from previous work” requirement was in place
throughout our experimentation, including the
data plotted in Figure 4. The high number of ag-
gressive optimizers we identified reveals the dan-
ger of relying solely on a high previous approval
rating. One way in which a worker might manip-
ulate their approval rating is by completing HITs
that pay no fee. Presumably, approval of no-fee
HITs still results in an increase in a worker’s ap-
proval rating, and requesters are likely to be less
diligent when there is no payment at stake.

Lengthy completion times cannot be used as ev-
idence for good quality work, since no informa-
tion is available as to what a worker was doing
between the time they accepted a HIT and when
they submitted it. That is, the workers in the top-
right corner of the graph are likely to be a mix of
people who sought to obscure their lack of effort
by delaying their HIT submission, and people who
genuinely spent time on the task, but did not have
the necessary knowledge to complete it accurately.
Fortunately, a reasonable fraction of workers did
meet the quality control threshold of p < 0.05.

To avoid rejecting HITs completed by genuine
(that is, non opportunistic) workers who were not
skilled enough to do the task, we did not de-
cline payments solely on the basis of having a
high p-value. Instead, we identified obvious ran-
dom clickers on the basis of mean scores for bad-
reference items, for system outputs, and for refer-
ence translations. Table 4 shows typical data for
the three facets, with worker D suspected of be-
ing an aggressive optimizer. The HITs from such
workers were rejected, and payments declined.

Data Collected Overall, a total of 536 workers
generated a total of 91,100 fluency judgments in-
cluding repeated items. Of these, 49% of work-
ers reached the quality control threshold; they ac-
counted for 57% of the HITs. Four workers com-
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Worker A B C D E F G H I J K L M N

bad-reference 37.7 31.5 19.4 87.6 8.5 8.1 3.0 6.6 20.2 7.4 14.2 57.0 50.4 29.3
system 46.5 52.8 41.8 85.2 47.0 35.4 16.0 38.0 31.6 33.1 42.5 59.1 66.0 52.7
reference 64.1 92.6 88.8 81.3 53.7 42.7 89.7 76.8 92.5 82.4 74.8 60.7 83.9 59.2

Table 4: Mean scores judged by fourteen workers for bad-reference items, for system outputs, and for
reference translations. Worker D’s behavior is sufficiently anomalous that their HITs were rejected.

cs−en de−en en−de en−es en−fr es−en fr−en

bad
good

# Judgments

0
20

00
40

00
60

00
80
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10

00
0
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0

Figure 5: Numbers of judgments by language pair,
categorized by whether they reached the desired
quality level for bad-reference items.

pleted more than 10 HITs; and one worker com-
pleted 50 HITs. Figure 5 shows how the balance
between good-quality and bad-quality judgments
varied across target languages, with numbers of
good French and Spanish judgments far exceed-
ing those of both English and German, and a ma-
jority of workers who completed the German task
not reaching the quality control threshold. German
HITs had a slower response rate, probably due to
fewer AMT workers being speakers of German
than French, Spanish or English. In total, 28 of the
536 workers had an average HIT completion time
of less than 5 minutes, and 17 of those were for
German HITs. In addition 3 workers completed
HITs for more than one target language; since we
had requested native speakers, that was also re-
garded as being grounds for rejection. The Ger-
man HITs were targeted by opportunistic work-
ers, but it is interesting that the seemingly equally-
tempting Czech HITs were not.

Figure 6 shows the score distributions of the
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Figure 6: Scores of good workers for (left to
right) bad-reference degraded translations; refer-
ence translations; ask again translations; and nor-
mal system outputs.

good workers over the four types of item in each
HIT, and confirms that the categorization of work-
ers into good and bad yielded the desired outcome.

6 Conclusion

Human evaluation forms the basis upon which all
empirical machine translation research is founded,
whether it be directly through employing humans
to assess the quality of machine translation out-
put or through the use of automatic metrics that
have been validated by correlation with human
judgments. We have collected a large dataset of
human assessments of machine translation system
outputs, employing a range of different assessment
configurations. This data set will be made pub-
lic once it has been fully collated and meta-data
added to it, and will form a resource for further
evaluation of machine translation research.
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Abstract 

This study is an investigation into the effect of 

sample size on a likelihood ratio (LR) based 

forensic voice comparison (FVC) system. In 

particular, we looked into how the offender 

and suspect sample size (or the within-speaker 

sample size) would affect the performance of 

the FVC system, using spectral feature vectors 

extracted from spontaneous Japanese speech. 

For this purpose, we repeatedly conducted 

Monte Carlo method based experiments with 

different sample size, using the statistics ob-

tained from these feature vectors. LRs were 

estimated using the multivariate kernel density 

LR formula developed by Aitken and Lucy 

(2004). The derived LRs were calibrated using 

the logistic-regression calibration technique 

proposed by Brümmer and du Preez (2006). 

The performance of the FVC system was as-

sessed in terms of the log-likelihood-ratio cost 

(Cllr) and the 95% credible interval (CI), which 

are the metrics of validity and reliability, re-

spectively. We will demonstrate in this paper 

that 1) the validity of the system notably im-

proves when up to six tokens are included in 

modelling a speaker session, and 2) the system 

performance converges with the relative small 

token number (four) in the background data-

base, regardless of the token numbers in the 

test and development databases. 

1 Introduction 

It is well known and accepted that statistical ac-

curacy relies on having a sufficient amount of 

data. However, in typical forensic voice compar-

ison (FVC) casework, the crime scene recording 

is often short and contains background noise, 

which limits the choice of segments that experts 

can use for the comparison. For example, the 

word yes is one of the most commonly used 

segments in FVC. However, the number of yes 

tokens we can extract from the offender sample 

to build his/her model really depends on the re-
cording condition, something that forensic case-

workers cannot control. Thus, we need to know 

how the performance of an FVC system is influ-

enced by sample size. 

The current study employs the Likelihood Ra-

tio (LR) framework, which has been advocated 

as the logically and legally correct way of ana-

lysing and presenting forensic evidence, in the 

major textbooks on the evaluation of forensic 
evidence (e.g. Robertson & Vignaux 1995), and 

by forensic statisticians (e.g. Aitken & Stoney 

1991, Aitken & Taroni 2004), and is the standard 

framework in DNA comparison science. Emulat-

ing DNA forensic science, many fields of foren-

sic sciences, such as fingerprint (Neumann et al. 

2007), handwriting (Bozza et al. 2008), voice 

(Morrison 2009) and so on, started adopting the 
LR framework to quantify evidential strength (= 

LR).  

In order to calculate an LR, we need three sets 

of speech samples: a set of questioned samples 

(offender’s samples); a set of known samples 

(suspect’s samples); and the background or ref-

erence samples. This is because an LR is a ratio 

of similarity to typicality, which quantifies how 
similar/different the questioned and the known 

samples are, and then evaluates that similari-

ty/difference in terms of typicality/atypicality 

against the relevant background population (i.e. 

reference samples). Some investigations have 

been made on how factors such as the size and 

linguistic compatibility of the background popu-

lation data can influence LR-based FVC 
(Kinoshita & Norris 2010, Ishihara & Kinoshita 

2008, Kinoshita et al. 2009). Ishihara and Ki-

Shunichi Ishihara. 2013. The Effect of the Within-speaker Sample Size on the Performance of Likelihood Ratio
Based Forensic Voice Comparison: Monte Carlo Simulations. In Proceedings of Australasian Language
Technology Association Workshop, pages 25−33.



noshita (2008), for example, investigated how 

many speakers are ideally required in the back-

ground population data in order to reliably eval-

uate speech evidence in FVC.  

However, to the best of our knowledge, stud-

ies focusing on the sample size of the offender 

and suspect data are conspicuously sparse. Need-

less to say, the sample size of the offender and 
suspect data – for example, the number of yes 

tokens we can use in order to build the offender’s 

and suspect’s models – has a great affect on the 

performance of FVC systems. 

Thus, this study investigated how the offender 

and suspect sample sizes (or within-speaker 

sample size) would influence the performance of 

an FVC system by employing Monte Carlo simu-
lations (Fishman 1995). In order to answer this 

question, two experiments: Experiments 1 and 2, 

were conducted. Detailed explanations of these 

two experiments are given §4.4. 

LRs were estimated using Aitken and Lucy’s 

(2004) MVLR formula (see §4.3). The derived 

LRs were calibrated using the logistic-regression 

calibration technique proposed by Brümmer and 

du Preez (2006) (see §4.5). The performance of 
the FVC system was assessed in terms of the log-

likelihood-ratio cost (Cllr) (Brümmer & du Preez 

2006) and the 95% credible interval (CI) 

(Morrison 2011b) (see §4.6). 

2 Likelihood Ratio 

The LR is the probability that the evidence 

would occur if an assertion is true, relative to the 

probability that the evidence would occur if the 
assertion is not true (Robertson & Vignaux 

1995).
 
Thus, the LR can be expressed as Equa-

tion 1).  

For FVC, it will be the probability of observ-
ing the difference (referred to as the evidence, E) 

between the offender’s and the suspect’s speech 

samples if they had come from the same speaker 

(Hp) (i.e. if the prosecution hypothesis is true) 

relative to the probability of observing the same 

evidence (E) if they had been produced by dif-

ferent speakers (Hd) (i.e. if the defence hypothe-

sis is true). The relative strength of the given ev-
idence with respect to the competing hypotheses 

(Hp vs. Hd) is reflected in the magnitude of the 

LR. The more the LR deviates from unity (LR = 

1; logLR = 0), the greater support for either the 

prosecution hypothesis (LR > 1; logLR > 0) or 

the defence hypothesis (LR < 1; logLR < 0).  

For example, an LR of 20 means that the evi-

dence (= the difference between the offender and 

suspect speech samples) is 20 times more likely 

to occur if the offender and the suspect had been 

the same individual than if they had been differ-

ent individuals. Note that an LR value of 20 does 
NOT mean that the offender and the suspect are 

20 times more likely to be the same person than 

different people, given the evidence. 

The important point is that the LR is con-

cerned with the probability of the evidence, giv-

en the hypothesis (either prosecution or defence), 

which is the province of forensic scientists, while 

the trier-of-fact is concerned with the probability 
of the hypothesis (either prosecution or defence), 

given the evidence. That is, the ultimate decision 

as to whether the suspect is guilty or not (e.g. the 

offender and suspect samples are from the same 

speaker or not) does not lie with the forensic ex-

pert, but with the court. The role of the forensic 

scientist is to estimate the strength of evidence (= 

LR) in order to assist the trier-of-fact to make a 

final decision (Morrison 2009: 229).  

3 Database, target segment, and speak-

ers 

In this study, we used the monologues from the 

Corpus of Spontaneous Japanese (CSJ) 

(Maekawa et al. 2000). There are two types of 

monologues in CSJ: Academic Presentation 

Speech (APS) and Simulated Public Speech 
(SPS). Both types were used in this study. APS 

was recorded live at academic presentations, 

most of them 12-25 minutes long. SPS contains 

10-12 minute mock speeches on everyday topics.  

For this study, we focused on the filler /e:/ and 

the /e:/ segment of the filler /e:to:/. Fillers are a 

sound or a word (e.g. um, you know, like in Eng-

lish) which is uttered by a speaker to signal that 
he/she is thinking or hesitating. We decided to 

use these fillers because 1) they are two of the 

most frequently used fillers (thus many mono-

logues contain at least ten of these fillers) 

(Ishihara 2010), 2) the vowel /e/ reportedly has 

the strongest speaker-discriminatory power out 

of the five Japanese vowels /a, i. u, e, o/ 

(Kinoshita 2001), and 3) the segment /e:/ is sig-
nificantly long so that it is easy to extract stable 

spectral features from this segment. It is also 

considered that fillers are uttered unconsciously 

by the speaker and carry no lexical meaning. 

They are thus not likely to be affected by the 

   
       

       
 1) 
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pragmatic focus of the utterance. This is another 

reason we decided to focus on fillers in this 

study. 

For the experiments, we selected our speakers 

based on five criteria: 1) availability of two 

non-contemporaneous recordings per speaker, 2) 

high spontaneity of the speech (e.g. not reading), 

3) speaking entirely in standard modern Japa-
nese, 4) containing at least ten /e:/ segments, and 

5) availability of complete annotation of the data. 

Having real casework in mind, we selected only 

male speakers. This is because they are more 

likely to commit a crime than females 

(Kanazawa & Still 2000). These criteria resulted 

in 236 recordings (118 speakers x 2 

non-contemporaneous recordings), and they were 
used in our experiments. 

These 118 speakers (Dall) were divided into 

three mutually-exclusive sub databases; test da-

tabase (Dtest = 40 speakers), the background da-

tabase (Dbackground = 39 speakers) and the devel-

opment database (Ddevelopment = 39 speakers). Each 

speaker of these databases has two recordings 

which are non-contemporaneous. The first ten 

/e:/ segments were annotated in each recording. 
Thus, for example, there are 800 annotated /e:/ 

segments in the test database (= 40 speakers x 2 

sessions x 10 segments). The statistics which are 

necessary for conducting Monte Carlo simula-

tions were calculated from these databases. 

The test database was used to assess the per-

formance of the FVC system. The background 

database was for a background population, and 
the development database was for obtaining the 

logistic-regression weight, which was used to 

calibrate the LRs of the test database (refer to 

§4.5 for the detailed explanation of calibration). 

4 Experiments 

4.1 Features 

We used 16 Mel Frequency Cepstrum Coeffi-

cients (MFCC) in the experiments as feature vec-

tors. MFCC is a standard spectral feature which 
is used in many voice-related applications, in-

cluding automatic speaker recognition. All origi-

nal speech samples were downsampled to 

16KHz, and then MFCC values were extracted 

from the mid-duration-point of the target seg-

ment /e:/ with a 20 ms wide hamming window. 

No normalisation procedure (e.g. Cepstrum 

Mean Normalisation) was employed as all re-

cordings were made using the same equipment in 
CSJ.  

4.2 General experimental design 

There are two types of tests for FVC: one is the 

so-called Same Speaker Comparison (SS com-

parison) where two speech samples produced by 

the same speaker are expected to receive the de-

sired LR value given the same-origin, whereas 

the other is, mutatis mutandis, Different Speaker 

Comparison (DS comparison). 

For example, from the 40 speakers of the test 
database (Dtest), 40 SS comparisons and 1560 

independent (e.g. not-overlapping) DS compari-

sons are possible. 

4.3 Likelihood ratio calculation 

The LR of each comparison was estimated using 

the Multivariate Likelihood Ratio (MVLR) for-

mula, which is one of the standard formulae used 

in FVC (Ishihara & Kinoshita 2008, Rose 2006, 

Morrison & Kinoshita 2008, Rose et al. 2004). 

Although the reader needs to refer to Aitken and 

Lucy (2004) for the full mathematical exposition 

of the MVLR formula, this formula estimates a 
single LR from multiple variables (e.g. 16 

MFCC), discounting the correlation among them. 

The numerator of the MVLR formula calcu-

lates the likelihood (= probability) of evidence, 

which is the difference between the offender and 

suspect speech samples, when it is assumed that 

both of the samples have the same origin (or the 

prosecution hypothesis (Hp) is true). For that, 

you need the feature vectors of the offender and 
suspect samples and the within-group (= speaker) 

variance, which is given in the form of a vari-

ance/covariance matrix. The same feature vectors 

of the offender and suspect samples and the be-

tween-group (= speaker) variance are used in the 

denominator of the formula to estimate the like-

lihood of getting the same evidence when it is 

assumed that they have different origins (or the 
defence hypothesis (Hd) is true). These within-

group and between-group variances are estimat-

ed from the background dataset (Dbackground). The 

MVLR formula assumes normality for within-

group variance while it uses a kernel-density 

model for between-group variance. 

4.4 Repeated experiments using Monte 

Carlo simulations  

As explained earlier, each speaker has two sets 

of ten /e:/ segments, and 16 MFCC values were 

extracted. Thus, we can use a maximum of ten 

feature vectors to model each session of each 

speaker. In this study, we randomly generated X 
feature vectors (X = {2,4,6,8,10}) for each ses-
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sion of each speaker 300 times using the normal 

distribution function modelled with the mean 

vector () and variance/covariance matrix () 
obtained from the original databases ({Dtest, 

Dbackground, Ddevelopment}).  

Figure 1 is an example showing 300 randomly 

generated first two MFCC values (c1 and c2) 

from the normal distribution function based on 

the statistics ( and ) obtained from the first 
session of the first speaker in the test database. 

 

Figure 1: 300 randomly generated values (c1 and 

c2) from the statistics ( and ) obtained from 
the first session of the first speaker of the test 

database (only the first and second MFCC) and 

an ellipse. The cross = .  

Experiments were repeatedly conducted using 

randomly generated feature vectors, as explained 

above. Two experiments: Experiments 1 and 2 

were conducted in this study. In Experiment 1, 

we investigated how the token number (the num-

ber of feature vectors) of each speaker’s session 
affects the performance of the FVC system. In 

Experiment 1, the same token number 

({2,4,6,8,10}) was used across the test, back-

ground and development databases. 

In Experiment 2, Experiment 1 was repeated 

with different token numbers in the background 

database ({2,4,6,8,10}) with the token number of 

the test and development databases kept con-

stant. The aim of Experiment 2 was to investi-
gate how the number of tokens in the background 

database affects the performance of the FVC sys-

tem. 

4.5 Calibration 

A logistic-regression calibration (Brümmer & du 

Preez 2006) was applied to the derived LRs from 

the MVLR formula. Given two sets of LRs de-

rived from the SS and DS comparisons and a 

decision boundary, calibration is a normalisation 

procedure involving linear monotonic shifting 

and scaling of the LRs relative to the decision 

boundary so as to minimise a cost function. The 
FoCal toolkit

1
 was used for the logistic-

regression calibration in this study (Brümmer & 

du Preez 2006). The logistic-regression weight 

was obtained from the development database.  

4.6 Evaluation of performance: validity and 

reliability 

The performance of the FVC system was as-

sessed in terms of its validity (= accuracy) and 

reliability (= precision) using the log-likelihood-

ratio cost (Cllr) and the 95% credible intervals 

(CI) as the metrics of validity and reliability, re-

spectively.  
Suppose that you have speech samples col-

lected from two speakers at two different ses-

sions which are denoted as S1.1, S1.2, S2.1, and 

S2.2, where S = speaker, and 1 & 2 = the first 

and second sessions (S1.1 refers to the first ses-

sion recording collected from (S)peaker1, and 

S1.2 the second session from that same speaker). 

From these speech samples, two independent 

(not overlapping) DS comparisons are possible; 
S1.1 vs. S2.1 and S1.2 vs. S2.2. Further suppose 

that you conducted two separate FVC tests in the 

same way, but using two different features (Fea-

tures 1 and 2), and that you obtained the 

log10LRs given in Table 1 for these two DS com-

parisons. 

DS comparison Feature 1 Feature 2 

S1.1 vs. S2.1 -3.5 -2.1 

S1.2 vs. S2.2 -3.3 0.2 

Table 1: Example LRs used to explain the con-

cept of validity and reliability. 

Since the comparisons given in Table 1 are DS 

comparisons, the desired log10LR value would be 
lower than 0, and the greater the negative 

log10LR value is, the better the system is, as it 

more strongly supports the correct hypothesis. 

For Feature 1, both of the comparisons received 

log10LR < 0 while for Feature 2, only one of 

them got log10LR < 0. Feature 1 is better not only 

in that both log10LR values are smaller than 0 

                                                
1 https://sites.google.com/site/nikobrummer/focal 
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(supporting the correct hypothesis) but also in 

that they are further away from unity (log10LR = 

0) than the log10LR values of Feature 2. Thus, it 

can be said that the validity (= accuracy) of Fea-

ture 1 is higher than that of Feature 2. This is the 

basic concept of validity. 

Morrison (2011b: 93) argues that classifica-

tion-accuracy/classification-error rates, such as 
equal error rate (EER), are inappropriate for use 

within the LR framework because they implicitly 

refer to posterior probabilities – which is the 

province of the trier-of-fact – rather than LRs – 

which is the province of forensic scientists – and 

“they are based on a categorical threshholding, 

error versus non-error, rather than a gradient 

strength of evidence.” In this study, the log-
likelihood-ratio cost (Cllr), which is a gradient 

metric based on LR for assessing the validity of 

the system performance was used. See Equation 

2) for calculating Cllr (Brümmer & du Preez 

2006). In Equation 2), NHp and NHd are the num-

bers of SS and of DS comparisons, and LRi and 

LRj are the LRs derived from the SS and DS 

comparisons, respectively. If the system is pro-

ducing desired LRs, all the SS comparisons 
should produce LRs greater than 1, and the DS 

comparisons should produce LRs less than 1. In 

this approach, LRs which support counter-factual 

hypotheses are given a penalty. The size of this 

penalty is determined according to how signifi-

cantly the LRs deviate from the neutral point. 

That is, an LR supporting a counter-factual hy-

pothesis with greater strength will be penalised 

more heavily than the ones which are closer to 

unity, because they are more misleading. The 

FoCal toolkit
1
 was also used for calculating Cllr 

in this study (Brümmer & du Preez 2006). The 

lower the Cllr value is, the better the performance. 

 llr 
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Both of the DS comparisons given in Table 1 

are the comparisons between S1 and S2. Thus, 

you can expect that the LR values obtained for 

these two DS comparisons should be similar as 

they are comparing the same speakers. However, 

you can see that the log10LR values based on 
Feature 1 are closer to each other (-3.5 and -3.3) 

than those based on Feature 2 (-2.1 and 0.2). In 

other words, the reliability (= precision) of Fea-

ture 1 is higher than that of Feature 2. This is the 

basic concept of reliability. As a metric of relia-

bility, we used credible intervals, the Bayesian 

analogue of frequentist confidence intervals 

(Morrison 2011b). In this study, we calculated 
95% credible intervals (CI) in the parametric 

manner based on the deviation-from-mean values 

collected from all of the DS comparison pairs. 

For example, CI = 1.23 and log10LR = 2 means 

that it is 95% certain that it is at least log10LR = 

  

Figure 2: Tippett plot showing the uncalibrated (dashed curves) and calibrated (solid curves) LRs plot-

ted separately for the SS (black) and DS (grey) comparisons (a), and Tippett plot showing the calibrated 

LRs with 95% CI band (grey dotted lines) superimposed on the DS LRs (b). X-axis = log10LR; Y=axis 

= cumulative proportion. Cllr value was calculated from the calibrated LRs and CI value was calculated 

only for the calibrated DS LRs. 
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0.77 (= 2-1.23) and it is not greater than log10LR 

= 3.23 (= 2+1.23) for this particular comparison. 

The smaller the credible intervals, the better the 

reliability is. 

Before presenting the results of Experiments 1 

and 2, we conducted an experiment using the 

original databases (Dtest, Dbackground, Ddevelopment). 

The results of this experiment are given as Tip-
pett plots in Figure 2 with the Cllr and CI values. 

In these Tippett plots, the log10LRs, which are 

equal to or greater than the value indicated on the 

X-axis, are cumulatively plotted, separately for 

the SS and DS comparisons. Tippett plots graph-

ically show how strongly the derived LRs not 

only support the correct hypothesis but also mis-

leadingly support the contrary-to-fact hypothesis. 
In Figure 2a, calibrated and uncalibrated LRs are 

plotted together in order to show what sorts of 

effect the logistic-regression calibration brings to 

the uncalibrated LRs, and in Figure 2b, the cali-

brated LRs are plotted together with CI band on 
the DS LRs. 

Theoretically speaking, the crossing point of 

the SS and DS LRs should be on log10LR = 0, 

but you can see the crossing point of the uncali-

brated SS and DS LRs are far away from it in 

Figure 2b. In this circumstance, it is difficult to 

interpret the given LR appropriately as the theo-
retical threshold (log10LR = 0) and the obtained 

threshold (log10LR = ca. -7 in the uncalibrated 

LRs of Figure 2b) are completely different. A 

calibration technique needs to be applied in this 

situation. Please note that the calibrated SS and 

DS LRs given in Figure 2 are very well calibrat-

ed. The Cllr value was calculated using these cal-

ibrated SS and DS LRs, and it was 0.396. The CI 

was calculated based on calibrated DS LRs, and 

it was 4.026. 

5 Experimental Results and Discussions 

The results of Experiment 1 are graphically pre-

sented in Figure 3 in terms of Cllr and CI. In Fig-

ure 3a, the Cllr and CI values obtained from the 

Monte Carlo simulations (repeated 300 times) 

are plotted altogether with their mean values for 

each of the five different token numbers 

({2,4,6,8,10}). The numerical values for the 

mean values are given in Table 2 together with 

their standard deviation (sd) values. Please note 
that the same token number was used across the 

test, background and development databases (test 

= background = development = {2,4,6,8,10}) in 

Experiment 1.  

What we can observe from Figure 3a and Ta-

ble 2 is that the validity of the system (Cllr) im-

proves as the token number increases whereas 

the reliability of the system (CI) deteriorates. 
That is, there is a trade-off between the validity 

and reliability of the system. The improvement in 

validity as a function of the token number is non-

linear in that there is a large improvement from 

the token number = {2} to {4} (0.66->0.51) 

  

Figure 3: The Cllr and CI values of the 300 repeated Monte Carlo simulations are plotted separately for 

the different token numbers {2,4,6,8,10} with their mean values (large filled circles) (a). The mean C llr 

and CI values of the 300 repeated Monte Carlo simulations (big empty circles) differing in the token 

numbers ({2,4,6,8,10}) of the background database (b). X-axis = Cllr; Y-axis = CI; test, back and dev = 

test, background and development databases.  
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whereas there is not much improvement between 

the token number = {6} and the token number = 

{10} (0.45->0.44->0.43). That is, if you have six 

repeated tokens (e.g. six yes tokens for each ses-

sion of each speaker) in the databases, the per-

formance of the system can be expected to be as 

good as when you have as many as ten repeated 

tokens. 

Another observation that can be made is that 

the Cllr and CI values are more widely scattered 

when the token number is {6,8,10} than {2,4}. 
This point can be seen in the sd values given in 

Table 2 in that, for example, the sd values of the 

Cllr and CI are far smaller when the token num-

ber is {2} (0.073 and 0.427, respectively) than 

when the token number is {10} (0.090 and 0.700, 

respectively). That is, the performance of the 

system widely fluctuates when the token number 

is high (e.g. {6,8,10}). 
In Experiment 2, Experiment 1 was repeated 

five times with the five different token numbers 

({2,4,6,8,10}) in the background database. The 

results of Experiment 2 are given in Figure 3b in 

which only the mean Cllr and CI values are plot-

ted in order to prevent the figure from becoming 

too crowded. The numerical values of Figure 3b 

are given in Table 3. For example, the experi-
ment with the token number of {10} in the test 

and development databases was repeated five 

times, differing the token number in the back-

ground database (background = {2,4,6,8,10}), 

and then the mean Cllr and CI values of these five 

experiments are plotted in the same colour (gold 

for the token number of {10} in the test and de-

velopment databases) in Figure 3b.  

We can observe from Figure 3b and Table 3 
that each experimental set (e.g. test = develop-

ment = 8, background = {2,4,6,8,10}) has one 

result which is very different in performance 

from the other four results. For example, the re-

sults of the token number of {10} in the test and 

development databases with the token numbers 

of {4,6,8,10} in the background database are 

more or less the same (Cllr = ca. 0.44 and CI = ca. 
3.3) whereas they are significantly better in terms 

of Cllr than the result with the token number of 

{2} in the background database (= 0.77). In fact, 

regardless of the token number in the test and 

development databases, the performance of the 

system is worse when there are only two repeat-

ed tokens in the background database than when 

there are four or more repeated tokens 

({4,6,8,10}) (refer to the arrows given in Figure 
3b).  

test = dev = back = Cllr CI 

2 

2 0.66 1.65 

4 0.62 1.77 

6 0.61 1.82 

8 0.61 1.84 

10 0.61 1.84 

4 

2 0.57 2.13 

4 0.51 2.46 

6 0.50 2.50 

8 0.49 2.52 

10 0.49 2.49 

6 

2 0.63 1.91 

4 0.46 2.82 

6 0.45 2.87 

8 0.45 2.88 

10 0.45 2.91 

8 

2 0.75 1.51 

4 0.45 3.08 

6 0.44 3.10 

8 0.44 3.14 

10 0.44 3.14 

10 

2 0.77 1.39 

4 0.45 3.28 

6 0.44 3.33 

8 0.43 3.36 

10 0.43 3.33 

Table 3: The numerical values of Figure 3b. 

Furthermore, this difference in performance 

between the token numbers of {4,6,8,10} and 

that of {2} in the background database becomes 
greater as the number of tokens used in the test 

and development databases increases. For exam-

ple, as can be seen in Table 3, the difference in 

question is relatively small for the test and de-

velopment databases = {2} (Cllr = 0.66 and CI = 

1.65 for the background = {2}; average Cllr = 

0.61 and average CI = 1.81 for the background = 

{4,6,8,10}) whereas it is far larger for the test 
and development databases = {10} (Cllr = 0.77 

and CI = 1.39 for the background = {2}; average 

Cllr = 0.43 and average CI = 3.32 for the back-

ground = {4,6,8,10}). 

 test = background = development = 

 2 4 6 8 10 

Cllr 0.66 0.51 0.45 0.44 0.43 

sd 0.073 0.087 0.091 0.093 0.090 

CI 1.65 2.46 2.87 3.14 3.33 

sd 0.427 0.629 0.711 0.734 0.700 

Table 2: The numerical values of Figure 3a (only 

mean values). 
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As far as the Cllr values are concerned, the per-

formance never deteriorates as the size increases 

from the background = {4} to {10}. Whereas 

there are some very small fluctuations in perfor-

mance in terms of the CI values from the back-

ground = {4} to {10}. The reasons for these fluc-

tuations are not clear at this stage. 

The results of Experiment 2 tell us that, if you 
have four repeated tokens (e.g. four yes tokens 

for each session of each speaker) in the back-

ground database, the system can achieve as good 

a performance as when you have ten repeated 

tokens. However, if you have only two repeated 

tokens in the background database, it will result 

in an underperformance of the system in compar-

ison to when you have four or more repeated to-
kens. 

6 Conclusions and Future Directions 

This study investigated how the offender and 

suspect sample sizes (or the within-speaker sam-

ple size) influences the performance of an FVC 

system. In order to answer this question, two ex-

periments based on Monte Carlo simulations: 

Experiments 1 and 2, were conducted.  

In Experiment 1, five different token numbers 
({2,4,6,8,10}) were used in the databases to see 

how the performance of the system would be 

influenced by the token number. The results 

demonstrated that 1) there was a trade-off be-

tween the validity (Cllr) and reliability (CI) of the 

system; 2) there was a large improvement in the 

validity between the token number = {2} and the 

token number = {4} whereas no large improve-
ment was observed from the token number = {6} 

to the token number = {10}. That is, if we have 

six repetitions of the target segment/word (e.g. 

yes), the system validity is almost as good as 

when we have ten repetitions. 

In Experiment 2, Experiment 1 was repeated 

by changing the token number ({2,4,6,8,10}) of 

the background database while keeping the same 

token number for the test and development data-
bases. The results of Experiment 2 demonstrated 

that regardless of the token number in the test 

and development databases, the system with the 

token number = {2} in the background database 

significantly underperformed in accuracy when 

compared to the systems with the token number 

= {4,6,8,10}, of which the performances were 

very similar. The results of Experiment 2 also 
demonstrated that the above-mentioned discrep-

ancy in performance between two repeated to-

kens ({2}) and four or more repeated tokens 

({4,6,8,10}) becomes wider as the token number 

of the test and development databases increases. 

These results suggest that when we compile a 

database which can be used as background popu-

lation data, we do not need many repetitions in 

the database as a model based on four repeated 

tokens can achieve very similar results as one 

based on ten repeated tokens. However, if we 
have only two repeated tokens in the background 

database, we need to be aware that the perfor-

mance will be compromised, even if you have 

many repetitions in the test and development da-

tabases. 

In this study, we mainly focused on the token 

numbers of the test and background databases. 

However, it goes without saying that the token 
number of the development database is also im-

portant to the performance of a system. We need 

to look into this point as well. 

In this study, although some other techniques 

are available for the estimate of LRs, the MVLR 

formula was used. For example, Morrison 

(2011a) reported that the procedures based on the 

Gaussian Mixture Model – Universal Back-

ground Model (GMM-UBM) outperformed those 
based on MVLR procedures, and that the GMM-

UBM resulted in an improvement in both the 

validity and reliability (without trade-offs be-

tween them). Since the GMM-UBM is another 

popular way of estimating LRs in FVC, it is im-

portant to investigate the relationship between its 

performance and the sample size as well. 
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Abstract

In Australian healthcare, failures in infor-
mation flow cause over one-tenth of pre-
ventable adverse events and are tangible
in clinical handover. Regardless of a good
verbal handover, anything from two-thirds
to all of this information is lost after 3–
5 shifts if notes are taken by hand or not
taken. Speech to text (SST) and informa-
tion extraction (IE) have been proposed for
taking the notes and filling in a handover
form with extrapolated evaluations from
related studies promising over 90 per cent
correctness for both STT and IE. However,
this cascading evokes a fruitful method-
ological challenge: the severe implications
that errors may have in clinical decision-
making call for superiority in STT; the cor-
rectness percentage measured in a peace-
ful laboratory is decreased to 77 by noise
in clinical practise; and the STT errors
multiply when cascaded with IE. We pro-
vide an analysis of STT errors and dis-
cuss the feasibility of phonetic similarity
for their correction in this paper. Our data
consists of one hundred simulated han-
dover records in Australian English with
STT recognising 73 per cent of the 7, 277
words (1 h 8 min 5 s) correctly. In text rel-
evant to the form, 836 unique error types
are present. The most common errors in-
clude inserting and, in, are, arm, is, a, the,
or am (5 ≤ n ≤ 94), deleting is (n = 17),
and substituting and, obs are, 2, he with in,
also, to, or and she (7 ≤ n ≤ 11), respec-
tively. Eighteen per cent of word substitu-
tions sound exactly the same as the correct
word and 26 per cent have a similarity per-
centage above 75. This encourages using
phonetic similarity to improve STT.

1 Introduction

Fluent information flow is important in any
information-intensive area of decision making, but
critical in healthcare. Clinicians are responsi-
ble for making decisions with even life-and-death
impact on their patients’ lives. The flow is de-
fined as links, channels, contact, or communica-
tion to a pertinent person or people in the organisa-
tion (Glaser et al., 1987). In Australian healthcare,
failures in this flow are associated with over one-
tenth of preventable adverse events (ACS, 2008;
ACS, 2012). Failures in the flow are tangible in
clinical handover, that is, when a clinician is trans-
ferring professional responsibility and account-
ability, for example, at shift change (AMA, 2006).
Regardless of verbal handover being accurate and
comprehensive, anything from two-thirds to all of
this information is lost after three to five shifts if
no notes are taken or they are taken by hand (Poth-
ier et al., 2005; Matic et al., 2011).

There is a proposal to use a semi-automated
approach of speech to text (STT) and infor-
mation extraction (IE) for taking the handover
notes (Suominen et al., 2013). First, a STT (a.k.a.
speech recognition) engine converts verbal infor-
mation into written, free-form text. Then, an IE
system fills out a handover form by automatically
identifying relevant text-snippets for each slot of
the form. Finally, this pre-filled form is given to a
clinician to proof and sign off.

The semi-automated approach evokes an STT
challenge. First, the correctness of STT is
challenged by background noise, other people’s
voices, and other characteristics of clinical prac-
tise that are far from a typical setting in a peace-
ful office. Second, the STT errors multiply when
cascaded with IE. Third, correctness in cascaded
STT and IE needs to be carefully evaluated as
excellent, because of the severe implications that
errors may have in clinical decision-making. In

Hanna Suominen and Gabriela Ferraro. 2013. Noise in Speech-to-Text Voice: Analysis of Errors and
Feasibility of Phonetic Similarity for Their Correction. In Proceedings of Australasian Language Technology
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summary, the original voice (i.e., information) in
the big noise from clinical setting and STT errors
needs to be heard.

Motivated by this challenge, we provide an
analysis of STT errors and discuss the feasibil-
ity of phonetic similarity for their correction in
this paper. Phonetic similarity (PS, a.k.a phonetic
distance) addresses perceptual confusion between
speech sounds and is used to improve STT (Mer-
melstein, 1976). To illustrate phonetically simi-
lar words, PS measures can be seen as the rites of
righting writing, that is right.

The rest of the paper is organised as follows:
In Section 2, we provide background for clinical
STT and IE. In Section 3, we describe our simu-
lated handover data, STT methods, PS measures,
and analysis methods. In Section 4, we present the
results of the error analysis and discuss the feasi-
bility of phonetic similarity for error correction. In
Section 5, final conclusions and directions for fu-
ture work are given.

2 Background

In clinical STT, different engines give comparable
results and can reach over 90 per cent of the words
being correct. A comparison on the same dataset
shows the mean correctness percentages of 85–86;
85–87; and 90–93 for Dragon Medical 3.0; L&H
Voice Xpress for Medicine 1.2, General Medicine;
and IBM ViaVoice 98, General Medicine, respec-
tively (Devine et al., 2000). The dataset consists
of four medical report entries (two progress notes,
one assessment summary, and one discharge sum-
mary) and twelve US English male physicians.

Only 30–60 min tailoring to a given voice im-
proves the correctness percentage up to 99 but in
a preliminary evaluation of STT with minimal tai-
loring, Australian English, six simulated handover
cases (over 1, 200 words of continuous free-form
text), and Dragon Medical 11.0, the percentage is
79, 64, and 54 for a native male physician, native
female nursing scientist, and Spanish-accented fe-
male nurse, respectively (Suominen et al., 2013).
The percentages for tailored STT originate from
experiments on the aforementioned four medical
report entries and twelve US English male physi-
cians; 47 emergency-department charts and two
US English physicians (Zick and Olsen, 2001);
and 206 surgical pathology reports, seven Cana-
dian English pathologists, a researcher with an ac-
cent (Al-Aynati and Chorneyko, 2003).

However, these correctness percentages, mea-
sured in peaceful laboratory settings, are chal-
lenged by noise in clinical practise. On eight
voices, a total of about 3,600 typical short anaes-
thesia comments in Danish, and with noise be-
ing present, only 77 per cent of words are cor-
rect (Alapetite, 2008).

The review (Meystre et al., 2008) discusses 174
studies from 1995 to 2008 on clinical IE. It con-
cludes that the quality of these systems has gradu-
ally improved, exceeding the F1-measure (i.e., the
harmonic mean of the proportion of slots that the
system filled correctly and the proportion of snip-
pets that the system extracted from those it should
have extracted) of 90 per cent in several cases.
These systems mostly focus on chest and other
types of radiography reports, echocardiogram re-
ports, discharge summaries, and pathology re-
ports. Their typical tasks include extracting codes;
enriching or structuring the content and utility of
the electronic health record, especially to support
computerised decision-making; surveillance; sup-
porting research; de-identification of clinical text;
and terminology management.

3 Materials and Methods

3.1 Materials

The dataset of 100 simulated handover records
used in this study was created as follows.

First, a senior researcher in clinical language
processing (i.e., HS) imagined an Australian medi-
cal ward. With an aim for balance in patient types,
she created simulated profiles of 25 cardiac, 25
neurological, 25 renal, and 25 respiratory patients
of the ward. Each imaginary profile included a
photo from a free-to-use gallery, name, age, ad-
mission story, in-patient time, and the familiarity
of this patient to the nurses giving and receiving
the handover (Fig. 1).

Second, a registered nurse with over twelve
years experience from clinical nursing was hired
to create nursing-handover records for the hundred
profiles as written, free-form text records, struc-
tured forms, and spoken free-form text records
(Fig. 1, Table 1). She spoke Australian English as
a second language and was originally from Philip-
pines. In the creative writing task, HS guided her
to write realistic reports in the role of the nurse
giving the handover. In the structuring task, HS
guided her to use these written, free-text records
to identify text snippets relevant to the slots of the
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handover form by using Knowtator (Ogren, 2006).
The handover form was developed in collaboration
with HS and nurse. It was based on international
standards and practical experiences. The identi-
fication task was multi-class classification, that is,
each word belonged to precisely one or none of the
slots. In the speaking task, HS guided the nurse to
read the written, free-text records out loud in the
role of the nurse giving the handover. The digital
recorder and microphone were Olympus WS-760M
(200 AUD) and Olympus ME52W (lapel, noise
cancelling, 15 AUD), previously shortlisted as
producing a superior percentage of correct words
in STT (i.e., up to 79) (Suominen et al., 2013) .

3.2 STT Methods
Dragon Medical 11.0 was used to convert the au-
dio files to written, free-form text records. Audio
files were converted from stereo to mono tracks
and from WMA to WAV files on Audacity 2.0.3.
Dragon was initialised for the Age of 22-54 years
and Accent of Australian English, and tailored to
the nurse’s voice by her reading the document
of The Final Odyssey using the aforementioned
recorder and microphone (3, 893 words, 29 min 22
s). Tailoring was left minimal since it could limit
comparability with other studies and might not be
feasible for every clinician in practise.

Dragon vocabularies of general, medical, nurs-
ing, cardiology, neurology, and pulmonary dis-
ease were compared. The SCLITE scoring tool of
the Speech Recognition Scoring Toolkit 2.4.0 was
used to analyse correctly recognised, substituted,
inserted, and deleted words. The reference stan-
dard in all comparisons consisted of the original
written reports (i.e., not transliterations by hand)
where punctuation was removed and capitalisation
was not considered as a distinguishing feature.

The vocabulary resulting in the best correct-
ness (i.e., nursing with both highest mean (73%)
and lowest standard deviation (SD, 7%) of cor-
rect words, Fig. 2) was chosen for the error
analysis. In 74 out of 100 cases, this vocabu-
lary gave the largest number of correct words.
With 25 cardiac (neurological) [respiratory] pa-
tients, the matching vocabulary (i.e., cardiology,
(neurology), and [pulmonary disease]) gave more
correct words than any other vocabulary only 3 (4)
[0] times. The matching vocabulary gave more
correct words than the nursing vocabulary only 4
(3) [6] times.

Leila sonya Da silva, bed 5, 34 under Dr Liu,
came in for management of her diabetes. With
history of type 1 DM since childhood and HPN.
She is still for referral to the diabetic educator
and she is self caring with her own BGLS and
insulin. Her insulin is on a sliding scale insulin
and on variable dose so just ask the doctor for
the next dose depending on her blood sugar. Her
BGL trend used to be high during the AM.so
still need the team to review for that.Her BP
is not so bad and of a high normal range and
still for review.otherwise she is pretty much self
caring and ambulant and there are no other
problems noted.

Heading Slots
Introduction Room, Bed, Dr, Name,

Age, Gender, Allergy,
Admission reason/diagnosis,
Chronic condition,
Problem history

My shift Status, Contraption,
Activities of daily living,
Input/diet, Output/diuresis/
bowel movement, Wounds/skin,
Risk management,
Other observation

Medication Medicine, Dosage, Status
Appointment Description, Place, Time,

Status, Clinician
Future Goal/task to be completed/

expected outcome,
Alert/warning/abnormality,
Care/discharge/transfer plan

Figure 1: A profile, report, and form structure
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Table 1: Descriptive statistics of the records, words (w), and inside words (i)
Patient type (n) cardiac (25) neurological (25) renal (25) respiratory (25) All (100)
Record length
Min–Max [w] 19–162 26 – 106 29–149 31–209 19–209
Mean (SD) [w] 70 (37) 60 (22) 71 (33) 83 (39) 71 (34)
Min–Max [s] 17–89 16 – 60 16–77 20–97 16–97
Mean (SD) [s] 44 (19) 38 (13) 36 (17) 46 (18) 41 (17)
n of w’s (uniq.) 1,795 (556) 1,545 (500) 1,818 (496) 2,119 (604) 7,277 (1,304)
Top 1 (n) and (95) and (64) and (88) and (100) and (347)
Top 2 (n) he (59) is (60) is (72) is (69) is (256)
Top 3 (n) for (58) he (54) he (69) on (63) he (243)
Top 4 (n) is (55) she (38) in, she (46) he (61) in (170)
Top 5 (n) the, with (43) in (35) with (51) for (163)
Top 6 (n) with (34) the (38) in (49) with (162)
Top 7 (n) in (40) on (33) with (34) for (43) she (151)
Top 8 (n) to (32) for (31) came (32) she (42) on (141)
Top 9 (n) of (30) to (29) for (31) the (37) the (138)
Top 10 (n) came (27) came (24) to (30) to (33) to (124)
n of i’s (uniq.) 1,140 (447) 1,006 (397) 1,086 (408) 1,305 (483) 4,547 (1,106)
Top 1 (n) he (57) he (52) he (63) and (51) he (220)
Top 2 (n) for (47) she (35) she (39) he (48) she (139)
Top 3 (n) and (26) for (25) and (34) she(40) and (131)
Top 4 (n) bed, she (25) dr (22) bed, is (24) for (27) for (118)
Top 5 (n) and, old (20) dr (25) dr (88)
Top 6 (n) dr (23) to (23) is, on, to (20) to (84)
Top 7 (n) to (22) bed, to (19) old, yrs (21) bed (80)
Top 8 (n) the (21) is (76)
Top 9 (n) her, old (18) yrs (17) all (20) room (18) old (72)
Top 10 (n) her, is (16) for (19) of (16) all, her (61)

Figure 2: STT with different vocabularies: mean and SD over the 100 records
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3.3 PS Measures

Measuring PS is relevant in speech process-
ing, spelling correction, dialectometry, historical
distance between sounds, and many other con-
texts. PS measures quantify the similarity between
speech forms (e.g., words) on the basis of their
sounds. Usually they consist of two steps (Kon-
drak, 2002): First, words are transcribed into their
phonetic representation. Second, a weighted or
unweighted edit-distance is applied to calculate
the similarity between the transcriptions. Recent
approaches weight the edit distance by hand on
the basis of linguistic knowledge (Kondrak, 2000)
or automatically using learning algorithms (Mann
and Yarowsky, 2001; Kondrak, 2002; Mackay and
Kondrak, 2005).

We calculated PS of substitutions errors from a
STT engine. Similarly to other studies (Kaki et al.,
1998; Jeong, 2004; Pucher et al., 2007), our hy-
photesis was that substitutions that sound similar
to the reference standard can be solved by apply-
ing a correction metric that combines a generator
of sound-alike words with principles for distribu-
tional semantics. In other words, a good correc-
tion candidate was a word that sounds similar to
the reference standard and fullfills its usage con-
text. As a first step towards the creation of such
correction metric, we implemented a procedure
for selecting (quasi-)homonym substitutions (i.e.,
sound (almost) the same but have different mean-
ing) based on phonetic distance.

We built a simple PS measure, which com-
bines a sound-alike algorithm with edit dis-
tance. To transcribe the words into a pho-
netic representation, we used the Double Meta-
phone (DMetaphone) phonetic encoding algo-
rithm (Philips, 2000) which is part of the Metha-
phone family (Philips, 1990). We chose DMeta-
phone, because it approximates accented English
from Slavic, Germanic, French, Spanish, among
others languages. DMetaphone returned for each
word an aproximation of its sound instead of a
sequence of phonemes. It translated each conso-
nant into a limited set of characters where simi-
lar sounds are represented by the same character
(e.g., b and p both sound like p). To calculate the
similarity between the encoded words, we applied
the unweighted edit-distance. This computed the
minimum number of edit operations (i.e., substitu-
tions, insertions, and deletions) required to trans-
form an encoded word into another.

3.4 Analysis Methods
We used content analysis (Stemler, 2001) to anal-
yse STT errors quantitatively and qualitatively.
The correct, substituted, inserted and deleted
words were defined by the SCLITE scoring tool.

For the PS discussion, we performed two ex-
periments. First, we computed PS for single-word
substitutions (e.g., four–for), in which the first
word is the STT word and the second word is
from the reference standard. Each word was en-
coded into its DMetaphone value using the Apache
Commons Metaphone utility. The edit distance be-
tween the encoded words was calculated using the
open source Simmetric library from Sheffield Uni-
versity. Second, we computed PS for multi-word
substitutions (e.g., doctors signed–dr san). Be-
cause DMetaphone is designed to encode a sin-
gle word at a time, each word in a multi-word
concept was individually encoded into its meta-
phone value, encoded words were combined as se-
quences, and the edit distance was used to calcu-
late the similarity between the sequences.

In all analyses and experiments, we used the en-
tire dataset and the subset that affects the IE sys-
tem (i.e., inside refers to text identified as relevant
to the slots of the handover form).

4 Results and Discussion

Fifteen per cent (18%) of all unique substitutions
(unique inside substitutions) sound exactly the
same as in the reference standard and 23 per cent
(26%) have a similarity score above 75 per cent
(Tables 2&3). Consequently, substitutions with a
high PS value can be considered as candidates for
error correction.

In text relevant to the handover form, 836
unique error types are present (Table 2). The most
common of them include inserting and, in, are,
arm, is, a, the, or am (5 ≤ n ≤ 94), deleting is
(n = 17), and substituting and, obs are, 2, he with
in, also, to, or and she (7 ≤ n ≤ 11), respectively.

Five types of substitution errors are present:

1. proper names;

2. singular vs. plural forms;

3. use of abbreviations in the reference standard
and complete forms in STT;

4. systematic differences between the reference
standard and STT (e.g., Australian (refer-
ence) vs. US (STT) spelling and writing
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Table 2: Correct, substituted, inserted, and deleted single-words
These descriptive statistics also include cases where STT deleted (inserted) a word (i.e., white space is computed as a word).
In the top substitutions, the first word is the STT word and the second from the reference standard.

Correct words Substituted words Inserted words Deleted words
All (Inside) 5,270 (3,237) 1,685 (1,132) 2,111 (1,541 ) 322 (178)

Unique correct Unique substitutions Unique insertions Unique deletions
All (Inside) 839 (710) 1,187 (827) 449 (371) 154 (93)
Inside Top correct (n) Top substitutions (n) Top insertions (n) Top deletions (n)
1 he (178) years yrs (48) and (210) is (20)
2 she (134) in and (22) is (136) are (13)
3 for (112) one 1 (17) in (106) and (11)
4 dr (87) also obs (12) she (71) s (8)
5 and (80) to 2 (12) are (58) obs (6)
6 old (71) and he (1) all (45) of (5)
7 to (70) he his (9) arm (44) bed (4)
8 bed (64) also are (7) for (43) her (4)
9 all (56) ambien ambulant (6) the (37) 4 (3)
10 the (55) ambulating ambulant (6) he (35) all (3)
11 stable (54) antibiotics abs (6) that (34) fbc (3)
12 is (52) desilva de (5) a (27) for (3)
13 her (50) for 4 (5) her (19) got (3)
14 of (44) hypertension hpn (5) eats (15) he (3)
15 on (38) in nil (5) on (15) silva (3)
16 pain (33) she he (5) also (14) the (3)
17 with (31) tomorrow tom (5) am (12) to (3)
18 his (27) ultrasound us (5) does (11) a (2)
19 self (27) and nil (4) bed (10) hdx (2)
20 caring (26) george jorge, his he, s (10) normal (2)

is are, is obs, is s, iv ivabs, to (10) review(2)
lee li, p prn, x xray (4)

numbers as digits (reference) vs. letters
(STT)); and

5. misspelling/typos in the reference standard
(e.g., feeling vs. feelling or arrhythmia vs.
arrythmia).

Substitutions and insertions are the most com-
mon error types, both in all data and within text
identified as relevant to the slots of the handover
form. The majority of the top insertions and dele-
tions corresponds to functional words, (lexemes
with little semantic meaning such as determiners,
prepositions, auxiliary verbs and pronouns).

According to our PS measure, for the set of all
word substitutions, 23 per cent have a similarity
percentage above 75 and in 15 per cent of these
highly similar cases the STT and reference words
sound exactly the same (Tables 3&4). When ex-
perimenting with the set of inside substitutions,
26 per cent have a similarity percentage above 75

and in 18 per cent of these highly similar cases the
STT and reference words sound exactly the same.
Thus, around a fourth of the substitution errors can
be considered as candidates for their correction.

A proper name is included in 24 per cent of sub-
stitutions and 3 per cent of them sound exactly the
same (e.g., Lane vs. Laine or Lee vs. Li). Cor-
recting this is critical in the healthcare context.
Different spellings of the same word are not un-
common (e.g., Johnson vs. Johnsson or organised
vs. organized). Aproximately 2 per cent of the
substitutions that sound the same are due the dif-
ference between singular and plural forms of the
same lemma (e.g., investigation vs. investigations
or fibrosis vs. fibroses).

As expected, the number of substitutions that
sound similar is quite low (Table 4). Only 14 per
cent of single-word substitutions are minimally 75
per cent similar. For multi-word substitutions, the
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Table 3: Top errors within inside words
- refers to a single white space and the total number of incorrect multi-words is 1,204 and 836 of them are unique

STT reference n

and - 94
years yrs 48
in - 25
are - 21
- is 17
arm - 11
in and 11
is - 11
a - 9
also - obs are 8
to 2 8
and she he - 7
the - 7
am - 5
hypertension hpn 5
- of 4
ambulating - ambulant and 4
and she is - - - 4

STT reference n

in the nil - 4
iv antibiotics ivabs - 4
lee li 4
x ray xray - 4
- fbc 3
and he 3
and there is - - - 3
antibiotics abs 3
arm she - - 3
ii 2 3
is s3
is a - - 3
kinsey kenzie 3
lane and laine - 3
our - 3
she he 3
tomorrow tom 3
ultrasound us 3

top similarity percentage is 72. After removing
instances that contained an empty column, 651
unique substitution types are present in the data.

For PS from 0.74 to 0.50, the single-word sub-
stitutions are still phonetically close to the refer-
ence (e.g., cause vs. course, weeks vs. weak,
and from vs. for) which suggest that they might
be also considered as secondary correction candi-
dates in future experiments. When PS is below
0.5, errors are heterogeneous, meaning that some
of them still sound a bit similar (e.g., bed vs. the)
but others sounds completely different (e.g., ener-
gies vs. physiotherapist), and should not be taken
into account for their correction based on this PS
approach. Fifty per cent of the substitution errors
occur with words shorter than 4 characters. These
short words are obviously more difficult for STT
than longer words.

Not all substitutions that sound similar to the
reference should be considered as potential can-
didates for error correction. For example, errors
due to abbreviations, typos, and spelling varia-
tions represent 9 per cent of the errors, and are not
strictly speaking STT errors. This is because the
original written records, and not careful translit-
erations by hand, were used as a reference stan-
dard. The use of abbreviations in the writing envi-
ronment and the use of the complete form in STT

seems natural for people but creates an inconsis-
tency in the error analysis. For example, the nurse
is always using yrs when writing instead of year,
obs instead of observations, his K instead of his
potassium, among others.

5 Conclusion and Future Work

A detailed error analysis is a crucial step in the
development of pipeline applications (i.e., appli-
cations that cascade methods) similar to the one
described in this paper. We have found that a sub-
stantial amount of STT errors occurs with words
that are phonetically similar to each other. Con-
sequently, using an error correction method based
on PS seems appropriate in reducing the error rate.

As the first step towards the correction method,
we have assessed a PS measure that calculates the
similarity between words. This component will
be used in the future as a post-processing method
to select errors for their correction. Single-
word substitutions are more suitable for this
post-processing than insertion and deletion errors.
However, we address the inserted and deleted
words indirectly via the multi-word substitution
and white-space analyses (Tables 2–4).

Based on the presented analysis, the correction
method will take into account the following four
characteristics:
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Table 4: Examples of the sound-alike substitutions
Analysis STT reference phoneSim
Single-word Gaylor Gayler 1.0

dialyses dialysis 1.0
results result 1.0
harrowed Harrod 1.0
cord GORD 1.0
ambulance ambulant 1.0
arrhythmia arrythmia 1.0
Lane Laine 1.0
doctors doctor 1.0
ambulating ambulant 1.0
wheelie wheely 1.0
years yrs 1.0
and/ even endone/ eventhough 0.75
heart/ relater heartburn/ later 0.75
every/ state everytime/ stent 0.75
menders/ arrive Mendez/ arrived 0.75

Multi-word george desilva s jorge de silva 0.72
in ampulla and ambulant 0.72
aspergilloses are she aspergillosis he 0.71
blanford plan for 0.71
can assume cannot seem 0.71
coronae idd sees coronary artery disease 0.71
you ve am if all 0.71
flexing clexane 0.71
one keay wound care 0.71
do explained explain 0.70
endo p r n endone prn 0.70
haemodialyses am heamodialysis 0.70
racquel saw iris date dino raquel soares caetano 0.68
this orders disorders 0.66
cystic fibroses and cyctic fibrosis 0.66

1. detection and correction of errors in
proper names;

2. difference between single-word and multi-
word errors;

3. spelling correction strategies; and

4. grammar checking to ensure correctness.

Even though only one-fourth of all substitution er-
rors could be considered as correction candidates,
every corrected word is one less potential error in
clinical decision-making.
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Abstract

Quote attribution is the task of identify-
ing the speaker of each quote within a
document. While recent research has es-
tablished large-scale corpora for this task,
these corpora are not yet consistent in the
way they handle candidate speakers, and
many of the reported results rely on gold
standard annotations of both entities and
coreference chains.

In this work we evaluate three quote at-
tribution systems with automatically pro-
duced candidate speakers and coreference
chains. We perform these experiments
over four separate corpora, which allows
us to determine how coreference resolu-
tion effects quote attribution, and to use
the task as an extrinsic evaluation of three
coreference systems.

1 Introduction

News articles are often driven by the quotes that
appear within them. Approximately 32% of the
tokens in the Sydney Morning Herald Corpus
(SMHC) (Pareti et al., 2013) appear within a quote.
Ignoring the attributed nature of this text can result
in incorrectly assigning text to a document’s au-
thor, rather than to the speaker the author attributes
it to. Quote attribution is thus important for appli-
cations such as information retrieval, opinion min-
ing, media monitoring, and others.

Early research into quote attribution and quote
extraction was largely rule-based, as there was
no large-scale data available. Several more re-
cent studies (Elson and McKeown, 2010; O’Keefe
et al., 2012; He et al., 2013; Pareti et al., 2013)
have addressed this with corpora covering both
news articles and literature. However, despite
the importance of candidate speakers to this task,

work thus far has treated candidates speakers in-
consistently. Elson and McKeown (2010) include
automatically identified named entities and com-
mon nouns, but do not include pronominal ref-
erences or attempt coreference, which they state
is problematic due to the domain (literature).
He et al. (2013) include automatically identified
named entities with limited gold-standard coref-
erence, but do not include pronouns or common
nouns. The SMHC (Pareti et al., 2013) includes
gold-standard named entities and pronouns, as
well as gold-standard coreference, but does not in-
clude common noun candidates. Finally the PARC

(Pareti, 2012) is intended to cover attribution more
generally, and so does not include any candidate
speakers except for those that have attributed text.

Our work addresses the problem of inconsis-
tent candidates within these corpora by separately
aligning the output of three coreference resolution
systems, Stanford (Lee et al., 2011), Reconcile
(Stoyanov et al., 2010), and a naive baseline sys-
tem, with the gold-standard speaker annotations.
We can then evaluate the quote attribution meth-
ods from O’Keefe et al. (2012) with a set of speak-
ers that have been identified in a more consistent
manner across attribution methods and corpora.
O’Keefe et al. note that one of the primary fac-
tors confounding their evaluation was that the set
of candidates was not consistent, which our work
addresses.

Our second main contribution is that we use
quote attribution as an extrinsic evaluation for
coreference resolution. Intrinsic evaluation of
coreference is known to be problematic (Luo,
2005; Stoyanov et al., 2009) and for this reason,
Mitkov et al. (2007) proposes extrinsically eval-
uating it by measuring its impact on downstream
processes. Additionally we are able to gauge the
impact of coreference resolution on quote attribu-
tion in literature, which is a domain that has not
been studied in the work on coreference thus far.

Tim O’Keefe, Kellie Webster, James R. Curran and Irena Koprinska. 2013. Examining the Impact of
Coreference Resolution on Quote Attribution. In Proceedings of Australasian Language Technology Association
Workshop, pages 43−52.



2 Background

The first work to use large-scale data and ma-
chine learning for this task was the work of El-
son and McKeown (2010) (hereafter referred to as
EM2010). Their system uses a binary classifier to
produce a probability that each of 15 candidates
is the speaker, and returns the candidate with the
highest probability. For data they build a corpus of
direct quotes from 19th century literature, which
includes both proper nouns and common nouns as
candidate speakers, with the former identified us-
ing the Stanford NER system, and the latter identi-
fied through their own method. They do not iden-
tify pronouns and only perform coreference on the
NEs, using a simple system.

Following on from EM2010, was the work of
O’Keefe et al. (2012). They note that EM2010
had used some features that relied on gold stan-
dard information about previous decisions, which
O’Keefe et al. replaced with features using pre-
dicted information and a sequence decoding step.
They also evaluated their method on two other cor-
pora, one that they build from Sydney Morning
Herald1 news articles (SMHC), and another over
Wall Street Journal2 news articles (PARC) that was
introduced in Pareti (2012). They found that re-
moving the gold standard features had a large im-
pact on accuracy, and that their sequence labelling
approaches could recover some of that lost accu-
racy. Later work by Pareti et al. (2013) extended
the SMHC to include indirect and mixed quotes,
though their focus was on quote extraction.

While the work of O’Keefe et al. (2012) and
Pareti et al. (2013) was mainly focused on news ar-
ticles, He et al. (2013) focused on literature. They
developed a model that treated the task similarly to
EM2010, though they considered it to be a rank-
ing problem. As part of their work they intro-
duced a new corpus which covers the entirety of
the novel Pride & Prejudice. While their work
outperformed the previous work on literature by
EM2010, their system was very slow, so they did
not provide a full comparison.

2.1 Coreference resolution

Coreference resolution (e.g. Pradhan et al. (2011))
is the task of partitioning mentions (typically noun
phrases) into equivalence classes which refer to
the same real world entity. It has largely been

1http://www.smh.com.au
2http://www.wsj.com

framed in terms of anaphoric links; that is, clus-
ters of coreferential mentions are formed by de-
termining whether a particular mention anaphori-
cally points to another preceding it in the text (its
antecedent). Both supervised and unsupervised
models have been proposed.

The first competitive learning based system is
described in Soon et al. (2001). A binary clas-
sifier was trained to determine whether pairs of
mentions were coreferential, based on 12 features
which considered surface level details such as
string matching and heuristically determined mor-
phosyntatics. Its feature set was expanded in Ng
and Cardie (2002) to include the role of syntactic
constraints and modification on coreference. Var-
ious works (Bengtson and Roth, 2008; Stoyanov
et al., 2010; Stoyanov and Eisner, 2012) have ex-
panded this feature set further.

Ng and Cardie (2002) also proposed ranking po-
tential coreference links. Where Soon et al. as-
signed the closest positively classified mention as
the antecedent of an active mention, ranking ap-
proaches define a window for candidate selection
and return the most probable candidate within the
window. Systems can either incorporate ranking
as a post-processing stage which forms clusters
based on pairwise probabilities (Ng and Cardie,
2002; Stoyanov et al., 2010; Denis and Baldridge,
2008), or they can rank during clustering (Rahman
and Ng, 2009).

Stanford’s system (Lee et al., 2011) achieved
the best result in the CoNLL 2011 shared task and
remained competitive in CoNLL2012 using a sim-
ple, unsupervised classifier. It captures global con-
sistency constraints by having cluster level mod-
elling, which it achieves by having a series of
sieves that each read the document and expand
clusters. The sieves are arranged in order of de-
creasing precision, such that mentions with a high
chance of being coreferential are clustered first,
which allows more difficult mentions to use more
information from the expanded clusters.

Research into quote attribution has ignored the
impact that these different approaches could have,
and the four large-scale corpora that exist for quote
attribution all include some gold-standard infor-
mation about either the mentions or the corefer-
ence chains. Thus the goal of our work is to use
consistent coreference methods across the differ-
ent corpora, in order to evaluate the effect of coref-
erence on quote attribution. This also allows us to
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Corpus SMHC PARC LIT P&P

Documents 965 2,280 11 1
Tokens 601k 1,139k 407k 144k
Quotations 6,705 9,961 3,486 1,692

E
nt

iti
es Proper Gold Gold Auto Auto

Pronouns Gold Gold - -
Common - Gold Auto -

C
or

ef Proper Gold - Auto Gold
Pronouns Gold Gold - -
Common - - - -

Table 1: Comparison of the four corpora in terms
of both size, and the candidate speakers included.

evaluate the coreference methods extrinsically.

3 Corpora

In this work we perform experiments over two
corpora containing news articles and two corpora
containing works of fiction.

3.1 Sydney Morning Herald Corpus (SMHC)

The original version of the SMHC (O’Keefe et al.,
2012) covered all of the direct quotes from 965
articles from the 2009 Sydney Morning Herald.
The quotes were extracted automatically, and their
speakers were annotated by one of 16 annotators,
11 of whom were employed using the website
Freelancer3, while the remaining 5 were expert an-
notators. 400 of the documents were double an-
notated, with raw agreement on the speakers of
98.3%. Later work by Pareti et al. (2013) extended
the SMHC by adding indirect and mixed quotes,
which was performed by a single annotator.

The candidate speakers for this corpus consist
of gold-standard annotations of NEs and pronouns,
which were completed as part of a separate re-
search project (Hachey et al., 2013). Both the
NEs and the pronouns were manually merged into
coreference chains. Annotating a candidate as be-
ing the correct speaker of a quote in this corpus in-
volves linking to the coreference chain, rather than
a specific mention. This corpus does not include
any common noun references to entities.

3.2 Penn Attribution Relations Corpus
(PARC)

Our next corpus was introduced in Pareti (2011,
2012) and covers 2,280 articles from the Wall

3http://www.freelancer.com

Street Journal. Pareti’s work includes more gen-
eral forms of attributable text than we are inter-
ested in, so we use just the assertions, as they cor-
respond to quotes. This corpus was built semi-
automatically from the Penn Discourse TreeBank
(Prasad et al., 2006), which does not include all
quotes, so it is not yet fully annotated. Pareti es-
timates that 30-50% of the corpus is unannotated,
which means that there are many articles where le-
gitimate quotes are missed.

As this corpus is not specifically designed for
quote attribution, it does not come with any can-
didate speakers, with the exception of the text
that each quote is attributed to. O’Keefe et al.
(2012) use the BBN pronoun coreference and en-
tity type corpus (Weischedel and Brunstein, 2005),
although with automatically coreferred pronouns.
This gives them gold-standard named entities, pro-
nouns, and common nominal references, but only
coreference for pronouns. To align Pareti’s speak-
ers (called source) O’Keefe et al. used the first
BBN entity that was a subspan of Pareti’s source
annotations, and where no BBN entity matched,
they inserted Pareti’s source itself as an additional
mention. The quotes from Pareti’s annotations
with an implicit source cannot be automatically
linked to any entity, so they were ignored.

3.3 Columbia Quoted Speech Attribution
Corpus (LIT)

The LIT corpus was introduced by Elson and
McKeown (2010) and constituted the first large-
scale corpus of quote attribution. It partially cov-
ers 7 short stories and chapters from 4 novels from
19th century fiction. The corpus was annotated
using Amazon’s Mechanical Turk4, with three an-
notations per quote. Disagreements were settled
by taking a majority vote, and in their original
work, quotes with three-way disagreement were
discarded, along with cases of non-dialogue text.
Later work (O’Keefe et al., 2012) re-annotated the
cases of three-way disagreement and filled in other
gaps in the corpus, such that the annotated parts of
each text were contiguous.

EM2010 found candidate speakers by identify-
ing NEs with the Stanford NE tagger, and common
nouns through patterns looking for a determiner,
an optional modifier, and a head noun. They use
their own system to link NEs with similar names,
though they do not attempt any coreference on

4http://www.mturk.com/
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the common nouns. They do not find pronouns,
as they consider coreference to be part of the at-
tribution system’s job. In their results over LIT,
O’Keefe et al. (2012) did identify pronouns, and
used a simple rule-based method to link them to
either NEs or common nouns.

3.4 Pride and Prejudice Corpus (P&P)
The final corpus that we use in this work is the
corpus introduced by He et al. (2013). This corpus
was annotated by an English Major and covers the
entirety of the novel Pride & Prejudice by Jane
Austen. It contains 1,260 quotes, which were ex-
tracted automatically.

He et al. also found candidate speakers by using
the Stanford NER system, along with a manual pre-
processing step where they grouped proper nomi-
nal references into sets of aliases for each charac-
ter. They consider a correct attribution to be from
a quote to a character, rather than to a textually-
grounded mention of a character. As such, their
candidate characters are two proper noun refer-
ences before and two after each quote, as long as
those proper nominal references are within the set
of aliases that they manually defined. Since they
are trying to explicitly link quotes to characters,
they do not consider common or pronominal ref-
erences as candidates, though they do use them as
features. Note that the set of characters that they
can attribute quotes to is closed, and does not in-
clude any unnamed characters.

3.5 Corpus Comparison
Table 1 shows a comparison of the four corpora.
The largest in terms of documents, tokens, and
number of quotations is the PARC, although it is
worth noting that it is not yet fully annotated. The
LIT corpus is also not fully annotated, although as
the direct quotations were extracted automatically
we know that there are 2,416 quotes that are miss-
ing their speakers. The other two corpora (SMHC

and P&P) are fully annotated and so give a fair in-
dication of the density of quotes. For this table we
only counted quotes where a speaker was given.

In terms of candidate speakers the table shows
considerable variance amongst the corpora. All
the corpora include proper nominal candidates,
although only the SMHC and PARC include gold
standard proper nominals. Pronouns and common
nominals are more mixed, with only the PARC in-
cluding gold-standard candidates from these two
categories. Coreference information is even less

System
MUC-6 CoNLL-2011

MUC B3 MUC B3

Stanford 78.2 73.8 59.6 68.9
Reconcile 66.4 70.8 - -

Table 2: Performance of Stanford and Recon-
cile on standard test sets using standard evaluation
metrics. Results using gold cf. automatically de-
tected mentions are indicated in italics.

consistent, with the SMHC including gold-standard
coreference for the two categories of candidates it
contains and P&P including gold-standard coref-
erence for its automatically identified named enti-
ties. LIT includes only automatic coreference of
named entities, while PARC only includes gold-
standard coreference of pronouns.

4 Coreference Systems

The three coreference resolution systems that we
use are Stanford’s CoreNLP package (Raghu-
nathan et al., 2010), Reconcile (Stoyanov et al.,
2010), and a naive baseline system. By using
Stanford and Reconcile we can evaluate the two
main types of systems, as they are unsupervised
and supervised respectively. The naive system is
included for comparison. It performs NE corefer-
ence using simple string-matching of NEs found
with Stanford’s NE tagger, and coreference of pro-
nouns by linking them to the most recent gender-
matching antecedent. The naive baseline does
not include common noun mentions. We experi-
mented with a fourth system, CherryPicker (Rah-
man and Ng, 2009), but are unable to include re-
sults using CherryPicker as it crashed frequently.

Intrinsic evaluation of coreference resolution is
difficult and even the relative performance of dif-
ferent systems can be hard to determine since sys-
tem performance may be quoted on different cor-
pora, using different evaluation metrics and even
in different environments (e.g. the use of gold
vs. automatically detected mentions). All of these
effects can be seen in Table 2, with results using
gold mention boundaries indicated in italics.

In this work we attempt to run all systems
with minimal deviation from their default set-
tings. However, since these systems were built
for newswire, their architecture is not designed to
scale to the longer texts from P&P and LIT, which
forced us to make some changes. There were also
some further issues that are detailed below.
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Stanford

Stanford’s mention spans are by design longer
than the other two systems, and include overlap-
ping mentions. We greedily kept the smaller men-
tion of any overlapping pair, and retained the non-
overlapping fragments from the longer mention as
separate mentions. Some fragments and boundary
tokens contained extraneous information, which
we removed. We also removed the part of any
mention following a comma or WH word, so as
to retain the head NP. The default setting where
all preceding mentions are potential antecedents
was kept for the newswire corpora, but for LIT and
P&P, a threshold of 100 sentences was used.

Reconcile

Due to memory constraints, the longer of the LIT

texts and the training set of P&P were processed in
500 paragraph chunks.

5 Quote Attribution

Given a set of candidate speakers and a quote,
quote attribution is the task of determining which
of the candidates is the speaker of the quote. We
note that for this task it is possible to consider
a correct attribution to be either to a textually-
grounded mention of an entity (called the source
of the qoute), or to an entire coreference chain.
In many cases the source will be a pronoun or
common noun, that does not provide much in-
formation on its own. Other cases will include
no explicit source, such as paragraph-long direct
quotes. While our systems consider individual
mentions as candidates, we consider a correct at-
tribution to be to a whole coreference chain, mean-
ing that the system can return the wrong textually-
grounded mention, but still be considered correct
if that mention is clustered with the source.

As the focus of this work is on evaluating the
impact of coreference resolution on quote attribu-
tion, we do not propose any new approaches. In-
stead we use three of the systems from O’Keefe
et al. (2012), namely the rule-based system, a
simple binary classifier (called no sequence in
O’Keefe et al.), and a CRF. All of these sys-
tems use the preprocessing described in O’Keefe
et al., and all are evaluated using accuracy.

Rule-based

The rule-based system works by returning the can-
didate speaker that is nearest to either the quote

or a speech verb, as long as that candidate is in
the paragraph the verb or quote is in, or any pre-
ceding it. Speech verbs are identified using the
list from Elson and McKeown (2010), and must
be found in the same sentence as the quote. If a
speech verb is found then the candidate nearest the
verb is returned, otherwise it is the candidate near-
est the quote. Though this system is very simple,
O’Keefe et al. found that it worked about as well
as machine learning approaches.

Binary classifier

The binary classifier assigns a binary probability
of speaker vs. not speaker for up to 15 candidate
speakers that are mentioned in the paragraph the
quote is in or any preceding it. The final deci-
sion on which of the 15 candidates is the speaker
is made by returning the candidate with the high-
est speaker probability. We use the maximum en-
tropy learner from scikit learn5. While this method
makes use of machine learning, there is no decod-
ing step to ensure a sensible sequence of speak-
ers, nor is there direct competition for probability
mass between candidates. The advantage of this
method is that it is able to generate many training
instances, as there are effectively up to 15 training
instances per quote, rather than the single instance
that would be present for a model involving direct
competition for probability mass.

Conditional Random Field (CRF)

The final quote attribution method that we use is
a CRF which, similarly to the binary classifier,
chooses between up to 15 candidate speakers. The
difference with the CRF is that it includes a decod-
ing step, and so can forego good local decisions
about particular quotes in order to achieve a bet-
ter sequence of decisions for all of the quotes. It
includes a class labelling scheme where the candi-
dates are numbered according to their ordinal po-
sition preceding the quote. This labelling scheme
forces the candidates to compete for probability
mass, although it reduces the number of training
instances available to the classifier, and increases
the number of features that are considered at each
decision point.

6 Speaker Alignment

In order to evaluate the effect of coreference on
quote attribution we first align the gold-standard

5http://scikit-learn.org
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SMHC PARC LIT P&P

Rule Bin CRF Rule Bin CRF Rule Bin CRF Rule Bin CRF

Naive 70 73 72 63 65 68 44 46 37 60 62 54
Stanford 68 78 76 80 82 83 40 48 40 44 56 53
Reconcile 69 76 76 77 80 81 37 50 37 45 51 45
Gold 74 78 75 87 92 92 54 54 50 54 62 57

Table 3: Quote attribution results using the source-based alignment method. The gold results use the
candidates that come with the corpora.

speaker annotations with the automatically gener-
ated coreference chains. These alignment methods
erase the gold-standard speaker annotation from
each quote and replace it with one of the auto-
matically generated coreference chains, so that the
quote attribution methods can learn and predict
using predicted coreference chains only. Quotes
whose speakers could not be aligned are consid-
ered incorrect, as no correct attribution is possible.

Source-based alignment

Not all the corpora have gold-standard corefer-
ence chains, so our first alignment method aligns
the textually-grounded source of each quote with
a mention from the automatic coreference chains.
Since speaker predictions are to whole coreference
chains, any mention in the automatic coreference
chain would then be considered correct. Consider
the following example:

“It doesn’t seem the numbers are there
yet, but I will continue to build my
case,” Senator Xenophon said.

The textually-grounded source of this quote is
‘Senator Xenophon’, so the source-based align-
ment works by finding the automatic coreference
chain that includes ‘Senator Xenophon’ as a men-
tion. This aligned coreference chain would then
be considered the speaker.

While all of the corpora include some annota-
tions of which mention best represents the speaker,
there are some individual quotes where these an-
notations are not included. For these cases we
align the automatic coreference chain with the
mention from the gold-standard speaker’s coref-
erence chain that is nearest to the quote.

Canonical mention-based alignment

Two of our data sets, SMHC and P&P, include full
coreference between the labelled gold-standard
mentions, and have annotations of which gold-
standard chain represents the speaker. For these

SMHC P&P

Rule Bin CRF Rule Bin CRF

Naive 51 54 52 34 47 41
Stan. 40 47 46 32 43 33
Recon. 39 45 43 37 50 38

Table 4: Quote attribution results using the
canonical-based alignment method.

two corpora, rather than considering the source
of the quote, we use the canonical mention from
the speaker’s gold-standard coreference chain. We
can then align the canonical mention with a men-
tion from the automatic coreference chains, and
again consider any mention from that chain to be
the correct speaker. The gold-standard canonical
mention will normally be mentioned early in a
document, and will be an unambiguous reference
to the real-world entity.

7 Results

7.1 Quote attribution
The results in Tables 3 and 4 demonstrate that
quote attribution is more successful over news
than it is over literature, which agrees with
O’Keefe et al. (2012). This is likely due to a num-
ber of factors, including the upstream processes
being trained over news, the length of the docu-
ments, the formality of the text, and that journal-
ists need to clearly identify who is speaking, while
authors of fiction have more artistic freedom.

In all but one case the simple binary model out-
performed the rule-based approach. This indicates
that while the task may appear reasonably straight-
forward, there is still significant value in using
large-scale data to learn a model. In particular
some of the gains in literature were as high as 13
percentage points.

While the binary model performed well, the
CRF model was somewhat inconsistent. On news
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text with the source-based alignment method the
CRF did nearly as well as and sometimes better
than the binary model, and better than the rule-
based model. However with the literature text the
CRF performed poorly. We found that this was due
to some quotes not having a correct speaker within
the set of 15 candidates that the learner considered.
In these cases the CRF marks the quotes as not hav-
ing a speaker, however, as these cases tend to clus-
ter together in long dialogue chains in the litera-
ture corpora, the CRF learned that it is extremely
likely to transition from not having a speaker to
not having a speaker. This meant that if the CRF

predicted that a single quote had no speaker then it
would tend to predict that a number of subsequent
quotes had no speaker. By contrast, the rule-based
method and the binary model are forced to choose
a speaker, and so do not suffer from this problem.

Across all of the corpora the gold-standard re-
sults were at least as good, if not better than the re-
sults using automatic coreference. This indicates
that coreference systems are not over-clustering
their results. The most surprising of the gold stan-
dard results is on PARC, where they are far better
than the automatic results, despite PARC not in-
cluding full coreference. The reason for this is
that the PARC quotes must be attributed to enti-
ties within the same sentence as the quote. Both
Stanford and Reconcile will tend to produce more
mentions than the PARC gold standard, which can
confuse the classifier, and Naive will produce no
common nominal mentions, so all three automatic
systems will perform substantially worse than the
gold standard, despite potentially having more
coreference information.

7.2 Extrinsic evaluation

Before discussing the results of our extrinsic eval-
uation, we would first like to note a weakness of
our approach. In our framework if any coreference
system outputs a single chain containing all men-
tions, it would score perfectly, as any predicted
speaker would be the chain containing the cor-
rect mention. While this is not ideal, Vilain et al.
(1995)’s MUC F-score has a similar problem, so,
as they do, we simply note that this evaluation can
not be considered independently of other metrics.

Table 5 shows the number of quotes whose
speaker had no corresponding mention in the au-
tomatic coreference chains. For the source-based
alignment the naive approach had a large number

SMHC PARC LIT P&P

Source
Naive 352 656 214 0
Stanford 19 45 6 0
Reconcile 22 25 13 0

Canonical
Naive 367 0
Stanford 285 0
Reconcile 297 0

Table 5: Number of gold speakers without a cor-
responding mention in the automatic coreference
chains, for both the source and canonical-based
alignment methods.

of misses, which is mostly due to the naive system
not handling common noun references. This prob-
lem is not as severe in the canonical-based align-
ment, which will in most cases be a proper nomi-
nal reference, which the naive method can detect.
Interestingly, there were no mentions that could
not be aligned in P&P, although it is worth noting
that P&P does not include quotes whose speakers
are only referenced with common nouns.

For the source-based alignment results in Table
3, we note that in almost all cases the coreference
systems were able to help the quote attribution sys-
tems when compared to the naive baseline. This
result is particularly true of the learned methods,
which may also be learning some amount of coref-
erence themselves (as noted by Elson and McKe-
own (2010)). The rule-based system did not ben-
efit as much, and in some cases performed worse,
which was a consequence of the large number of
common noun candidates, which often appeared
between a quote and its speaker.

With the canonical-based alignment (Table 4)
the naive coreference was actually better for quote
attribution on the SMHC than the coreference sys-
tems, while the P&P results show that Recon-
cile with the simple binary model outperformed
the other combinations. In some respects this is
counter to intuition, as the coreference systems are
designed for news text and appeared to produce
poor results for literature. As noted earlier, the
coreference systems tended to over-cluster men-
tions that shared a family name, even if they had
distinct honorifics, which for P&P caused the sys-
tems to over-cluster the Bennets, who do most of
the talking. This actually causes the quote attri-
bution results to go up, as the alignment methods
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are imperfect. The naive system does not make the
mistake of over-clustering based on family name,
and so performs worse with this metric.

The poor results by Stanford and Reconcile on
the SMHC are largely caused by their tendency to
avoid clustering common nominal mentions with
proper nominal mentions. This means that while
the correct choice will be a chain containing a
proper nominal mention, the quote attribution sys-
tems using the candidates from Stanford and Rec-
oncile will have a number of candidate chains that
contain only common nominal mentions. As there
are no features that allow the quote attribution sys-
tems to distinguish these chains from any other
chains, they are not able to avoid choosing them.
While fixing this problem would be straightfor-
ward, it does illustrate that naive use of corefer-
ence systems can hurt performance.

8 Coreference Error Analysis

In order to understand some of the problems that
were occurring with the coreference systems, we
examined some of the main cases of errors. The
first problem we identify is that there are a large
number of chains with a single mention whose to-
ken is POS tagged as a pronoun. Reconcile had the
largest number of these with 13,938 (35% of the
extracted pronouns) on LIT and 5,501 (33% of the
pronouns) on P&P. This is consistent with the re-
sult in Kummerfeld and Klein (2013) which finds
a large number of missing mentions from Recon-
cile’s output. This problem is particularly acute
for quote attribution, as there are a large number
of quotes that are directly attributed to a pronoun.

Stanford does better on this problem, having
only 1,238 singleton pronouns on LIT and 361 on
P&P, of which only 154 and 43, are gendered.
Stanford deterministically assigns pronouns to the
closest compatible mention in the preceding three
sentences and it seems that this is a better way
of modelling pronoun discourse. This is in line
with Denis and Baldridge (2008)’s claim that the
resolution of the different mention types could be
more successfully handled with a series of clas-
sifiers. However, of these 1,238, 549 are forms
of ‘you’, which suggests that Stanford’s discourse
sieve needs to be extended to handle the complex-
ities of literature beyond newswire and the conver-
sational data in OntoNotes (Pradhan et al., 2011).

Another major source of errors that we see
when manually inspecting the data is conflation of

chains corresponding to characters which share a
family name, such as the ‘Miss Bennet’s’ and their
parents from P&P. To quantify this, we extract
all the honorifics within a chain and report cases
where a chain is assigned more than one honorific.
For Stanford 1.7% of the mentions in LIT and
10.0% of the mentions in P&P are in chains with
mixed honorifics, with the majority of the clashes
coming from chains including honorifics for both
genders. Reconcile makes a similar number of er-
rors with 1.9% of mentions in LIT and 9.9% of
mentions in P&P containing clashing honorifics.

9 Conclusions

In this work we addressed the problem of incon-
sistent candidate speakers within quote attribution
corpora. To achieve this we ran three corefer-
ence resolution systems over the four corpora, and
aligned the gold-standard speakers with chains
produced by the coreference systems. This al-
lowed us to more consistently compare the results
of three quote attribution methods across the cor-
pora, and additionally provided a more realistic
setting for evaluating those methods.

We were also able to use quote attribution as
an extrinsic evaluation of coreference resolution.
While the speaker alignment methods make it pos-
sible to cheat the task, the results are nonetheless
informative, and give an indication of how well
coreference resolution performs in the literature
domain, which has not been assessed with other
metrics due to a lack of annotated data.

Future work will include examining the effect
of quote extraction on these results, so that the
full pipeline effect can be measured. It will also
include investigation of features for quote attribu-
tion that utilise the information provided by coref-
erence systems. In particular, the number and type
of mentions within coreference chains clearly has
an impact on the likelihood of them representing
a speaker. Lastly, we suggest that coreference
systems could be improved by ensuring that hon-
orifics are consistent.
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Abstract

Clustering the results of a search can help
a multi-document summarizer present a
summary for evidence based medicine
(EBM). In this work, we introduce a clus-
tering technique that is based on multi-
objective (MOO) optimization. MOO is a
technique that shows promise in the areas
of machine learning and natural language
processing. In our approach we show
how MOO based semi-supervised cluster-
ing technique can be effectively used for
EBM.

1 Introduction

Evidence Based Medicine (EBM) urges the med-
ical doctor to incorporate the latest clinical evi-
dence available at point of care (Sackett et al.,
1996). However, the amount of published clinical
evidence is enormous. PubMed,1 for example, in-
dexes over 23 million citations, and the amount is
growing every day. There are systematic reviews
such as Cochrane’s reviews that distill and summa-
rize the information relevant to a particular topic,
but often the doctor needs to access the primary
literature, especially for cases that are rather in-
frequent and do not have systematic reviews ded-
icated to them, when dealing with particular seg-
ments of the population, or when the patient has si-
multaneous conditions (“comorbidity”). A search
to PubMed can easily return hundreds of results,
and finding specific information from that sea of
information is time-consuming.

To help the doctor’s need to find the evidence, it
has been proposed to cluster the search results ac-
cording to the different topics present in the clini-
cal answer (Shash and Mollá, 2013). The motiva-
tion for this is that answers to a clinical question
usually have several distinct parts, each of which

1http://www.ncbi.nlm.nih.gov/pubmed

Which treatments work best for hemorrhoids?

1. Excision is the most effective treatment for
thrombosed external hemorrhoids. [11289288]
[12972967] [15486746]

2. For prolapsed internal hemorrhoids, the best
definitive treatment is traditional hemorrhoidec-
tomy. [17054255] [17380367]

3. Of nonoperative techniques, rubber band ligation
produces the lowest rate of recurrence. [1442682]
[16252313] [16235372]

Figure 1: PubMed IDs of documents relevant to
the answer to a clinical question.

is backed by a distinct set of published evidence.
For example, as shown in Figure 1, the documents
that answer the clinical inquiry which treatments
work best for hemorrhoids? published in the Jour-
nal of Family Practice2 can be grouped into three
clusters, one for each suggested treatment (exci-
sion, hemorrhoidectomy, rubber band ligation).

We therefore propose to cluster all the docu-
ments relevant to a clinical query into clusters.
Given a collection of clinical questions, the doc-
uments of each question represent a separate clus-
tering task. In this paper, we present a method
that uses multi-objective optimization techniques
to cluster the results.

Section 2 gives a brief survey of clustering in
general and within EBM. Section 3 introduces the
general framework for the multi-objective opti-
mization techniques that we use. Section 4 de-
tails the particular approach that we use to inte-
grate multi-objective optimization techniques for
clustering. Section 5 presents and discuss the re-
sults, and section 6 concludes this paper.

2 Brief Survey of Clustering

Document clustering is an unsupervised machine
learning task that focuses on grouping similar doc-

2http://www.jfponline.com
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uments into clusters (Andrews and Fox, 2007). It
has been used in a wide range of tasks such as Web
search (Di Marco and Navigli, 2013), topic de-
tection and tracking (Rajaraman and Tan, 2001),
training data expansion for supervised classifica-
tion (Karystinos and Pados, 2000), and multi-
document summarization (Wang et al., 2008).

Document clustering has also been used within
the domain of EBM. For example, Pratt and Fa-
gan (2000) clustered search results corresponding
to a user query. Lin and Demner-Fushman (2007)
grouped MEDLINE citations into clusters based
on interventions extracted from the document ab-
stracts. Lin et al. (2007) used K-Means clustering
to group PubMed query results. And Shash and
Mollá (2013) used K-Means clustering to recover
the original clusters used to determine the refer-
ences relevant to clinical queries.

3 Formulation of Clustering as a
Multi-objective Optimization Problem

Most of the existing clustering techniques are
based on a single criterion which reflects a single
measure of goodness of a partitioning. However,
a single cluster quality measure is seldom equally
applicable for different kinds of data sets with dif-
ferent characteristics. Hence, it may become nec-
essary to simultaneously optimize several cluster
quality measures that can capture different data
characteristics. In order to achieve this, the prob-
lem of clustering a data set has been posed as
one of multiobjective optimization (MOO) (Deb,
2001) in literature. Therefore, the application
of sophisticated metaheuristic multiobjective op-
timization techniques seems appropriate and natu-
ral.

Determining the appropriate number of clusters
from a given data set is an important consideration
in clustering. For this purpose, and also to vali-
date the obtained partitioning, several cluster va-
lidity indices have been proposed in the literature.
The measure of validity of the clusters should be
such that it will be able to impose an ordering of
the clusters in terms of their goodness. In the lit-
erature there exists many cluster validity indices,
that can be grouped mainly in two types: external
and internal. In external validity indices, the true
partitioning information (provided by user) is uti-
lized while validating a particular partition. But
in unsupervised classification, it is often difficult
to generate such information. Because of this rea-

son, external validity indices are rarely used to val-
idate partitionings. Some common examples of
such indices include Minkowski scores (Jiang et
al., 2004) and F-measures (Saha and Bandyopad-
hyay, 2013). Internal validity indices rely on the
intrinsic structure of the data. Most of the inter-
nal validity indices quantify how good a particu-
lar partitioning is in terms of the compactness and
separation between clusters:

Compactness: This type of indices measures the
proximity among the various elements of the
cluster. One of the commonly used measures
for compactness is the variance.

Separability: This particular type of indices is
used in order to differentiate between two
clusters. Distance between two cluster cen-
troids is a commonly used measure of sep-
arability. This measure is easy to compute
and can detect hyperspherical-shaped clus-
ters well.

Some well-known internal cluster validity in-
dices are the BIC-index (Raftery, 1986), CH-
index (Caliński and Harabasz, 1974), Silhouette-
index (Rousseeuw, 1987), DB-index (Davies and
Bouldin, 1979), Dunn-index (Dunn, 1973), XB-
index (Xie and Beni, 1991), PS-index (Chou et
al., 2002), and I-index (Maulik and Bandyopad-
hyay, 2002). Maulik and Bandyopadhyay (2002)
show the effectiveness of I-index and XB-index
compared to the other indices in determining the
appropriate number of clusters from the data sets.
Being guided by these observations we use these
two cluster validity indices as the two objective
functions in our proposed multiobjective cluster-
ing technique. However it is to be noted that the
proposed algorithm is very general, and can be ap-
plicable with any sets of cluster validity indices.
These objectives are not conflicting to each other,
and their (I-index and XB-index) goals are to min-
imize cluster compactness and maximize cluster
separation. But while XB-index maximizes mini-
mum distance between any two cluster centroids,
I-index maximizes maximum distance between
any two cluster centroids. This difference helps
them to determine different sets of clusters from a
data set.
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3.1 I-Index
The I-index (Maulik and Bandyopadhyay, 2002)
is defined in the following equation:

I(K) = (
1

K
× E1
EK
×DK)p (1)

where K is the number of clusters. Here

EK =
K∑
k=1

nk∑
j=1

de(ck, x
k
j ) (2)

and
DK =

K
max
i,j=1

de(ci, cj) (3)

where cj denotes the centroid of the jth cluster and
xkj denotes the jth point of the kth cluster. The
number nk is the total number of points present
in the kth cluster. The value of K for which I-
index takes its maximum value is considered as
the appropriate number of clusters.

The index I is a composition of three factors,
namely 1

K , E1EK and DK . The first factor attempts
to reduce index I as the value of K is increased.
The second factor is the ratio of E1 and EK. While
the former remains constant for a given data set,
the later decreases with increase in K. Hence, be-
cause of this term, index I gradually increases as
EK decreases. This, in turn, denotes that forma-
tion of more numbers of compact clusters would
be encouraged. Finally, the third factor, DK , mea-
sures the maximum separation between two clus-
ters over all possible pairs of clusters. This in-
creases proportionally with the value of K. How-
ever, the ultimate value of this factor can exceed
the maximum separation between two points in the
data set. Thus, the three factors are found to com-
pete with and balance each other critically. The
power p is used to control the contrast between the
different cluster configurations. In this paper, we
set the value of p to 2.

3.2 XB-Index
The second objective function used in the clus-
tering algorithm is the XB-index. This is one of
the widely used internal cluster validity indices
in the literature. In 1991, Xie and Beni (1991)
developed this cluster validity index (XB-index)
which is again based on two properties: compact-
ness and separation. As per the definitions the
numerator quantifies the compactness of the par-
titioning while the denominator quantifies the sep-
aration between clusters. Separation is measured

based on the Euclidean distance between the clus-
ter centroids. In principle, in order to attain a
good partitioning, the compactness value should
be minimum and the separation should be max-
imum. Therefore, in order to obtain a desirable
partitioning, the value of XB-index should be min-
imized after varying the number of clusters in the
range, k = 1, . . . ,Kmax. Let K cluster cen-
troids be represented by ci where 1 ≤ i ≤ K
and [uij ]K×n denote the membership matrix for
the data. Then the XB-index is defined by the fol-
lowing equation:

XB(K) =

∑K
i=1

∑n
j=1 u

2
ij‖xj − ci‖2

n(mini 6=k ‖ci − ck‖2)
(4)

Thus the two objective functions used for cluster-
ing are f1 = I and f2 = 1

XB . The clustering algo-
rithm will attempt to maximize these two indices.

3.3 Multi-Objective Optimization

Multi-objective optimization can be formally
stated as follows: find the vector x∗ =
[x∗1, x

∗
2, . . . , x

∗
n]T of decision variables that simul-

taneously optimize M objective values

{f1(x), f2(x), . . . , fM (x)}

while satisfying user-defined constraints, if any.
An important concept in MOO is that of dom-

ination. Within the context of a maximization
problem, a solution xi is said to dominate xj if
∀k ∈ 1, 2, . . . ,M, fk(xi) ≥ fk(xj) and ∃k ∈
1, 2, . . . ,M, such that fk(xi) > fk(xj). Among
a set of solutions P , the nondominated set of so-
lutions P

′
are those that are not dominated by any

member of the set P . The nondominated set of the
entire search space S is called the globally Pareto-
optimal set or Pareto front. In general, a MOO
algorithm outputs a set of solutions not dominated
by any solution encountered by it.

These notions can be illustrated by considering
an optimization problem with two objective func-
tions — say, f1 and f2 — with five different solu-
tions, as shown in Figure 2. In this example, solu-
tions 3 and 5 dominate all the other three solutions
1, 2 and 4; solutions 3 and 5 are non-dominating to
each other, because whereas 5 is better than 3 with
respect to f1, 3 is better than 5 with respect to f2.
Therefore, the Pareto front is made of solutions 3
and 5.
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f1(maximize)

f2(minimize)

2

1

4

3

5

Figure 2: Example of dominance and Pareto opti-
mal front.

4 Proposed Method of Multi-Objective
Clustering

This section describes the multi-objective cluster-
ing technique, AMOSA-clus, in detail. This tech-
nique uses AMOSA (Bandyopadhyay et al., 2008)
as the underlying optimization strategy. A short
description of AMOSA is also provided in this
section.

4.1 String Representation and Population
Initialization

In AMOSA-clus clustering, centroid-based real-
encoding is used. Here each member of the
archive is encoded as a string that represents the
coordinates of the centroids of the partitions. Each
string has a different length. Let us assume string i
represents the centroids of Ki clusters and the di-
mension of the data space is d, then the string has
length li where li = d ∗ Ki. For example, in the
case of two-dimensional space, the string

< 12.3 1.4 22.1 0.01 0.0 15.3 10.2 7.5 >

represents four cluster centroids:

(12.3, 1.4), (22.1, 0.01), (0.0, 15.3), (10.2, 7.5)

An important point of string encoding is that
each centroid is regarded to be indivisible. This
means at the time of mutation if we will insert a
new centroid all the dimensional values have to be
inserted and if we want to delete a centroid all the
dimensional values have to be deleted. The num-
ber of centroids,Ki, encoded in a string i is chosen
randomly between two limits Kmin and Kmax.
The value is determined using the following equa-
tion:

Ki = (rand()mod(Kmax − 1)) + 2 (5)

Here, rand() is a function returning a random in-
teger number, and Kmax is the upper-limit of the
number of clusters. The minimum number of clus-
ters is assumed to be 2. The number of whole
clusters present in a particular string of archive
can therefore vary in the range of two to Kmax.
The Ki cluster centroids represented in a string
are some randomly selected distinct points from
the data set.

4.2 Assignment of Points to Different
Clusters and Objective Function
Computations

The computation of the objective functions is done
in two steps. The first step concerns with the as-
signment of n points (where n is the total num-
ber of points in the data set) to different clusters.
In the second step, we compute our two cluster
validity indices, XB-index (Xie and Beni, 1991)
and I-index (Maulik and Bandyopadhyay, 2002),
and use them as two objective functions of the
string. Thereafter we simultaneously optimize the
two objective functions using the search capability
of AMOSA.

4.2.1 Assignment of Points to Different
Clusters

In AMOSA-clus, the assignment of points to dif-
ferent clusters is done based on the minimum dis-
tance based criterion in a similar way as is done in
an iteration of the K-means clustering algorithm.
In particular, any point j is assigned to a cluster
k whose centroid has the minimum distance to j.
That is:

k = argmini=1,...Kd(xj , ci) (6)

K denotes the total number of clusters, xj is the
jth data point, ci is the centroid of the ith cluster
and d(xj , ci) denotes some distance measure be-
tween the data point xj and cluster centroid ci.

After assigning all the points to different clus-
ters, the cluster centroids represented in a particu-
lar string of the archive are updated by the average
of the points which are in a single cluster:

ci =

∑ni
j=1(x

i
j)

ni
, 1 ≤ i ≤ K (7)

Where ni is the number of points in cluster i and
xij is the jth point of the ith cluster.
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4.3 Search Operators

As mentioned earlier the proposed clustering tech-
nique uses a multiobjective simulated annealing
based technique as the underlying optimization
technique. As a simulated annealing step, we need
to introduce mutation operations. We introduce
three:

Mutation 1: In this mutation each cluster cen-
troid is changed by some small amount. The
Laplacian distribution is used in order to
generate some completely random numbers.
Here each cluster centroid represented in a
string is modified with a random variable
which is drawn using a Laplacian distribu-
tion,

p(ε) ∝ e−
|ε−µ|
δ

The magnitude of perturbation is measured
using the scaling factor δ and µ is the old
value at the position which is to be mutated.
The scaling factor δ is generally set equal to
1.0. By using the Laplacian distribution a
value near the old value is generated and the
old value is replaced with the newly gener-
ated value. This is applied individually to all
the dimensions of a particular centroid if it is
selected for mutation.

Mutation 2: This mutation operation is used to
reduce the size of the string. A cluster cen-
troid is generated at random and selected to
be deleted from the string. This is done to
decrease the number of cluster centroids en-
coded in the string by 1. Cluster centroids are
considered to be indivisible. This means as a
result of deleting a particular cluster centroid,
all the dimensional values are removed.

Mutation 3: This mutation is for incrementing
the number of clusters by 1. One new cen-
troid is inserted in the string, and so the num-
ber of cluster centroids encoded in the string
is incremented by 1. As the cluster centroids
are indivisible, all the dimensional values of
the centroid, selected randomly, are inserted
into the string.

For example, let the string
< 3.5 1.5 2.1 4.9 1.6 1.2 > represent three
cluster centroids in a 2-d plane (3.5, 1.5),
(2.1, 4.9), and (1.6, 1.2).

1. For mutation type 1, let position 2 be selected
randomly. Then, each dimension of (2.1, 4.9)
will be changed by some values generated us-
ing the Laplacian distribution.

2. If mutation type 2 is selected, a centroid will
be removed from the string. Let centroid 3
be selected for deletion. Then, after deletion,
the string will look like< 3.5 1.5 2.1 4.9 >.

3. In case of third mutation, a new centroid will
be added to the string. Let the randomly cho-
sen point from the data set to be added to the
string be (9.7, 2.5). After inclusion of this
centroid, the string looks like
< 3.5 1.5 2.1 4.9 1.6 1.2 9.7 2.5 >.

In order to generate a new string any one of the
above-mentioned mutation types is applied to each
string. We have associated equal probability with
each of these mutation operations. Thus in 33%
cases mutation 1, in 33% cases mutation 2 and in
33% cases mutation 3 take place.

4.4 Selecting a Single Solution from the
Pareto Optimal Front

Any multi-objective optimization technique pro-
duces a set of non-dominated solutions on its final
Pareto optimal front (Deb, 2001). Each of these
non-dominated solutions corresponds to a com-
plete assignment of clusters to the data set. In the
absence of additional information, any of those so-
lutions can be selected as the optimal solution. But
sometimes the user can have labelled information
for some portions of the dataset. In this section
we describe a process of semi-supervised cluster-
ing where, for every question, a portion of the
documents are already clustered. This could hap-
pen, for example, when someone wants to update
some known evidence with further evidence gath-
ered via a document search process. The known
information can be used to select one of the non-
dominated solutions from the final Pareto front.

In our experiments, we use cluster entropy to
determine the best solution from the Pareto front.
Cluster entropy is calculated based on the cluster
precision, that is the ratio of elements retrieved
from a particular source cluster. Thus, to com-
pute the entropy of cluster i, we first determine
how many data points from each source cluster j
appear in cluster i, relative to the size of cluster i:

pij =
mi,j

mi
(8)
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Then the entropy of cluster i is:

Entropy(i) = −
∑
j

pi,j × log2pi,j (9)

The entropy measure of the clusters generated for
a particular data set is the weighted sum of the en-
tropies of all clusters for that data set. Here the
weight is the ratio of the cluster size relative to the
total number of data points present in the data set.

For every non-dominated solution, the entropy
values of the training set are computed, and the
solution with lowest (best) entropy is selected. For
the results presented in this paper we have chosen
a training set of 10% of the total data points.

Let us take an example. Suppose that we have
four questions, each one with five documents. The
set of documents is:

S =
{{a, b, c, d, e}, {f, g, h, i, j},
{k, l,m, n, o}, {p, q, r, s, t}}

We apply the AMOSA-clus clustering technique on
these four questions separately. For the sake of
this example, for each question we select one doc-
ument as the training set. Let us assume there is
a total of N solutions on the final Pareto front.
Based on each of these N solutions, we assign a
class label to this training document. Now the en-
tropy value is computed for this one document for
each solution. The solution with minimum entropy
value is selected as the optimal solution. Now the
centers encoded in this solution are used to as-
sign class labels to the remaining four documents.
Next AMOSA-clus is applied on the second ques-
tion and the same procedure is repeated to calcu-
late the overall entropy for the second question. In
this way the AMOSA-clus clustering technique is
applied for all the questions and the same proce-
dures are repeated to compute the final results.

4.5 The SA Based MOO Algorithm: AMOSA

Archived multi-objective simulated annealing
(AMOSA) (Bandyopadhyay et al., 2008) is an ef-
ficient MOO version of the simulated annealing
(SA) algorithm. Simulated annealing is a search
technique for solving difficult optimization prob-
lems, which is based on the principles of statisti-
cal mechanics (Kirkpatrick et al., 1983). Although
the single objective version of SA has been quite
popular, its utility in the multi-objective case was
limited because of its search-from-a-point nature.
Recently Bandyopadhyay et al. (2008) developed

an efficient multi-objective version of SA called
AMOSA that overcomes this limitation.

The AMOSA algorithm incorporates the con-
cept of an archive where the non-dominated so-
lutions seen so far are stored. Two limits are kept
on the size of the archive: a hard or strict limit
denoted by HL, and a soft limit denoted by SL.
Given γ > 1, the algorithm begins with the initial-
ization of a number (γ × SL) of solutions each of
which represents a state in the search space. The
multiple objective functions are computed. Each
solution is refined by using simple hill-climbing
and domination relation for a number of itera-
tions. Thereafter the non-dominated solutions are
stored in the archive until the size of the archive
increases to SL. If the size of the archive exceeds
HL, a single-linkage clustering scheme is used to
reduce the size to HL. Then, one of the points
is randomly selected from the archive. This is
taken as the current-pt, or the initial solution, at
temperature T = Tmax. The current-pt is per-
turbed/mutated to generate a new solution named
new-pt, and its objective functions are computed.
The domination status of the new-pt is checked
with respect to the current-pt and the solutions in
the archive. A new quantity called amount of dom-
ination, ∆dom(a, b) between two solutions a and
b is defined as follows:

∆dom(a, b) =
M∏

i=1,fi(a)6=fi(b)

fi(a)− fi(b)
Ri

(10)

where fi(a) and fi(b) are the ith objective val-
ues of the two solutions, Ri is the corresponding
range of the objective function and M is the num-
ber of objective functions. Based on domination
status different cases may arise viz., accept the (i)
new-pt, (ii) current-pt, or, (iii) a solution from the
archive. Again, in case of overflow of the archive,
clustering is used to reduce its size to HL. The
process is repeated iter times for each temperature
that is annealed with a cooling rate of α(< 1) till
the minimum temperature Tmin is attained. The
process thereafter stops, and the archive contains
the final non-dominated solutions.

In order to reduce the temperature, we have
used geometric cooling: Tk+1 = α × Tk where
α is the cooling rate. We have used α = 0.9 in the
current paper. We use AMOSA as the underlying
MOO technique in this work because of its im-
proved performance over some other well-known
MOO algorithms especially for three or more ob-
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jectives (Bandyopadhyay et al., 2008).

5 Results

Below we present the results based on a random
partition of 276 clinical questions from the cor-
pus by Mollá and Santiago-Martı́nez (2011). Each
question has an average of 5.89 documents. The
corpus is based on the material from the Clinical
Inquiries section of the Journal of Family Practice.
The data set has information about the question,
the answer, and the documents that are relevant to
each part of the answer, as illustrated in the exam-
ple of Figure 1. The documents of each of the an-
swer parts determines a cluster. The AMOSA-clus
clustering technique is therefore applied on each
question individually. The average entropy value
of all the questions is then calculated. The param-
eters of the AMOSA-clus clustering technique are
as follows: SL=100 HL=50, iter=50, Tmax=100,
Tmin=0.0001 and cooling rate α = 0.9.

Table 1 compares the entropy results for cluster-
ing using AMOSA-clus with a fixed and variable
number of clusters. We experimented with two
cluster measures of document distance: Euclidean
distance, and cosine distance. The cosine distance
is computed as 1-cosine similarity. Strictly speak-
ing this is not a distance metric but it is included to
compare with the results presented by Shash and
Mollá (2013), who reported optimal results by us-
ing K-means with this use of the cosine distance,
and which we also include in the table as the base-
line.3 We include the Euclidean distance since this
is the standard metric used for K-means clustering
and is also reported by Shash and Mollá (2013).
All the results reported in the table, included the
K-means baseline, are based on the same parti-
tion of 276 questions from the corpus developed
by Mollá and Santiago-Martı́nez (2011).

Each document is represented as a vector of
tf.idf values based on stemmed and lowercased
words, with stop words removed.

5.1 Finding the Number of Clusters

The training set includes information about the ac-
tual number of clusters. We have used this infor-
mation to test AMOSA-clus’ ability to determine
the optimal number of clusters, by implementing
two variants: AMOSA-clus1 performs clustering
by fixing the number of clusters to the number pro-

3Our baseline is a replication of the original paper’s ex-
periment and the results are different.

Table 2: Measure of the error of number of clusters
of AMOSA-clus2 and a number of popular meth-
ods.

Method Error

AMOSA-clus2 Cosine 1.90
AMOSA-clus2 Euclidean 1.91
k = 1 3.91
k = 2 2.14
k = 3 2.38
k = 4 4.61
Rule of Thumb 2.56
Cover 1.98

vided by the corpus, whereas AMOSA-clus2 auto-
matically determines the optimal number of clus-
ters.

AMOSA-clus2 is executed on each question by
varying the number of clusters in a range between
2 and

√
n where n is the number of documents per

question, and using the above mentioned indices
I-index and XB-index to determine the best solu-
tion. The average number of clusters identified by
this procedure for each question is 2.51 and 2.34,
respectively, with cosine and Euclidean distance
measurements. The average number of clusters in
the actual annotated set is 2.38. Since entropy is
based on cluster precision, a larger number of clus-
ters will naturally lead to a better value of entropy,
reaching a perfect zero when there are as many
clusters as documents. Consequently, we can only
rely on the Euclidean metric (with average 2.34
clusters) to assess the efficacy of the automatic se-
lection of number of clusters. We observe that
the results of AMOSA-clus2 using the Euclidean
metric is slightly better than AMOSA-clus1, which
gives some evidence that the proposed AMOSA-
clus2 technique to determine the number of clus-
ters is promising.

Next we have compared the generated number
of clusters with the known number of clusters us-
ing the mean of the squares of the errors:

error =

∑
i(targeti − predictedi)2

# of questions
(11)

Table 2 compares the error in the generation of
numbers of clusters between AMOSA-clus2 and
a set of heuristics widely used in the literature:
fixed number of clusters (k = 1, 2, 3, 4), the Rule
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Table 1: Average Entropy values obtained by two variants of AMOSA-clus and a baseline K-means clus-
tering technique for whole XML files; here AMOSA-clus1: AMOSA-clus with fixed number of clusters,
AMOSA-clus2: AMOSA-clus with variable number of clusters, K-means: K-means with fixed number of
clusters; best: entropy value of the solutions selected by the procedure described in Section 4.4; average:
average entropy of all the solutions present on the final Pareto front.

Distance
Measure

AMOSA-clus1 AMOSA-clus2 K-means
(baseline)best average best average

Euclidean 0.190 0.249 0.177 0.235 0.240
Cosine 0.187 0.231 0.177 0.230 0.237

of Thumb (k =
√
n/2) (Mardia et al., 1979),

and the cover method (Can and Esen A. Ozkara-
han, 1990). We observe that the error of AMOSA-
clus2 is lowest in both distance measures, cosine
and Euclidean. We conducted a Wilcoxon signed-
rank test and observed that the differences in the
squared errors between the AMOSA-clus2 variants
and the cover method are statistically significant.

5.2 Semi-supervised Setting

Each AMOSA-clus1 and AMOSA-clus2 has been
run both in a semi-supervised setting and a fully
unsupervised setting. In the semi-supervised set-
ting, the information of 10% of the documents rel-
evant to a question is used to select the best non-
domimant solution from the Pareto front as de-
scribed in Section 4.4. The entropy reported in
the best column of Table 1 indicates the entropy
values after disregarding the 10% documents used
to select the solution. In the unsupervised set-
ting, we report the average of all solutions of the
Pareto front and is presented in the average col-
umn. We observe that the semi-supervised ap-
proach produces a better (lower) entropy, and a
Wilcoxon signed-rank test reveals that the differ-
ence with respect to the baseline K-means cluster-
ing method is statistically significant. The results
of the unsupervised setting also have a statistically
significant difference with the baseline, though we
can observe that the difference is much lesser and
in one case it is worse.

6 Conclusions

We have presented a novel approach for cluster-
ing documents that is based on the use of multi-
objective optimization (MOO), for the task of
splitting the documents relevant to the answer of a
clinical question into each of the answer parts. The

MOO approach is based on a variant of Archived
Multi-Objective Simulated Annealing (AMOSA)
that we call AMOSA-clus, which uses cluster-
based evaluation indices as the objectives to opti-
mize. Even though the results do not show an im-
provement over a baseline of K-means reported in
the literature, a semi-supervised variant shows an
improvement over the baseline. Our experiments
show the effectiveness of the use of MOO tech-
niques for this clustering task in particular. Given
the generality of the approach proposed, it is rea-
sonably to conclude that these MOO techniques
would be useful in a general clustering setting.

We have experimented with a variant that uses
the known cluster numbers, and another variant
that automatically determines the optimal number
of clusters. The good results of the option with
automatic number of clusters show the promising
potential of this approach.

The improvement of results by using MOO
techniques are highly encouraging. Further work
can be done in several fronts. First of all, further
experiments are required to improve the efficacy
of the automatic selection of the number of clus-
ters. Also, it is desirable to test whether AMOSA-
clus improves the results in other clustering appli-
cations such as the ones briefly mentioned in Sec-
tion 2. In our experiments we used the I and XB
indices as the objective functions to optimise due
to their general popularity. It would be interesting
to test the use of other combinations of cluster va-
lidity indices, or even to build a MOO system that
uses a larger selection of them.

Within the area of multi-document summariza-
tion, further work will focus on the determination
of techniques of extraction or generation of topic
labels that could be used for the generation of the
final summaries.

60



References
Nicholas O. Andrews and Edward A. Fox. 2007. Re-

cent Developments in Document Clustering. Tech-
nical report, Virginia Tech.

Sanghamitra Bandyopadhyay, Sriparna Saha, Ujjwal
Maulik, and Kalyanmoy Deb. 2008. A simulated
annealing based multi-objective optimization algo-
rithm: AMOSA. IEEE Transactions on Evolution-
ary Computation, 12(3):269–283.
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Abstract

Relating one’s research to the vast body of
scientific knowledge is a difficult task; the
sheer volume of literature makes it diffi-
cult to keep up-to-date with scientific de-
velopments. Particularly when research is
on-going, keeping track of related work
is especially important to avoid an unin-
tended duplication of effort. We outline a
novel approach to this problem that uses
the text in an Electronic Laboratory Note-
book (ELN) as a representation of an ex-
perimental context in the field of Chem-
istry. The contribution of this work is to
situate the literature recommendation task
within the context of the user’s experi-
mental information needs. We find that
our approach to transform the ELN text
into queries for use with PubMed is able
to recover a subset of user bibliographies.
We find that alternative methods for query
generation that capture both scientific ter-
minology and salient terms in the ELN
complement each other.

1 Introduction

Identifying the relationship between one’s re-
search and the ever growing body of scientific
knowledge is a time-consuming and laborious
task. The sheer volume of existing literature
makes it difficult to stay up-to-date with new sci-
entific developments. Furthermore, this task is
continual: this relationship must be revisited peri-
odically so that one can avoid unintended overlaps
with work published in parallel.

To help keep up with advances by our scien-
tific peers, we can use a number of tools to pro-
vide continual exposure to newly published work.
These can range from collaborative bibliography
tools with a social network component, for exam-

ple, the Mendeley application1. However, such
tools do not have a mechanism to capture the in-
formation needs of a researcher that might change
on a daily or weekly basis due to the outcomes of
experiments.

In this work, we recognise the increasing use
of Electronic Laboratory Notebooks (ELNs) in our
research environments to capture a representation
of research as it progresses. As part of the project
described in this paper, we introduce the novel use
of the text in the ELNs as a representation of the
user’s context—specifically, their current experi-
mental context—that provides insights on their in-
formation needs. Our aim is to devise a system
to transform this context into queries for a scien-
tific literature search engine, and then suggest ref-
erences that may be relevant.

This paper describes the initial exploration in
generating queries from the on-going experimen-
tal context as represented in ELNs. In this work in
progress, we investigate the effectiveness of differ-
ent types of information extracted from ELN con-
tent for the purposes of suggesting relevant litera-
ture.

The ability to suggest references in the context
of reading an ELN entry is potentially useful in
many contexts. Indeed, in our user study, we noted
that users often mentioned the need to identify rel-
evant literature based on content from the ELN
entry. For example, a doctoral student may have
identified closely related work to scope the thesis,
but may nevertheless want to monitor the litera-
ture to ensure that the scoping remains novel. Us-
ing our approach, as she writes up her daily work
in the ELN, our system would look for and sug-
gest related work to read, reducing the risk that re-
cently published work that is closely related goes
by unnoticed.

We conducted our studies with the LabTrove

1http://www.mendeley.com/
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Figure 1: A LabTrove blog entry by Cameron
Neylon during his affiliation with the University of
Southampton. (Reproduced with permission from
Cameron Neylon.)

tool2 (Milsted et al., 2013), an ELN based on open
source webblog software. LabTrove, designed
by the University of Southampton, has been de-
signed with Chemistry researchers in mind, allow-
ing them to post daily updates about their research
outcomes. Although we focus on chemistry ELN
entries in this work, LabTrove is potentially more
widely usable by other researchers in the exper-
imental sciences. A screenshot of the LabTrove
interface is presented in Figure 1.

Ideally, we would conduct user studies to eval-
uate the effectiveness of the suggested references
for a knowledge discovery task; however, the time
required for such a study makes this approach pro-
hibitive for exploratory research. In lieu of such
studies, we describe the extent to which generated
queries can reconstruct the bibliographies of users,
a slightly different scenario to knowledge discov-
ery. An instance of the LabTrove ELN was in use
at the chemistry department in the University of
New South Wales. Users of LabTrove at the uni-
versity that were interested in collaborating with
us were identified by the university library which
helps to host the ELN. The users provided access
to their LabTrove entries and their research bibli-

2http://www.labtrove.org/

Figure 2: Automatically detected chemical entities
and suggested PubMed references are shown after
the main blog entry.

ographies.
This study is based on the blogs and bibliogra-

phies of three users. Finding additional data was
difficult given our recruiting constraints. Never-
theless, we are able to report on preliminary find-
ings that indicate the extent to which the different
query generation methods are able to reconstruct
the gold standard bibliographic information. This
provides insights as to the strengths and weak-
nesses of the different approaches to query gen-
eration when used for this scenario. We find that
alternative methods that capture both scientific ter-
minology and salient terms in the ELN comple-
ment each other.

In the remainder of this report, we present an
overview of the system in Section 2. We describe
the data used in this study in Section 3. The al-
gorithms for generating queries from ELN content
are described in Section 4. We present our evalua-
tion of different query generation methods in Sec-
tion 5. We discuss the results obtained and outline
future work in Section 6. Section 7 describes re-
lated work in suggesting scientific literature and
evaluating these query generation methods. We
finish with concluding remarks in Section 8.

2 A System Description

We have deployed a version of LabTrove with our
code to provide extra linked data at the univer-
sity for the participants who have volunteered to
trial. To provide links to relevant scientific litera-
ture from the ELN entries, we instrumented Lab-
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Trove such that, as an ELN user reads a blog entry
(that he or she is entitled to read), a list of auto-
matically detected chemical entities are presented
following the main text entry. These entities are
detected using the OSCAR tool for Named En-
tity Recognition in chemistry literature (version 4
(Jessop et al., 2011)). For a description of earlier
OSCAR versions, see Corbett and Murray-Rust
(2006) and Corbett et al. (2007)).3

In this deployed version, to automatically sug-
gest scientific literature, we use the chemical
named entities as queries which are sent to the
PubMed Entrez Application Programming Inter-
face (API). This API provides references from the
PubMed repository of scientific literature, bibli-
graphic details and abstracts for references match-
ing the query.

We modified the blog display page to provide
extra linked data. A screenshot of the CSIRO plu-
gin is presented in Figure 2. Within the interface,
the user can decide whether or not to view extra
linked data that we have associated with the blog
text (clearly indicating, for legal reasons, that this
is added data, kept separate to the author’s original
entry).

The linked data includes relevant chemical
properties which are obtained by sending the
chemical named entities as queries to the Chem-
Spider4 web services maintained by the Royal
Chemistry Society. Our plugin for LabTrove also
suggests scientific publications retrieved from the
PubMed API to help show what existing litera-
ture may be relevant to blog content. The user
can request suggested references triggering the on-
demand retrieval of search results from PubMed.
These are presented alongside the list of detected
chemical entities. Any user clickthrough data is
stored in a log to allow for automatic tuning of the
algorithms.5

3 The LabTrove Users and their Data

We used the blog posts of 3 users who provided
matching bibliographies for their blogs, refered to
hereafter as L, R and D.6 An overview of the de-
scriptive statistics of the users’ ELN blogs is pre-

3The OSCAR tools is run every night to process new ELN
entries.

4www.chemspider.com
5This is a feature to be explored in future work.
6A fourth user, W, also provided a bibliography. How-

ever, the bibliography was relatively small and did not have a
substantial overlap with PubMed references.

sented in Table 1. The users belong to the same
research group and share the same research super-
visor. The supervisor is known to be a strong ad-
vocate for the use of ELNs, and the group uses the
ELN on a regular basis within their research meet-
ings.

user num of posts
L 571
R 148
D 1078

Table 1: Number of posts for our three users.

In our user study, we found that the main use of
the ELN was to record and archive daily experi-
mental data. The ELN is also used, however, for a
number of other research tasks, such as:

1. Experimentation in using the ELN itself;

2. Archiving supporting research documents
like reference files;

3. Archiving draft publication files; and

4. Record iterations of thesis structure and argu-
ment.

As such, the text collection are a heterogeneous
collection. In this preliminary investigation, we
assume that each blog (containing a series of en-
tries) is about a single research goal and that the
user has a single bibliographic file against which
we can compare suggested references. However,
in reality, not all of the blog entries are related to
an overarching research goal that might subsume
a series of experiments. Indeed, a blog may span
multiple research goals, each deserving a separate
set of bibliographic recommendations.

4 Query Generation

In our system design, the suggestion of references
from ELN blog entries would ideally perform the
following broad steps:

1. Represent the user’s experimental context as
a query;

2. Retrieve scientific publications to suggest
(for this user context);

3. Filter candidate suggestions; and

4. Present the suggestions to the user.
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To simplify our investigation of suggesting ref-
erences, in this work, we consider steps 1, 2 and
4 of the problem. We do not include any filters
(step 3) to vet the suggestions against a list of ref-
erences representing the user’s prior reading his-
tory. Although such a filter would undoubtedly be
useful (we return to this point in Section 6), our
focus here is in characterising the transformation
process from ELN content to query formulation.

For this investigation, we used four approaches
for creating queries from the ELN content, specif-
ically:

1. Chemical entities in a single ELN post;

2. The title of a single ELN post;

3. Salient terms from a single post; and

4. Overlapping terms from adjacent posts.

The first method has been deployed for the par-
ticipants to trial. In this paper, however, we inves-
tigate the pros and cons of all methods.

Each method provides an ordered list of candi-
date query terms. However, the complete set of
candidate query terms may be too restrictive to re-
trieve results. To determine the final set of query
terms resulting from each of the four approaches,
we use a filtering method for query terms which
we refer to here as iterative back-off. This filter
identifies the largest query set that retrieves results
from PubMed. Essentially, the approach, outlined
in Algorithm 1, continually drops the least ranked
candidate until a non-null set is returned by the
PubMed API. In this way, results are as specific as
possible.

Data: Set of unique words, W
Result: Set of query words, Q where Q ⊂W

Initialisation;
Q←W;

Results← pubmed(Q);
while Results is empty do

WeakItem← minq(score(q) : for q in Q);
Q← Q \WeakItem;
Results← pubmed(Q);

end
return Q;

Algorithm 1: The algorithm for iteratively
trying queries until a non-null result is ob-
tained from PubMed.

As a parameter, this filter requires a scoring
function, score(q), defined for each set of candi-

date terms. This function is used for sorting pur-
poses. In the remainder of this section, we de-
scribe the four methods and the relevant scoring
functions.

4.1 Chemical Entities in a Single ELN Post

Intuitively, chemical knowledge related to the
user’s current work may be useful in the query
generation process. A starting point for this is to
identify which words and phrases are in fact part
of chemistry terminology and then to use these as
queries. For each post in an ELN blog, the OS-
CAR tool provides a list of chemical entities ref-
erenced in the text.

Each of these entities has an associated confi-
dence score from OSCAR. For the iterative back-
off, we use this confidence score to sort the list of
query candidates (based on chemical entities) in
reverse order.

4.2 The Title of a Single ELN Post

As an alternative to using chemical terms as in-
dicators of the experimental focus of a blog post,
we can also use the words from the title. Title
words are generally chosen to reflect the focus of
the blog. Indeed this heuristic is used in text sum-
marisation approaches to suggest keywords (Ed-
mundson, 1969).

For each post, we retrieve the title, identify the
words, and remove stopwords.7 We use the rela-
tive placement within the title as a scoring mecha-
nism for the iterative back-off method.

4.3 Salient Terms from a Single Post

To rank unique words (except for stopwords)
based on their salience in the text we use one of
two standard weighting methods: (1) Term Fre-
quency (TF), or (2) Term Frequency with an In-
verse Document Frequency factor (TF.IDF) (for
an overview of Information Retrieval methods
including TF and TF.IDF, see Manning et al.
(2008).)

A priori, it is unclear as to which weighting
method will be best, and so we test both variants
in this work. The words with a high TF can be in-
terpreted as an indicator of the content of the doc-
ument. However, some words like “water” may
occur often in the user’s ELN blog. This could

7In the remaining methods, we define words as space de-
limited tokens with all non-alphanumeric characters replaced
by space.
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signify that it is a less important reactant in the ex-
periment since it is a common substance used in
all the user’s experiments. This may be captured
by the TF.IDF weighting.

Given a particular weighting scheme, to find the
candidate list of query terms, we obtain a reverse
sort of the unique words in the text (after removing
stopwords) and then apply the iterative back-off
approach to obtain a query set.

4.4 Overlapping Terms from Adjacent Posts

In this method, we try to make use of more con-
text to find suggested literature. The intuition is
that additional contextual information, for exam-
ple the wider research goal of the user, will help
provide better query terms. For example, in some
ELN blogs, results for control conditions might be
written up in a separate entry to the results for the
test conditions for the independent variable. Using
content from more than one LabTrove blog entry
may thus provide additional experimental context.

We start by considering the preceding post to
the post in question, using a Markov assumption
that this captures the relevant experimental con-
text. We compile unique words for both posti and
posti−1. We then take the intersection of these two
sets. In this particular study, the list is assumed to
be unranked (or tied). However, one could also
employ a weighting scheme like TF or TF.IDF to
rank the words. To help make the query more spe-
cific, we also only keep queries that are longer
than 2 words.

We hypothesise that any experimental context
that is useful in generating a query will be repeated
in the adjacent posts. The advantage to this ap-
proach is its simplicity, we do not need to employ
computationally expensive methods to identify in
advance the set of posts in a blog that corresponds
to a single research goal. We borrow from work in
multi-document summarisation (for example, see
Barzilay et al. (1999)) which treats words men-
tioned in multiple texts (in this case, both posts)
as being particularly important in capturing back-
ground information.

5 Evaluation

In this investigation, we are interested in testing
different query generation methods that are based
on the experimental context found in the ELN
blog. Although we intend for the suggestion of
new literature to be presented during a knowledge

discovery task, for simplicity, we examine the ef-
fects of the query generation methods on a bibli-
ography reconstruction task for each of the three
participant’s blogs.

We do note, however, this ground truth version
of “relevance” is limited for two reasons. Firstly,
the bibliography is not exhaustive: that is, it does
not evaluate the ability to count related articles
outside the bibliography as useful suggestions and
so it may miss relevant work (which is, in a way,
the point of suggesting references). Secondly, the
bibliography may also be too broad, containing
not only work related to the central focus of the
blog (or the user’s core research), but any litera-
ture that the user deemed worth curating. While
the evaluation of suggested literature based on bib-
liographies is not a perfect fit with the knowledge
discovery application, it does allow us to study the
query generation methods using intrinsic methods.

As an additional constraint in this work, we
limit our investigations to PubMed which only
contains a subset of research in the Analytical
Chemistry, namely those to do with the Life Sci-
ences. Research documented in the ELN that lies
outside of this domain cannot be evaluated in this
work.

Because of these limitations, the absolute value
of the recall and precision metrics is not the focus
of the study. Our aim is not to reconstruct the bib-
liographies. We use the metrics simply to rank the
different query generation methods under review
in this work.

5.1 Preparing the Bibliography Gold
Standards

We used the three bibliographies volunteered by
the users: L, R and D. The bibliographic files
required preprocessing to convert them into sets
of PubMed references, against which we compare
our suggested references. The bibliographies were
originally provided in EndNote format. Each End-
Note file was converted into plain text, where each
bibligraphic entry was transformed into a refer-
ence, one reference per line.8

We wrote a Python script to use the article title
and date from the reference as search parameters
in PubMed. Those entries that retrieved a corre-
sponding PubMed identifier were kept and stored
in a gold standard set for evaluation.

8We used a free evaluation copy of EndNote X6.0.1 (Bld
6599) for this conversion.
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5.2 Procedure

We now describe the procedure for computing the
suggested references that we wish to evaluate. For
this study, we computed a set of references for
each approach described above.

For each user blog, we compiled a suggested
bibliography by using the following procedure:

1. For each blog entry in the blog, find sug-
gested references (max 100) for the blog en-
try, using one of the above query generation
procedures;

2. Take the union of all suggested references
(excluding duplicates) and compare these to
the user bibliography.

We repeated this procedure with each method
for query generation outlined above. For each ap-
plication of this procedure, we obtain a set of sug-
gested PubMed unique identifiers. We compare
these to the gold standard bibliographic sets (one
for each user) of PubMed identifiers, and measure
performance using the standard Information Re-
trieval (IR) metrics of recall and precision (for an
overview of IR evaluation, see Salton and McGill
(1983)).

5.3 Experiment Results

In this section, we provide the raw results from our
evaluations against user bibliographies. As high-
lighted above, given the limitations of this eval-
uation framework, we are primarily interested in
using the relative values to rank our query genera-
tion methods and to understand how they may be
improved. The recall results are presented in Table
2 and the precision scores are presented in Table 3.

Note that the precision scores are very low be-
cause the suggested references are the union of the
suggested references for each blog. We note how-
ever that Parra and Brusilovsky (2009) also report
precision scores in similar ranges, indicating that
other researchers have found the problem of lit-
erature recommendation to be a difficult problem
with regard to precision. We list the precision re-
sults here for completeness but base our rankings
on recall results, since this indicates the ability to
find any relevant results. Due to the small sample
size, we are unable to report significance. How-
ever, the rankings are still useful in determining
which query generation methods show the most
promise for further development.

Method L R D Ave.
OSCAR4 3.4% 2.3% 2.4% 2.7%
Expt. 6.9% 0.2% 3.2% 3.4%
Title 3.2% 3.2% 4.0% 3.7%
TF.IDF 5.1% 1.6% 4.4% 3.7%
TF 8.6% 1.3% 7.3% 5.7%

Table 2: Recall scores (expressed as a percent-
age) for each method used independently. Legend:
Columns show the recall scores for the three blogs
and the average recall. “Expt.” stands for experi-
mental context.

Method L R D Ave.
Title 0.2% 0.2% 0.1% 0.2%
TF.IDF 0.1% 0.3% 0.2% 0.2%
Expt. 0.4% 0.1% 0.2% 0.2%
OSCAR4 0.2% 0.7% 0.1% 0.3%
TF 0.4% 0.2% 0.2% 0.3%

Table 3: Precision scores (expressed as a percent-
age) for each method used independently. Legend:
Columns show the precision scores for the three
blogs and the average recall. “Expt.” stands for
experimental context.

We find that, with regard to recall, the best
method for suggesting references is based on the
Salience (TF) method using term frequencies for
choosing keywords.

To determine if the approaches are complemen-
tary in nature, we combine them to see the effect
on recall. If the margin of improvement is large
enough, this suggests that relevant references be-
ing retrieved are not overlapping, and that the ap-
proaches can usefully be combined. We present
the recall results in Table 4 (with precision results
in Table 5 presented for completeness).

We find that the best result overall is indeed to
use all approaches, for which we see an average re-
call of 9.3%. This represents almost 60% increase
in recall over the best performing single method
(Salience TF) which achieved a recall of 5.7% on
average. Note however that this combined result is
only marginally better than the slightly less com-
plex combination which uses the Title, OSCAR4
and Salience (TF), which obtains a recall of 9.2%.

6 Discussion and Future Work

There are a two research avenues we would like to
pursue: (1) improving the methods for query gen-
eration, (2) conducting further experimentation on
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Method L R D Ave.
M1 5.9% 5.3% 5.7% 5.6%
M2 11.3% 6.0% 10.2% 9.2%
M3 11.5% 6.0% 10.5% 9.3%

Table 4: Recall scores (expressed as a percent-
age) for method used in combination. Legend:
Columns show the recall scores for the three blogs
and the average recall. M1: Title, OSCAR4 meth-
ods; M2: M1 with TF; M3: M2 with Experimental
Context.

Method L R D Ave.
M1 0.2% 0.3% 0.0% 0.2%
M2 0.2% 0.2% 0.1% 0.2%
M3 0.2% 0.2% 0.1% 0.2%

Table 5: Precision scores (expressed as a percent-
age) for method used in combination. Legend:
Columns show the precision scores for the three
blogs and the average recall. M1: Title, OSCAR4
methods; M2: M1 with TF; M3: M2 with Experi-
mental Context.

performance.
In this study, we found that the Salience (TF)

method is the best approach, which accords well
with textbook approaches to generic query gener-
ation. However, it is interesting to note that us-
ing chemical entities retrieves a complementary
set of references to the Salience (TF) method, as
evidenced by the gain in recall performance as we
combine these approaches.

Better methods for incorporating chemistry do-
main information might still be possible, perhaps
by using the IDF approach to model which chem-
ical entities are salient across the entire blog and
thus across the experimental context. In addition,
we can experiment with the use of the chemical
named entities detected by the OSCAR tool that
describe chemical processes.

Implementation of a larger experimental con-
text method was not overly successful. Recall
that our hypothesis was that what was common
between two adjacent posts would be important.
Even when using the experimental context with
other methods (M3), we only observed a slight
benefit.

There are a number alternative approaches to
using a larger experimental context. Perhaps it
might be the differences and not the similarities
between the posts that are more useful as query

terms for retrieving literature.
We could also take a different approach to cap-

turing the research goals of the student as captured
by the blog. It may be the case that more than one
post is required for this purpose, or that the sim-
ple adjacency of posts is not sufficient for captur-
ing the context of the overaching research goals
in general. If the latter, we could first segment the
blog into portions, where each portion represents a
linguistically coherent set of text describing labo-
ratory tasks that correlates to some larger research
goal. We could then generate a query for each seg-
ment. For this task, we might employ text segmen-
tation approaches which use dramatic changes in
vocabulary to signify a new topical segment (for
example, see Hearst (1994) as the seminal work
in such text segmentation approaches). This might
also hopefully improve recall since retrieval would
be based on segments and not blog posts.

Interestingly, the evaluation results suggest that
the blogs might themselves be different. For ex-
ample, the suggested references for ELN Blog R
consistently under-performs compared to Blog L
and D. This could be because there are fewer en-
tries in Blog R. As we are using only three blogs
(limited by the number of bibliographies we were
provided), our results might be heavily affected by
the individual variations in the blogs. Ideally, we
would repeat this experiment with a larger num-
ber of blogs to gain a more stable impression of
the strengths and weaknesses of the various query
generation methods.

We can also employ post-processing methods
on both the query generation and literature re-
trieval processes. Query expansion methods (for
example, see Jones et al. (2006)) could help se-
lect additional search terms for the set of query
terms selected after the iterative back-off process.
In addition, for a real knowledge discovery sce-
nario, we could filter the retrieved references that
the user is already aware of.

The evaluation task presented here simply
looked at strict comparisons against user bibli-
ographies. As described in Section 5, this ap-
proach does not have the ability to reward relevant
articles that do not belong to the gold standard.
One avenue for future research is to explore meth-
ods like those described in (Büttcher et al., 2007)
to handle unknown documents for which we have
no relevance judgements.9

9We thank the anonymous reviewers for this suggestion.
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We could also consider a looser evaluation
which examines articles commonly cited by the
suggested references, as is done in (Jha et al.,
2013). This would allow the ability to detect older
seminal articles that we may not be able to recover
using generated queries if that seminal work uses
vocabulary that is different to contemporary re-
search. Appropriately handling these by counting
them as matched if one or more suggested refer-
ences cite them may help provide a better under-
standing of the performance of the system.

Finally, we are now collecting user inter-
face data with which to conduct user studies.
By analysing cases where the user clicked the
PubMed links based on the abstract of the sug-
gested reference, we may be able to learn if the
system is able to present useful recommendation
in a real research context.

7 Related Work

Representing the user’s context as part of an in-
formation need is an open research question. In
related work by Wan and Paris (2008), the user’s
reading context was used to summarise Wikipedia
text10. Similar methods have been used for sum-
marising scientific literature to capture the user’s
context (Mei and Zhai, 2008).

There are a number of related works sharing
the same motivation of helping researchers keep
in touch with current scientific developments. Re-
search in automatically generating literature sur-
veys focuses on generating the text of the survey
using summarisation methods (for example, see
Mohammad et al. (2009)). However, that work
does not tackle the problem of suggesting the ref-
erences themselves. In work by Jha et al. (2013),
articles are retrieved from a query provided by the
user and a survey is generated from these. The au-
thors used a results expansion method that adds
certain cited references from the retrieved arti-
cles. Although they also retrieve references, our
problem is different in that we have to automate
the query generation from some textual documents
representing the user’s experimental context.

The work described here is more akin to link
creation, where we postulate a link from an ELN
entry to an article. In most link creation work,
there is a pre-existing list of potential candidates
to link to. For example, in work on linking
Wikipedia pages, the candidate pages are the exist-

10www.wikipedia.org

ing wikipedia pages whose title occurs in the po-
tential linking page (for example, see Milne and
Witten (2008)). In our case, such a correspon-
dence between the linking page and the potential
link target does not exist.

Previous work has examined the problem of
recommending articles to users, but this has usu-
ally been performed using topic modelling ap-
proaches to identify similarities amongst articles
(Wang and Blei, 2011), or else capitalising on so-
cial and collaborative networks for sharing pub-
lications like CiteULike11, Mendeley12 and Bib-
sonomy13 where suggestions are based on col-
laborative filtering methods (for example, see
Bogers and Van den Bosch (2008) and Parra and
Brusilovsky (2009)). In these works, the evalua-
tions have opted for task-based user studies (Parra
and Brusilovsky, 2009).

8 Conclusions

In this work, we explore the problem of using
electronic laboratory notebooks to suggest liter-
ature to a researcher. The aim is to help re-
searchers keep abreast of scientific developments
whilst their work is continuing. We use the note-
book entries to generate queries which are sent to
PubMed to retrieve scientific literature. In this pa-
per, we presented recall and precision results when
comparing against lists of references known to be
relevant, which we source from the bibliography
files of the ELN users. We find that our com-
bined method for query generation, using both tra-
ditional information retrieval methods and chem-
istry NER achieves 60% improvement over the
best performing single method, using term fre-
quency methods. This suggests that the methods
presented in this paper are the first steps towards
utilising the user’s experimental context to suggest
literature for a knowledge discovery task.
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Abstract 

We compared the performances of two proce-

dures for calculating the likelihood ratio (LR) 

on the same set of text data. The first proce-

dure was a multivariate kernel density 

(MVKD) procedure which has been success-

fully applied to various types of forensic evi-

dence, including glass fragments, handwriting, 

fingerprint, voice, and texts. The second pro-

cedure was a Gaussian mixture model – uni-

versal background model (GMM-UBM), 

which has been commonly used in forensic 

voice comparison (FVC) with so-called auto-

matic features. Previous studies have applied 

the MVKD system to electronically-generated 

texts to estimate LRs, but so far no previous 

studies seem to have applied the GMM-UBM 

system to such texts. It has been reported that 

the latter GMM-UBM system outperforms the 

MVKD system in FVC. The data used for this 

study was chatlog messages collected from 

115 authors, which were divided into test, 

background and development databases. Three 

different sample sizes of 500, 1500 and 2500 

words were used to investigate how the per-

formance is susceptible to the sample size. Re-

sults show that regardless of sample size, the 

performance of the GMM-UBM system was 

better than that of the MVKD system with re-

spect to both validity (= accuracy) (of which 

the metric is the log-likelihood-ratio cost, Cllr) 

and reliability (= precision) (of which the met-

ric is the 95% credible interval, CI). 

1 Introduction 

There are a large number of authorship analysis 

studies claiming to be forensic, particularly in the 

fields of computational linguistics and natural 
language processing (Iqbal et al. 2008, Iqbal et 

al. 2010, Lambers & Veenman 2009, Teng et al. 

2004). Although they describe highly sophisti-

cated statistical and computational methodolo-

gies, many of them consider the problem as a 

classification problem: for example, whether a 

system correctly identifies text as having been 

written by the same author or by different au-

thors, etc. However, it is critical to appreciate 
that the role of the forensic scientist in this situa-

tion is not to give a definitive answer to the ques-

tion of authorship or to give an opinion on the 

likely authorship (whether the incriminating text 

was written by the suspect or not). This is the 

task of the trier-of-fact. (Aitken 1995, Aitken & 

Stoney 1991, Aitken & Taroni 2004, Robertson 

& Vignaux 1995). The above point is empha-
sised in the following quote. 

It is very tempting when assessing evidence 

to try to determine a value for the probabil-

ity of guilt of a suspect, or the value for the 

odds in favour of guilt and perhaps even 

reach a decision regarding the suspect’s 

guilt. However, this is the role of the jury 

and/or judge. It is not the role of forensic 

scientist or statistical expert witness to give 
an opinion on this (Aitken 1995: 4). 

So, what is the role of the forensic scientist? 

Aitken and Stoney (1991), Aitken and Taroni 

(2004) and Robertson and Vignaux (1995) state 

that the role of forensic scientist is to estimate 

the strength of evidence, technically called the 

likelihood ratio (LR).  

This paper employs the LR framework, which 

has been advocated in major textbooks (e.g. 
Robertson & Vignaux 1995) and by forensic stat-

isticians (e.g. Aitken & Stoney 1991, Aitken & 

Taroni 2004) as a logically and legally correct 

way of analysing and presenting forensic evi-

dence. The LR framework is also the standard 

framework in DNA profiling. Emulating DNA 

forensic science, many fields of forensic scienc-

Shunichi Ishihara. 2013. A Comparative Study of Likelihood Ratio Based Forensic Text Comparison in
Procedures: Multivariate Kernel Density vs. Gaussian Mixture Model-Universal Background Model. In
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es, such as fingerprint (Neumann et al. 2007), 

handwriting (Bozza et al. 2008), voice (Morrison 

2009) and so on, have started adopting the LR 

framework to quantify evidential strength (= 

LR).  

Researchers engaged in forensic authorship 

analysis are well aware of LR and its importance 

in forensic comparative science. For example, 
the word ‘LR’ appears many times in papers, 

included in the 2
nd

 issue of volume 21 of Journal 

of Law and Policy, which was published in 2013 

as the proceedings of the papers presented at a 

forensic authorship attribution workshop
1
 held in 

October 2012. However, LR-based studies on 

forensic authorship analysis are conspicuous in 

their rarity. To the best of our knowledge, only a 
handful of studies so far have been based on the 

LR framework (e.g. Ishihara 2011, 2012a, b, 

Grant 2007). 

There are several different procedures for cal-

culating LRs (e.g. Lindley 1977, Aitken & Lucy 

2004, Reynolds et al. 2000, Ishihara & Kinoshita 

2010, Ishihara 2011). The Multivariate Kernel 

Density (MVKD) procedure is a popular one 

which has been successfully applied to various 
types of forensic evidence, such as voice (Rose 

et al. 2004), handwriting (Bozza et al. 2008) and 

text messages (Ishihara 2012b). Approaches 

based on Gaussian Mixture Model (GMM) are 

commonly used in forensic voice comparison 

(FVC) (Meuwly & Drygajlo 2001) and, in par-

ticular, it was reported that the adapted version 

of the GMM procedure, namely the Gaussian 
Mixture Model - University Background Model 

(GMM-UBM) procedure outperformed the 

MVKD procedure in FVC (Morrison 2011a). 

However, to the best of our knowledge, the 

GMM-UBM procedure has not been applied to 

texts yet. 

Thus, the first aim of this study is to test the 

GMM-UBM procedure for use on electronically-
generated texts, more specifically chatlog mes-

sages, in order to investigate how the GMM-

UBM procedure performs in comparison to the 

MVKD procedure. The second aim is to investi-

gate how their performance is influenced by 

sample size.  

The performance of these procedures was as-

sessed in terms of the log-likelihood-ratio cost 
(Cllr) (Brümmer & du Preez 2006) and the 95% 

credible interval (CI) (Morrison 2011b) (see 

§3.5). 

                                                
1  http://www.brooklaw.edu/newsandevents/events/2012/10-
11-2012a.aspx 

We have called our study ‘Forensic Text 

Comparison (FTC)’ study, instead of using the 

term ‘forensic authorship analysis’, to emphasise 

that the task of the forensic expert is to estimate 

and present the strength of evidence (= LR) in 

order to assist the decision of the trier-of-fact.  

2 Likelihood Ratio 

The LR is the probability that the evidence 
would occur if an assertion was true, relative to 

the probability that the same evidence would oc-

cur if the assertion was not true (Robertson & 

Vignaux 1995).
 
Thus, the LR can be expressed as 

1).  

For FTC, it will be the probability of observ-

ing the difference (referred to as the evidence, E) 
between the offender’s and the suspect’s samples 

if they had come from the same author (Hp) (i.e. 

if the prosecution hypothesis is true) relative to 

the probability of observing the same evidence 

(E) if they had been produced by different au-

thors (Hd) (i.e. if the defence hypothesis is true). 

The relative strength of the given evidence with 

respect to the competing hypotheses (Hp vs. Hd) 

is reflected in the magnitude of the LR. The more 
the LR deviates from unity (LR = 1; logLR = 0), 

the greater support for either the prosecution hy-

pothesis (LR > 1; logLR > 0) or the defence hy-

pothesis (LR < 1; logLR < 0).  

For example, an LR of 20 means that the evi-

dence (= the difference between the offender and 

suspect samples) is 20 times more likely to occur 

if the offender and the suspect had been the same 
individual than if they had been different indi-

viduals. Note that an LR value of 20 does not 

mean that the offender and the suspect are 20 

times more likely to be the same person than dif-

ferent people, given the evidence. 

3 Testing 

Two types of comparisons are necessary to as-

sess the performance of an FTC system: one is 

so-called same-author comparisons (SA compar-
isons) and the other is different-author compari-

sons (DA comparisons). For SA comparisons, 

two groups of messages produced by the same 

author will be compared and evaluated with the 

derived LR. Given that they are written by the 

same author, it is expected that the derived LR is 

higher than 1. In DA comparisons, two groups of 

messages written by different authors will be 

   
       

       
 1) 

72



compared and evaluated. They are expected to 

receive LR lower than 1, given that they are writ-

ten by different authors. 

3.1 Database 

In this study, we used an archive of chatlog mes-

sages
2
 which is a collection of real pieces of 

chatlog evidence used to prosecute paedophiles. 

As of August 2013, the archive contains messag-

es from 550 criminals (= authors). From the ar-

chive, we used messages collected from 115 au-

thors (Dall), which were reformatted for the pre-

sent study.  
In order to set up SA and DA comparisons, we 

needed two non-contemporaneous groups of 

messages from each of the authors. For this, we 

added messages one by one from the chronologi-

cally ordered messages to the groups. For one 

message group, we started from the top of the 

chronologically sorted messages, while for the 

other group of the same author, we started from 

the bottom, and then the two groups of messages 
were checked to see if they were truly non-

contemporaneous.  

The 115 authors of the Dall were divided into 

three mutually-exclusive sub databases of the test 

database (Dtest = 39 authors), the background da-

tabase (Dbackground = 38 authors) and the develop-

ment database (Ddevelopment = 38 authors). The Dtest 

is for assessing the performance of the FTC sys-
tem; the Dbackground as the reference database for 

calculating LRs, and the Ddevelopment is for calibrat-

ing the derived LRs for the SA and DA compari-

sons of the Dtest. From the testing database (Dtest) 

of 39 authors, we can conduct independent 39 

SA and 1482 DA comparisons. 

For the actual testing, we differentiate the 

number of words included in each message 
group; 500, 1500, and 2500, in order to investi-

gate the second research aim. 500 means that 

each message group was modelled using a total 

of approximately 500 words. Since we cannot 

perfectly control the number of words appearing 

in one message, it needs to be approximately 500 

words.  

3.2 Text processing and feature extractions 

The chatlog messages were tokenised using the 

WhitespaceTokenizer function of the Natural 

Language Toolkit
3
. As the name indicates, the 

WhitespaceTokenizer provides a simple tokenisa-

tion based on whitespaces. Thus, messages were 

                                                
2 http://pjfi.org/ 
3 http://nltk.org/ 

whitespace-tokenised one by one. A message 

may have contained two or more sentences, but 

the words of each message were treated as a se-

quence of words without parsing them into sen-

tences. 

We used three different features in this study, 

of which the effectiveness has been proven in 

previous studies (Ishihara 2012a, b). They are:  

 the number of words appearing in each mes-

sage;  

 the average character number per word in 
each message; and  

 the ratio of punctuation characters (, . ? ! ; : ’ 
”) to the total number of characters in each 

message.   

The results of Ishihara (2012a, b), in which the 

different permutations of 12 so-called word- and 
character-based lexical features were investigat-

ed in their performances, showed that 1) a vector 

of four to five features (not as many as 12) yield-

ed the best performing results and 2) the above 

three features performed consistently well re-

gardless of the sample size. Thus, the above-

listed features were chosen. 

3.3 Likelihood ratio procedures 

As mentioned earlier, two different procedures 

were used in order to calculate LRs: the Multi-

variate Kernel Density (MVKD) procedure 

(Aitken & Lucy 2004) and the Gaussian Mixture 

Model - Universal Background Model (GMM-
UBM) procedure (Reynolds et al. 2000). 

Multivariate kernel density (MVKD) proce-

dure 

In their paper, Aitken and Lucy (2004) addressed 

the problem of estimating LRs from correlated 

variables, and proposed the MVKD procedure 

for this problem. This procedure allows us to 

estimate a single LR from correlated variables, 

discounting the correlation between them. Fol-
lowing the initial application of the procedure to 

data from glass fragments, it has been successful-

ly applied to various types of forensic evidence, 

such as voice (Rose et al. 2004), handwriting 

(Bozza et al. 2008), and text (Ishihara 2012b). 

The MVKD procedure is described mathemati-

cally in (2) and (3) which are the numerator and 

denominator of the formula respectively.  
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Although the reader needs to refer to Aitken 

and Lucy (2004) for the full mathematical expo-

sition of the formula, we would like to point out 

some important parts of the formula, having its 

application to this study in mind. The numerator 

of the MVLR formula (2) calculates the likeli-

hood of evidence, which is the difference be-
tween the offender and suspect samples (e.g. the 

difference between the message group produced 

by the offender and that by a suspect) when it is 

assumed that both of them came from the same 

origin (e.g. both message groups were produced 

by the same author, or the prosecution hypothesis 

(Hp) is true). For that, we need the mean vectors 

of the offender and suspect samples which are 

denoted as  ̅   ̅  respectively in the formula, and 
the within-group (= within-author) variance, 

which is given in the form of a vari-

ance/covariance matrix (denoted as U in the for-

mula). The same mean vectors of the offender 

and suspect samples (  ̅   ̅ ) and the between-

group (= between-author) variance (denoted as C 

in the formula) are used in the denominator of 

the formula (3), to estimate the likelihood of get-
ting the same evidence when it is assumed that 

they are from different origins (e.g. the defence 

hypothesis (Hd) is true). These within-group and 

between-group variances (U and C of the formu-

la) are estimated from the Dbackground consisting of 

38 authors (m = 38), from each message group 

from which the above-mentioned three feature 

values (a three-dimensional feature vector) (p = 
3) were extracted.  

The difference of two feature vectors is evalu-

ated using a Mahalanobis distance of which the 

general form is the product   ̅   ̅         ̅  
 ̅  in the formula (e.g. the difference between 

offender and suspect means (  ̅   ̅ ) =   ̅  
 ̅  

        
    ̅   ̅  . The MVKD formu-

la assumes normality for within-group variance 

while it uses a kernel density model for between-

group variance. The remaining complexities of 

the formula result mainly from modelling a ker-
nel density for the between-group variance. 

Gaussian mixture model – universal back-

ground mode (GMM-UBM) 

A Gaussian mixture model (GMM) is a paramet-

ric probability density function represented as a 

weighted sum of M component Gaussian densi-

numerator of MVLR (  = true), p  ̅   ̅         = 
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where m = number of groups (e.g. authors) in the background data;  
p = number of assumed correlated variables measured on each object (e.g. message); 

ni = number of objects in each group in the background data; 

xij = measurements constituting the background data = (xij1,…,xijp)
T
, 

i = 1,…,m, j = 1,…,ni;  

 ̅  = within-object means of the background data = 
 

  
∑    

  
   ; 

ylj = measurements constituting offender (l = 1) and suspect (l = 2) data = (ylj1,…,yljp)
T
,  

l = 1,2, j = 1,…,nl; 

 ̅  = offender (l = 1) and suspect (l = 2) means = 
 

  
∑    

  
   , l = 1,2. 

U, C = within-group and between-group variance/covariance matrices;  

Dl = offender (l = 1) and suspect (l = 2) variance/covariance matrices =   
   , l = 1,2; 

h = optimal kernel smoothing parameter =                           ; 

y* = (  
     

  )
  

   
   ̅    

   ̅  . 
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ties. In FTC, GMM parameters are estimated 

from the training data (e.g. suspect samples) us-

ing the iterative Expectation-Maximisation (EM) 

algorithm with the maximum likelihood (ML) 

estimation. The main idea of the GMM-UBM is 

that the GMM, which was built in the above pro-

cess for a suspect, is adapted to a universal back-

ground model (UBM) which was built based on 
the Dbackground. This way of estimating GMM pa-

rameters is called Maximum A Posterior (MAP) 

estimation. The above process is mathematically 

represented in terms of GMM parameters: mix-

ture weight ( ), mixture mean ( ) and mixture 

variance/covariance ( ) in (4), (5) and (6) respec-

tively. The formulae given in (4), (5) and (6) are 

based on Reynolds et al. (2000), but modified for 

text data. 

If a mixture component (i) of the UBM has a 

low count for the corresponding mixture compo-
nent of a given author’s (n) sample, thus low in 

  
 , then   

       
  . This will result in de-

emphasising the parameters of this mixture com-

ponent of the UBM, and emphasising the given 

author’s original GMM parameters.  

A score, which was transformed to an LR us-

ing a calibration technique (refer to §3.4) in a 

subsequent process, was calculated as the rela-

tive value of the adapted GMM function of the 

suspect and the UBM function at each of the val-

ues extracted from the offender sample. 

In this study, we conducted a series of experi-

ments by altering the number of Gaussian com-

ponents and the relevance factor (r) between 8 

and 24. The number of iteration for the EM algo-

rithm was set to 7. 

3.4 Calibration 

A logistic-regression calibration (Brümmer & du 

Preez 2006) was applied to the derived LRs (or 

scores) from the MVKD and GMM-UBM proce-
dures. Given two sets of LRs (or scores) derived 

from the SS and DS comparisons and a decision 

boundary, calibration is a normalisation proce-

dure involving linear monotonic shifting and 

scaling of the LRs relative to the decision bound-

ary in order to minimise a cost function. The Fo-

Cal toolkit
4
 was used for the logistic-regression 

calibration in this study (Brümmer & du Preez 

2006). The logistic-regression weight was ob-
tained from the Ddevelopment.  

3.5 Evaluation of performance: validity and 

reliability 

The performance of the FTC system was as-
sessed using the log-likelihood-ratio cost (Cllr) 

(Brümmer & du Preez 2006) and the 95% credi-

ble intervals (CI) (Morrison 2011b) which are 

the metrics of validity and reliability respective-

ly. Suppose that we have two authors and two 

sets of message groups for each of author. We 

denote the sets of messages as A1.1, A1.2, A2.1, 

and A2.2, where A = author, and 1 & 2 = the first 
set and the second set of messages (A1.1 refers 

to the first set of messages collected from 

(A)uthor1, and A1.2 the second set from that 

same author). From these sets, two independent 

DA comparisons are possible; A1.1 vs. A2.1 and 

A1.2 vs. A2.2. Suppose then that we conducted 

two separate FTC tests in the same way, but us-

ing two different features (Features 1 and 2), and 

that we obtained the log10LRs given in Table 1 
for these two DA comparisons. 

                                                
4 https://sites.google.com/site/nikobrummer/focal 
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where,   
 ,   

  and   
   = the weight, mean and 

variance/covariance of the i-th component of 

speaker n’s GMM; 

  
   ,   

    and   
     = the weight, mean 

and variance/covariance of the i-th component 

of UBM; 

  ̂ 
 ,   ̂ 

  and   ̂
  = the adapted weight, mean 

and variance/covariance of the i-th component 

of speaker n’s GMM; 

  
 
           = a data-dependent adaptation 

coefficient, which is defined as   
    

 
 

  
    

     
    ; 

r = a relevance factor which controls the mag-

nitude of the adaptation step in each iteration; 

T = the number of background samples used to 

train UBM 

  is automatically computed over all adapted 

mixture weights to ensure that they sum to uni-

ty. 

DA comparison Feature 1 Feature 2 

A1.1 vs. A2.1 -3.5 -2.1 

A1.2 vs. A2.2 -3.3 0.2 

Table 1: Example LRs used to explain the 

concept of validity and reliability. 
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Since the comparisons given in Table 1 are 

DA comparisons, the desired log10LR value is 

lower than 0, and the greater the negative 

log10LR value is, the better the system is since it 

more strongly supports the correct hypothesis. 

For Feature 1, both of the comparisons revealed 

log10LR < 0 while for Feature 2, only one of 

them showed a log10LR < 0. Feature 1 is better 
not only in that both log10LR values are smaller 

than 0 (supporting the correct hypothesis) but 

also in that their magnitude is a lot greater than 

the log10LR values of Feature 2. As a result it can 

be said that the validity (= accuracy) of Feature 1 

is higher than that of Feature 2. This is the basic 

concept of validity.  

As pointed out in §1, almost all previous stud-
ies of forensic authorship analysis treated the 

problem as a two-way classification problem 

(correct vs. incorrect). Consequently the validity 

of the methodology has been assessed in terms of 

classification accuracy such as precision, recall, 

equal error rate (EER), F-score, etc. However, 

Morrison (2011b: 93) argues that these metrics 

based on classification-accuracy/classification-

error rates are inappropriate for use within the 
LR framework because they implicitly refer to 

posterior probabilities, which is the province of 

the trier-of-fact, rather than LRs, which is the 

province of forensic scientists. Furthermore, 

“they are based on a categorical thresholding, 

error versus non-error, rather than a gradient 

strength of evidence.” Thus it has been argued 

that an appropriate metric for the validity of the 
LR-based forensic comparison system is the log-

likelihood-ratio cost (Cllr), which is a gradient 

metric based on LRs. See 7) for calculating Cllr  

(Brümmer & du Preez 2006). 
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In 7), NHp and NHd are the numbers of SA and 

of DA comparisons, and LRi and LRj are the LRs 

derived from the SA and DA comparisons re-

spectively. If the system is producing desired 

LRs, all the SA comparisons should produce LRs 
greater than 1, and the DA comparisons should 

produce LRs less than 1. In this approach, LRs 

which support counter-factual hypotheses are 

given a penalty. The size of this penalty is de-

termined according to how significantly the LRs 

deviate from the neutral point. That is, an LR 

supporting a counter-factual hypothesis with 

greater strength will be penalised more heavily 

than the ones whose strength is closer to the uni-

ty, because it is more misleading. The FoCal 

toolkit4 was also used for calculating Cllr in this 

study (Brümmer & du Preez 2006). The lower 

the Cllr value is, the better the performance.  

Both of the DA comparisons given in Table 1 

are the comparisons between A1 and A2. Thus 
one can expect that the LR values obtained for 

these two DA comparisons to be similar since 

they are comparing the same authors. However, 

one can see that the log10LR values based on 

Feature 1 are closer to each other (-3.5 and -3.3) 

than those log10LR values based on Feature 2. In 

other words, the reliability (= precision) of Fea-

ture 1 is higher than that of Feature 2. This is the 
basic concept of reliability.  

As the metric of reliability (= precision), we 

used credible intervals which are the Bayesian 

analogue of frequentist confidence intervals. Fol-

lowing Morrison (Morrison 2011b: 62), we cal-

culated the 95% credible intervals (CI) using the 

parametric method on the DA comparison pairs.  

That is, for each member of the pair of LRs 

from each DA pair of authors (xa and xb), the 

mean value of the pair ( ̅ ) was subtracted, as 

shown in 8). 

The equations given in 8) convert each abso-

lute value (xa and xb) to a deviation-from-mean 

value (ya and yb). Then, the deviation-from-mean 

value from each DA comparison pair of authors 
was pooled altogether to calculate CI. The small-

er the credible intervals, the better the reliability.  

Tippett plots were also used in this study to 

visually present the magnitude of the derived 

LRs, including both consistent-with-fact and 

contrary-to-fact LRs. A more detailed explana-

tion of Tippett plots is given in §4, in which 

some Tippett plots are presented. 

4 Experimental Results and Discussions 

The results of the experiments are given as Tip-

pett plots in Figure 1, in which the calibrated 

LRs, which are equal to or greater than the value 

indicated on the x-axis, are cumulatively plotted 

separately for the SA comparisons (black) and 

for the DA comparisons (grey). Please note that 

the log10LR is used in Figure 1, and so the unity 

is not 1 but 0. For the GMM-UMB, the best per-
forming results are given for the different sample 

sizes (500, 1500, 2500 words) with the number 

of Gaussian mixture (g) and the relevance factor 

   =    ̅,   =    ̅,  ̅=        8) 
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(r), displayed in Figure 1. Figure 1 also contains 

EER values, but these are only for reference. 

We can observe from Figure 1 that regardless 

of the sample size, the GMM-UBM procedure 

outperforms the MVKD procedure in terms of 

both validity and reliability. However, the differ-

ence in performance, in particular in validity, 

becomes less salient as the sample size increases. 
For example, the difference in Cllr between the 

MVKD and GMM-UBM procedures is as large 

as 0.142 (= 0.638-0.496) when the sample size is 

500, while the difference is only 0.026 (= 0.294-

0.268) when the sample size is 2500. That is, 

when the sample size is small - which is more 

realistic in real casework - the GMM-UBM pro-

cedure can be judged to be more appropriate to 

employ than the MVKD procedure. 

Another clear difference between the two pro-

cedures is that the MVKD produced greater LRs 

(with some extreme ones, e.g. LR >     ) for the 

DA comparisons than the GMM-UBM, although 

the former is less well-calibrated than the latter. 

MVLR GMM-UBM 

  

  

Figure 1: Tippett plots of the MVLR system on the left, and those of the GMM-UBM system (only 

best-performing ones) on the right. Sample size 500 (a,d); sample size 1500 (b,e). The calibrated SA 

LRs (solid black line), and the calibrated DA LRs (solid grey line) are plotted separately with the ±95% 

CI band (dotted grey lines) superimposed on the DA LRs. The Cllr, CI and EER values are also given in 

the plots. x-axis = log10LR; y-axis = cumulative proportion. g = number of Gaussian mixtures; r = the 

relevance factor. The results of the sample size of 2500 are given on the following page. 
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On the other hand, the LRs derived from the 

GMM-UBM are fairly conservative, in particular 

for the DA comparisons, but at the same time, 

their counter-factual LRs are also very weak. 

This point is particularly evident when the sam-
ple size is small (500), in the sense that the DA 

LRs are overall greater in the MVKD than the 

GMM-UBM, whereas the former also produced 

greater contrary-to-fact SA LRs (e.g. LR = ca. -

4). This led to heavy penalties in terms of validi-

ty, resulting in a higher Cllr value (0.638) for the 

MVKD system. The greater DA LRs for the 

MVKD procedure in comparison to the GMM-
UBM procedure appears to be a general trend as 

the same trend has been reported in Morrison 

(2011a), in which these two procedures were 

compared on speech data. 

As for the reliability of the system, the GMM-

UBM is far better than the MVKD in that the CI 

is constantly less than 1 in the former whereas it 

can be higher than 3 in the latter. This higher CI 
value (= lower in reliability) of the MVKD sys-

tem, being compared to the GMM-UBM, has 

also been pointed out in Morrison (2011a). 

It is worth pointing out that although the 

GMM-UBM procedure performs better in validi-

ty and reliability than the MVKD procedure, the 

LRs that the GMM-UBM estimated in the cur-

rent study are fairly weak (this is also true of the 

MVKD procedure to a certain extent), in particu-
lar from the view point that the log10LR between 

-1 and 1 can only provide limited support for 

either hypothesis. (Champod & Evett 2000). This 

is partly because only three features were used in 

this study, but some previous studies (e.g. 

Ishihara 2012b) also reported that the LRs ob-

tained from electronically-generated texts are 

relatively weak. 

5 Conclusions and Future Directions 

In this study, two procedures for the calculation 

of LRs: MVKD and GMM-UBM, were tested on 

the same feature set extracted from chatlog mes-

sages, and their performance was compared in 

terms of validity (= accuracy) and reliability (= 

precision). The experimental results demonstrat-

ed that the GMM-UBM system performed better 

in both validity and reliability than the MVKD 
system. Moreover, regardless of the sample size 

(500, 1500 and 2500 words), the reliability of the 

GMM-UBM system was consistently better than 

the MVKD system while the difference in validi-

ty between the two procedures decreased as the 

sample size increased. Results also showed that 

although the GMM-UBM is generally better in 

performance than the MVKD, the magnitude of 

the DA LRs is more conservative in the former 
than the latter.  

As mentioned in §1, there are several different 

procedures for estimating LRs. It would be 

worthwhile to test other procedures to see which 

procedure appears to be suited to text evidence. 
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Figure 1 (continued): Sample size 2500 (c.f). 
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Abstract

This paper presents a notification system

to identify in near-real-time Tweets de-

scribing fire events in Australia. The sys-

tem identifies fire related ‘alert words’

published on Twitter which are further

processed by a classifier to determine if

they correspond to an actual fire event. We

describe how the classifier has been estab-

lished and report preliminary results.

The original notification system did not in-

clude a classifier and could not discrimi-

nate between messages unrelated to ‘real’

fire events. In the first three months of

operation, the system generated 42 ‘fire’

email notifications of which 20 related

to actual fires and 12 of those contained

Tweets that may have been of interest to

fire fighting agencies. If the classifier had

been used, 21 emails would have been is-

sued: an improvement in accuracy from

48% to 78%. However, the recall score

reduced from 1 to 0.8 which is not desir-

able for this particular task. We propose

extensions to address this short coming.

1 Introduction

In Australia bushfire management is a state and

territory government responsibility and each juris-

diction has its own agency which takes the lead

in coordinating community preparedness and re-

sponding to bushfires when they occur. For ex-

ample, the Rural Fire Services (RFS) in NSW, the

Country Fire Authority (CFA) in Victoria and so

on, are each responsible for firefighting activities,

training to prepare communities to protect them-

selves, land management hazard reduction as well

as situations involving search and rescue.

During the Australian disaster season, early Oc-

tober through to the end of March, these fire agen-

cies continuously monitor weather conditions in

preparation for responding to events when they oc-

cur. They also inform the community about known

incidents, see for example the NSW RFS Current

Fires and Incidents page1.

These agencies publish incident information on

social media sites such as Facebook and Twitter.

This provides a new channel of communication to

interact with the community to both provide infor-

mation about known events and to receive crowd-

sourced content from the general public.

This engagement of social media is yet to be

fully utilised. During crisis events, the emergency

services effectively use social media to provide in-

formation to the community, but their ability to ob-

tain information from the public is limited (Lind-

say, 2011). While there are social media suc-

cess stories, for example the Queensland Police

Force during the Brisbane Floods in 2011 (Charl-

ton, 2012), they are not yet widespread.

Our aim is to develop an emergency manage-

ment tool that sources information from social me-

dia in near-real-time. The challenges are many:

the most significant being how to reliably extract

relevant information about emergency events of

interest for crisis coordinators. The test case de-

scribed in this paper is to extract current informa-

tion published on Twitter about actual fire events.

The rest of the paper is organised as follows.

First (§2) we review the use of social media for sit-

uational awareness during emergency events and

describe the platform used in our study. An outline

of the problem is then presented including a de-

scription of our initial notification system based on

identifying ‘fire’ alerts from Twitter (§3). The pro-
cess of incorporating a text classifier to improve

our alerts is then presented (§4) and analysed (§5).
We conclude with an outline of further work (§6)
and a discussion of our findings (§7).

1http://www.rfs.nsw.gov.au/dsp_conent.

cfm?cat_id=683

Robert Power, Bella Robinson and David Ratcliffe. 2013. Finding Fires with Twitter. In Proceedings of
Australasian Language Technology Association Workshop, pages 80−89.



2 Background

2.1 Related Work

In Australia, the Victorian 2009 Black Satur-

day Bushfires killed 173 people and impacted

78 towns with losses estimated at A$2.9 bil-

lion (Stephenson et al., 2012). A recommendation

from the subsequent Royal Commission2 was that

there needs to be improved access to information

for emergency planning and response. Similarly, it

has been recognised that information published by

the general public on social media would be rel-

evant to emergency managers and that social me-

dia is a useful means of providing information to

communities that may be impacted by emergency

events (Anderson, 2012; Lindsay, 2011).

More recently, tools are being developed that

specifically focus on crowdsourced information

to improve the situational awareness of events as

they unfold. For example, Twitcident (Abel et

al., 2012) performs real-time monitoring of Twit-

ter messages to increase safety and security. They

can target large gatherings of people for purposes

of crowd management such as illegal parties, ri-

ots and organised celebrations. Their tool is ad-

justable to specific locations and incident types.

Tweet4act (Chowdhury et al., 2013) uses key-

word methods to retrieve Tweets related to a cri-

sis situation. Text classification techniques are

then applied to automatically assign those Tweets

to pre-incident, during-incident and post-incident

classes. Other research (Imran et al., 2013) has

used machine learning techniques to map Tweets

related to a crisis situation into classes defined

in a disaster-related ontology to find informative

Tweets that contribute to situational awareness.

Another approach (Schulz and Ristoski, 2013;

Schulz et al., 2013) for real-time identification of

small-scale incidents using microblogs combines

information from the social and the semantic web.

They define a machine learning algorithm combin-

ing text classification and semantic enrichment of

microblogs using Linked Open Data. Their ap-

proach has been applied to detect three classes of

small-scale incident: car, fire and shooting.

Case studies have been reported (Stollberg and

de Groeve, 2012; Beneito-Montagut et al., 2013)

that demonstrate the importance of placing social

media information in the correct context. Emer-

gency managers operate under a command and

2http://www.royalcommission.vic.gov.

au/

control structure and while drivers exist to em-

brace this new technology to improve situational

awareness, there are still barriers to adoption based

on organisational constraints. It is our belief that

these barriers will be overcome with the increasing

acceptance of social media, so long as the veracity

of this information is suitably characterised.

2.2 Social Media Platform

We started investigating the utility of information

published on social media for emergency manage-

ment in March 2010 (Yin et al., 2012b). When

a developing emergency event was known in ad-

vance, for example Tropical Cyclone Ului (March

2010), the Twitter search API was used to gather

Tweets originating from the impact area.

In late September 2011, we established eight

Twitter search API captures to cover Australia

and New Zealand and we have been continuously

collecting Tweets from these regions since then.

By this time we had developed a comprehensive

toolset (Cameron et al., 2012) that includes: a

statistical language model that characterises the

expected discourse on Twitter; an alert detector

based on the language model to identify deviations

from the expected discourse; a notification sys-

tem that targets specific alert keywords and gener-

ates email messages (examples can be seen in Fig-

ure 1); clustering techniques for condensing and

summarising information content; and interfaces

supporting forensic analysis tasks. To date, over

one billion Tweets have been processed and we

currently collect Tweets at a rate of approximately

1500 per minute (Robinson et al., 2013a).

3 The Problem

The task is to filter the alerts generated by our So-

cial Media platform that match fire related key-

words and refine them using a classifier to identify

those that relate to actual fire events.

Fire identification provides a useful test case for

our Social Media platform to extend the capabili-

ties of the existing filtering features (by keywords)

and refine the results (using classifiers). The bene-

fit is that other use cases can be readily supported

by incorporating different purpose built classifiers

developed for other emergency management sce-

narios, for example earthquakes, cyclones, severe

storms, tsunami, landslides, volcanic eruptions,

floods; or for crisis management incidents, for ex-

ample terrorist attacks and criminal behaviour.
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Figure 1: Examples of positive (left) and negative (right) emails.

3.1 Preliminary Work

Our Social Media platform collects Tweets from

Australia and New Zealand and processes them

to identify unusually frequent words that may be

of interest. This processing involves extracting

the individual words in the text; removing punc-

tuation; stemming them into their common ‘root’

words (Porter, 1980), for example firing, fires and

fired all have the same stem word of fire; calcu-

lating the observed frequency of real-time stems;

and comparing this observed frequency against the

historical value previously calculated and recorded

in a background language model. When a stem

frequency is statistically much greater than the ex-

pected value, an alert is identified.

Alerts are generated in colour from highest to

lowest as: red, orange, yellow, purple, blue and

green. ‘Higher’ alerts have a greater statistical de-

viation from the background language model.

In June 2013, the notification system was con-

figured to target 17 fire related keywords, includ-

ing ‘fire’, ‘bushfire’, ‘grassfire’, ‘grass’, ‘bush’

and ‘smoke’. Each of these target keywords are as-

sociated with a different alerting colour threshold

to manage the quantity of notifications generated.

For example, ‘smoke’ and ‘fire’ require a high

alert level (red) whereas ‘bushfire’ and ‘grassfire’

have a low threshold since alerts triggered from

these words are considered more likely to be of in-

terest. The notification system is currently config-

ured to monitor alerts generated from Tweets orig-

inating from a geographic region roughly equiva-

lent to the state of New South Wales.

The notification is delivered to registered users

as an email message. Two example emails can be

seen in Figure 1; both have been triggered by an

alert for the keyword ‘fire’ and were categorised as

red alerts. This can be seen at the top of the email

which also notes the time of the alert. Currently

only red alerts trigger an email and there must be

at least two Tweets contributing to the alert; these

settings are configurable. The remainder of the

email is structured to help the reader decide if the

alert is based on useful information sourced from

Twitter describing an actual fire event. This in-

formation includes: summary statistics; a link to

the web interface to explore the Tweets (the link

is only accessible to authorised users) a summary

of the probable locations of the Twitter users; the

result of processing the Tweets into clusters; and a

list of the source Tweets. Note that both examples

in Figure 1 have the list of Tweets edited to save

space and that expletives have been blurred.

3.2 Example Fire Alerts

The process described above, filtering ‘trends’ or

‘bursts’ from Twitter to identify words of interest,

has previously been investigated for earthquake

events (Robinson et al., 2013a; Robinson et al.,

2013b). Specifically, they target the word ‘earth-

quake’ and its derivatives as well as the hash tag

‘#eqnz’ and apply heuristics based on the num-

ber of retweets and tweet locations to identify first

hand reports of earthquakes from Twitter. A sim-

ilar process has not to our knowledge been at-

tempted for bushfires, particularly in Australia.

For the first three months of operation the no-

tification system described above generated 42

emails triggered by red ‘fire’ alerts, but only 20

related to real fires and of these only 12 contained

Tweets that may have been of interest to fire fight-

ing agencies. These results highlight that the word

‘fire’ is also used on Twitter for other purposes, as
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demonstrated by the example Tweets in Table 1.

It is our expectation that using a classifier will

improve the accuracy of our fire detector. Note

that for this work we will attempt to use a classifier

to identify Tweets related to real fires only.

4 Building the Classifiers

We have used the Support Vector Machine

(SVM) (Joachims, 1998) method for text classi-

fication to identify Tweets about actual fire events.

In this section, we describe the method used to de-

velop an SVM for this purpose. We begin by iden-

tifying a test and training dataset (§4.1), and con-

sider the features used in representing Tweets as

feature vectors (§4.2). To assess whether a small

labelled dataset would suffice to train an SVM

with acceptable classification performance, we in-

vestigated the use of a Transductive SVM which

takes a small labelled dataset and a collection of

unlabelled examples, and also tested which frac-

tions of the full dataset were required to train the

standard (inductive) SVM to achieve maximum

performance (§4.3). We conclude with a selection

of the best available classifier to use in our goal to

improve fire reporting (§4.4).

4.1 Gathering Training Data

Tweets mentioning ‘fire’ were identified from

alerts generated by our Social Media platform dur-

ing January and February 2013. This period in

Australian was colloquially known as the ‘Angry

Summer’3, where record high temperatures were

recorded across most of the continent. Most no-

tably, a series of devastating bushfires occurred

around Coonabarabran in NSW and throughout

South-Eastern Tasmania4.

An impression of the number of candidate

Tweets available for this process can be seen in

Figure 2 which shows the daily count of Tweets

that include the word ‘fire’. Also shown are the

results of processing these Tweets with the final

classifier (to be described in Section 5) indicating

the number of Tweets that were determined to be

positive or negative. Note the gap around April.

This was due to an issue with Twitter not correctly

geo-locating Australian Tweets for approximately

a two week period.

3http://climatecommission.gov.au/

report/the-angry-summer/
4http://en.wikipedia.org/wiki/2012-

13_Australian_bushfire_season
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Figure 2: Daily ‘fire’ Tweet counts.

A selection of candidate Tweets which con-

tributed to alerts during January and February

were examined and manually labelled as positive

or negative. Positive examples were first-hand wit-

ness and second-hand reports of actual fire events,

as well as Tweets about fires from official sources

(fire services) and news agencies. All other Tweets

were considered negative examples. Our positive

Tweets relate to a variety of fire events, including

bushfires in Tasmania, Victoria, New South Wales

and Western Australia, as well as local house and

vehicle fire incidents. Negative examples were se-

lected from ‘fire’ alerts that weren’t to do with

an actual fire. These included Tweets about fire-

works, people getting fired, wood fired pizzas,

fireplaces, people or sporting teams being ‘on fire’

and books, computer games, movies and songs

with titles containing the word fire. Note that only

original Tweets were labelled; retweets were ex-

cluded from this process.

A final dataset was identified consisting of

794 labelled Tweets containing the word ‘fire’.

This dataset consisted of an even split of posi-

tive/negative examples. Table 1 shows a sample

of positive and negative Tweets from this dataset.

Note that user mentions and hyperlinks that may

identify user accounts have been redacted.

4.2 Feature Selection

The features selected for transforming Tweet text

into feature vectors suitable for training an SVM

were chosen from the following characteristics:

(1) number of words; (2) user mention count; (3)

hashtag count; (4) hyperlink count; (5) uni-gram

occurrences; (6) bi-gram occurrences.

To determine the best combination of features

to train an SVM for our problem, we performed

an exhaustive search of all combinations of fea-

tures (26 − 1 = 63) to train an SVM with a linear

kernel. We then ranked the relative performance

of each SVM by average accuracy with a 10-fold

cross-validation procedure (Hastie et al., 2009),

which divides the dataset into ten 90%–10% splits

as training and test data (respectively). The best
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(+) Went with the other friend to the lake cause there was a HUGE fire. 2 fires actually. This photo was taken 1 km
away http://t.co/. . .

(+) Can see the smoke from the fire burning near craigieburn from long way. Stay safe everyone. #melbweather
#hot

(+) Fire! There’s a bushfire down the road. :/
(+) EMERGENCYWARNING issued by #TFS for uncontrolled fire at Middle Tea Tree Rd, Richmond #TAS under

Extreme fire. . . http://t.co/. . .
(+) Fires raging near ski fields in the alpine region, threatening lives and homes. Locals being told it’s too late to

leave #newsfeed #mthotham
(-) the fire works are amazing this year
(-) 7 head coaches and 5 gm’s got fired in the NFL and it’s not 1:30 pm yet. Wow!!!
(-) Shots fired during Auckland robberies http://t.co/. . .
(-) @. . .@. . . you’ll love it!! Mariah was on fire in GC.
(-) Finally forced myself to stop reading Catching Fire. #bedtime

Table 1: Example positive (+) and negative (-) ‘fire’ Tweets.

result of this test is shown in Table 2, which was a

combination of both (5) uni-gram occurrences and

(2) user mention count as indicated by †. Subse-

quent rows in Table 2 show how the accuracy and

F1 scores were reduced when each of the features

were excluded.

Features Accuracy F1 Score

{2, 5}† 84.54% ± 3.2% 0.831
{5} 81.96% ± 4.65% 0.797
{2} 54.31% ± 3.31% 0.658

Table 2: Feature combination results.

4.3 Semi-Supervised Learning

Labelling Tweets to generate training and test

datasets is a labour-intensive process. To address

this issue, we sought to test whether a small num-

ber of labelled positive/negative examples together

with a relatively large set of unlabelled exam-

ple Tweets could be used to train a Transductive

SVM (TSVM) with acceptable classification per-

formance. TSVMs have been shown to perform

well for text classification problems (Joachims,

1999b), and are particularly effective over Twitter-

based data (Zhang et al., 2012).

To test the performance of the TSVM relative to

the standard (inductive) SVM, we used the full la-

belled dataset (n = 794) with the best determined

feature combination (uni-gram occurrences and

user mention count). Using this set, we aimed to

test if an SVM trained on a small fraction k of the

labelled examples was outperformed by a TSVM

which was trained on the same set of labelled ex-

amples together with the remaining fraction 1− k

of the examples with their labels removed. We

tested for various k ∈ {0.05, 0.10, 0.15, 0.20}.

For each choice of k, we created a set of experi-

ments E where |E| = ⌈ 1
k
⌉. Each e ∈ E consisted

of two sets e = 〈L,U〉, where L is a randomly

sampled set of n× k labelled examples (maintain-

ing the same positive to negative example ratio as

in the original dataset) which were different for

each e with minimal overlap, and where U con-

tained the remaining n× (1− k) examples which

had their labels removed, relative to each L.

For each experiment e, a two-fold cross-

validation method was then used to train an SVM

over set Ltrain and test over set Ltest (where

L = Ltrain ∪ Ltest). In each fold, a TSVM

was also trained over Ltrain ∪ U and tested over

Ltest. The average accuracies and standard devia-

tions for these experiments for each choice of k is

shown in Table 3.

k l/u Type Avg. Accuracy

0.05 40/754 SVM 61.58 ± 5.95
TSVM 64.08 ± 8.00

0.10 80/714 SVM 69.112 ± 6.02
TSVM 73.711 ± 4.08

0.15 120/674 SVM 68.61 ± 3.93
TSVM 72.36 ± 3.73

0.20 159/635 SVM 69.13 ± 4.07
TSVM 74.00 ± 5.30

Table 3: SVM versus TSVM: best features.

Experiments for both the SVM and TSVMwere

performed using SVMlight (Joachims, 1999a). As

the authors of SVMlight have noted, aggressive fea-

ture selection has the potential to reduce the per-

formance of a TSVM because there are often few

irrelevant features in a text classification problem.

For this reason, we also ran the same test for fea-

ture vectors consisting of all available features as

described in §4.2, for which performance using the

standard (inductive) SVM was nearly as high as

the best combination of features determined by the

selection process (with n = 794, the accuracy was
82.89% ± 2.84% and F1 score 80.94). The results

of this test, Table 4, show that classification accu-

racy was not significantly different from results us-

ing the SVM and TSVM trained with feature vec-

tors based on the best determined combination.
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k l/u Type Avg. Accuracy

0.05 40/754 SVM 57.89 ± 7.45
TSVM 61.84 ± 5.21

0.10 80/714 SVM 66.60 ± 7.79
TSVM 71.57 ± 4.99

0.15 120/674 SVM 69.72 ± 2.35
TSVM 74.72 ± 2.37

0.20 159/635 SVM 69.00 ± 1.77
TSVM 73.88 ± 4.42

Table 4: SVM versus TSVM: all features.

While the TSVM consistently outperformed the

SVM for all cases, the improvement in accuracy

was not comparable to the performance of the

SVM trained on more labelled examples. It is

worth noting that if we were to train a TSVM

on unlabelled examples for which the proportion

of positive to negative examples was unknown

(which was otherwise the case in our experiment),

much more experimental training and testing may

be needed to determine the best assumed propor-

tion for best performance. We did not perform

such an analysis, but leave this for future work. In-

stead, we continued testing various proportions k

in 5% increments for the SVM case to determine

how the average classification accuracy changed

with varying training set sizes. The results of this

test are shown in Figure 3, showing that the maxi-

mum accuracy is achieved by training with around

half or more (n > 400) of the full dataset.
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Figure 3: Learning curve for SVMlight.

Running the comparison experiment again for

k = 0.5 yielded a TSVM with negligible differ-

ence in classification accuracy when compared to

the SVM.

4.4 Results

As the TSVM did not outperform the standard in-

ductive SVM in terms of classification accuracy,

we opted to use the SVM trained on the best fea-

ture combination selected in §4.2 (uni-gram occur-

rences and user mention count) over all labelled

data (n = 794) with a linear kernel function.

5 Improved Fire Alerting

The current email notification system has been

configured to generate an email when a new red

‘fire’ alert is detected. A sequence of alerts where

the gap between them is no more than 30 minutes

is defined as an alert event. An email is gener-

ated when the first alert within an event that passes

the notification criteria is detected; in the case of

‘fire’ this was configured to be a minimum alert

colour of red. A maximum of one email is gen-

erated for each alert event. Figure 4 shows dis-

tribution of alerts per event for ‘fire’ events over

an eight month period (January to August 2013).

There were a lot of short events that consisted of

few alerts (335 events consisted of a single alert)

and on the other end of the scale there were a few

long running events that consisted of a large num-

ber of alerts (the longest event had 250 alerts).
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Figure 4: Alerts per event.

5.1 Analysis of Notification Emails

The 42 email notifications corresponding to red

‘fire’ alerts for June to September 2013 were ex-

amined to determine how many related to Tweets

about actual fires. 20 were found to have at least

one Tweet about a fire; these were labelled as true

positives. The rest were labelled as false positives.

The email notification system was then config-

ured to make use of the best performing classi-

fier as defined in the previous section and all ‘fire’

alerts for the three month period were replayed to

observe the effect. Various minimum positive per-

centage cutoff rates where also trialled to see how

this affected the accuracy of the notifications.

It should be noted that as our Social Media plat-

form is Java based, a Java implementation of LIB-

SVM (Chang and Lin, 2011) was used for these

experiments. This was configured and trained in

the same manner as the SVMlight software used

in the classifier experiments detailed above. To

verify that both SVM software packages produced

equivalent results, we ran the same feature se-

lection 10-fold cross validation experiment us-

ing LIBSVM and this produced accuracy mea-

sures that were within 5% of those achieved with
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SVMlight. The results, Table 5, show the preci-

sion, recall, F1 score, accuracy (percentage cor-

rect) and number of notification emails that would

have been produced for each configuration.

Config Prec Rec F1 Acc Emails
no class 0.48 1.00 0.65 47.6 42
10% pos 0.76 0.80 0.78 78.6 21
20% pos 0.81 0.65 0.72 76.2 16
30% pos 0.83 0.50 0.63 71.4 12
40% pos 0.82 0.45 0.58 69.0 11
50% pos 0.80 0.40 0.53 66.7 10

Table 5: Analysis of emails: Jun to Sep 2013.

These results show that the introduction of a

classifier would have improved the overall accu-

racy of the email notification system, with the best

result being achieved with a rule that at least 10%

of Tweets contributing to the red ‘fire’ alert must

be classified as positive. This improved the accu-

racy from 47.5% to 78.6% and the F1 score from

0.65 to 0.78. While the number of false positives

was greatly reduced (from 22 to 5) a number of

false negatives were also introduced (4) which in-

dicates that some actual fire events were missed.

This is not a desirable outcome. It should also

be noted that in some cases when using the clas-

sifier the generation of the notification email was

delayed because the initial red ‘fire’ alerts did not

pass the classification test. The notification sys-

tem will keep checking follow up alerts until one

passes the test and an email notification is sent.

5.2 Expected Fire Season Performance

To explore the performance of the notification sys-

tem over the previous fire season, this experiment

was re-run over the alerts that were generated by

our Social Media platform over the months Jan-

uary to May 2013. During periods when there are

many active bushfires it appears that the use of a

classifier will not provide much benefit: for the 22

red ‘fire’ email notifications that would have been

generated if our system has been running during

January 2013, all of them would have been true

positives without the use of a classifier. The results

of this experiment are shown in Table 6 which

shows the gain in accuracy by introducing a classi-

fier is minimal and the number of emails produced

is not reduced significantly.

6 Further Work

The notification system based on fire alerts has so

far only been operating in the winter season. The

Config Prec Rec F1 Acc Emails
no class 0.79 1.00 0.88 79.2 48
10% pos 0.84 0.97 0.90 83.3 44
20% pos 0.91 0.84 0.88 81.3 35
30% pos 0.94 0.79 0.86 79.2 32
40% pos 0.94 0.79 0.86 79.2 32
50% pos 0.94 0.76 0.84 77.1 31

Table 6: Analysis of emails: Jan to May 2013.

results that would have been achieved if the system

had been operating last summer have also been ex-

plored. The real test will be the upcoming disaster

season: how well will the classifier perform? We

will actively review the emails as they are gener-

ated to check they describe real fire events (true

positives), while also checking the alerts that don’t

generate an email notification (true negatives) to

verify they do not correspond to real fire events.

Our original hypothesis was that a classifier

would be useful to identify real fire events from the

keyword filtering of alerts generated by our Social

Media platform. This was found to be true dur-

ing the winter season but less so for the summer

months. We will explore bypassing the alert filter-

ing by keyword and instead focus on classification

of Tweets directly. This will have performance im-

plications, especially if there are many classifiers

in operation looking for different event types.

Another avenue to explore is to analyse ‘fire’

alerts at a lower level than red. It may be pos-

sible to detect new fire events earlier, based on a

smaller set of Tweets. The use of a classifier to fil-

ter out the non-fire related alerts will become more

important here as the system currently generates a

large number of alerts that are not at the red level.

There are a number of other questions to ex-

plore. The classifier developed has been trained on

example Tweets from the last fire season. Will this

classifier be applicable for the next fire season?

Are there regional differences? For example, can

the classifier trained on Australian Tweets identify

fire events in New Zealand? Should Tweets from

the different regions in Australia be used to train

individual region specific classifiers?

To improve classification performance, we aim

to try ensemble learning to combine different

classifiers using a boosting strategy such as Ad-

aBoost (Freund and Schapire, 1997; Li et al.,

2008). Furthermore, the strategy we used of

under-sampling the negative Tweet class to train

SVMs with balanced datasets is not without draw-

backs. Therefore, we aim to test learning strate-

gies which take the underlying example imbalance
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directly into account (Akbani et al., 2004). We are

also interested in using the confidence or probabil-

ity of individual classification determinations per

Tweet to rank them in order of importance.

There are also other areas to explore with our

Social Media platform. Twitter specific Natural

Language Processing (NLP), Information Extrac-

tion, Word Sense Disambiguation (WSD), Part

of Speech (POS) and Named Entity Recognition

(NER) techniques will be investigated. For exam-

ple, POS taggers (Gimpel et al., 2011; Owoputi

et al., 2013; Derczynski et al., 2013) could be

used to improve the identification and categori-

sation of fire related words. Similarly, the back-

ground language model can be extended to look at

n-gram features to extend the uni-grams currently

used and the existing clustering techniques can be

extended to identify when alerting words are re-

lated or to make use of a WSD dictionary. NER

tools can be used to better approximate the loca-

tion of a Tweeter as demonstrated by Lingad et al.

(2013). Also, the notification features will be ex-

tended to include other emergency use cases such

as earthquakes, cyclone tracking, flood events and

crisis management incidents, for example terrorist

attacks and criminal behaviour.

Another area of consideration is to explore us-

ing an online incremental learning SVM similar

to that described by Cauwenberghs and Poggio

(2000) and Zheng et al. (2010). The aim is to

dynamically refine the classifier using feedback

obtained from domain specialists: incorrectly la-

belled Tweets can be corrected at run-time and

used to re-train the classifier dynamically as an

event unfolds to customize the classifier for spe-

cific events.

7 Conclusions

Our Social Media platform identifies ‘alerts’

based on stemmed words extracted from

Tweets (Cameron et al., 2012; Yin et al.,

2012a; Yin et al., 2012b). When a stem frequency

is statistically much greater than the expected

value, an alert is generated. These unusual events

(alerts) can be filtered for keywords of interest

and used as the basis for a notification system.

We have used our platform to identify occur-

rences of current events involving fire, such as

those referring to a current bushfire or grassfire.

Our system works well for words that have unam-

biguous and specific meanings such as these, how-

ever not for other words, such as fire. To improve

the accuracy of the system when generating email

notifications based on alerts for actual fire events,

we explored the use of an SVM to discern only the

relevant Tweets mentioning fire.

We generated a dataset of 794 Tweets with an

even proportion of Tweets mentioning actual fire

events to those which did not from a period during

which Australia endured a particularly bad bush-

fire season. With this dataset, we performed an ex-

haustive feature selection process to train an SVM

for our task. As the creation of the dataset was la-

borious, we also explored if a Transductive SVM

(TSVM) could be used to train a model with ac-

ceptable performance with many less labelled ex-

amples in combination with more unlabelled ex-

amples, which did not prove to be the case.

Using the best trained SVM (with an accuracy

of 84.54% and an F1 score of 0.831) as a post alert

filter, we found that it significantly improved the

quality of the generated event notifications. In the

first three months of operation, the system gen-

erated 42 ‘fire’ email notifications where only 20

corresponded to real fire events. Filtering these

alerts using the classifier resulted in 21 notifica-

tions: an improvement in accuracy from 48% to

78%, albeit with a reduction in recall from 1 to

0.8. As mentioned above however, these accuracy

improvements were not obtained during the high

fire danger period during the summer months.

Future work will include deploying and

analysing our system in operation during the next

bushfire season; exploring the use of different

training datasets; improving classification accu-

racy using ensemble methods; ranking Tweets

based on a classifier’s prediction of confidence or

probability to improve how notifications are in-

terpreted; applying standard NLP techniques; and

testing our system for use in other emergency

management scenarios, such as earthquakes, cy-

clone, flood and terrorism events.
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Abstract
We describe a cross-corpora evaluation of
disease mention recognition for two an-
notated biomedical corpora: the Human
Variome Project Corpus and the Arizona
Disease Corpus. Our analysis of the per-
formance of a state-of-the-art NER tool in
terms of the characteristics and annotation
schema of these corpora shows that these
factors significantly affect performance.

1 Introduction
The recent growth of on-line biomedical literature
has spawned an increasing number of NLP tools
for content analysis that help researchers and prac-
titioners access the latest developments in their
fields. Examples of these tools include: BANNER –
a Named Entity Recognizer (NER) for the biomed-
ical domain (Leaman and Gonzalez, 2008); ABNER
– a NER for molecular biology (Settles, 2004);
and Whatizit – a Web service which provides func-
tionality to perform text-mining tasks (Rebholz-
Schuhmann et al., 2008). These tools in turn re-
quire the development of annotated training cor-
pora, e.g., (Kim et al., 2003; Rosario and Hearst,
2004; Kulick et al., 2004; Pestian et al., 2007;
Jimeno-Yepes et al., 2008; Bada et al., 2012).

Studies have been conducted to examine the
performance of different NLP tools on a single
corpus, e.g., (Jacob et al., 2013; Verspoor et al.,
2012). However, experience shows that the char-
acteristics of a corpus influence performance, e.g.,
(Cao and Zukerman, 2012) for sentiment analy-
sis and (Pyysalo et al., 2008) in the biomedical
space. In this paper, we analyze how the char-
acteristics and annotation schemas of two corpora
influence BANNER’s performance on the recogni-
tion of diseases (note that BANNER outperforms AB-
NER in the recognition of diseases (Leaman and
Gonzalez, 2008)). The corpora in question are
the Human Variome Project Corpus (HVPC) devel-
oped at NICTA (Verspoor et al., 2013), and the

Arizona Disease Corpus (AZDC) – a popular med-
ical resource developed at the University of Ari-
zona (Leaman et al., 2009).1

Our results show that BANNER’s performance
on HVPC significantly exceeds its performance
on AZDC. This is (at least partly) explained by
differences in corpus characteristics, such as re-
duced disease mention diversity resulting from
HVPC’s specific focus, and by some requirements
of HVPC’s annotation schema. These observations
suggest that corpus analysis should be conducted
along with performance evaluation in order to ap-
propriately assess the obtained results and the suit-
ability of a corpus for training general NER tools.

2 Biomedical Corpora
AZDC is a biomedical textual resource focusing on
disease annotation (Leaman et al., 2009). It was
extracted from a corpus created by Craven and
Kumlien (1999), which consists of sentences se-
lected from MEDLINE R© abstracts via queries for
six proteins. All disease mentions in AZDC are an-
notated, with each disease annotation containing
a Unified Medical Language System R© (UMLS R©)
concept unique identifier (where possible).

HVPC is an annotated biomedical textual re-
source pertaining to human genetic variation and
its relation to diseases (Verspoor et al., 2013).
At present, the corpus comprises ten double-
annotated plain-text full journal publications on
inherited colorectal cancer, which were selected
on the basis of their relevance to the genetics of
the Lynch Syndrome. The annotation schema,
which is tailored to the focus of the corpus, covers
thirteen relations, such as “gene-has-mutation”,
“mutation-has-size” and “disease-related-to-body-
part”; and eleven entity types, such as genomic cat-
egories (e.g., “gene”, “mutation”), phenotypic cat-
egories (e.g., “disease”, “body-part”), categories

1Of the above corpora, only Kulick et al.’s focuses on dis-
eases at the same level of detail as the corpora considered in
this paper, and may be investigated in the future.
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related to the occurrence of mutations in a dis-
ease (e.g., “age”, “ethnicity”), and a “character-
istic” category as a catch-all for information of in-
terest that is otherwise uncategorized.

2.1 Comparison of Annotation Schemas
Both HVPC and AZDC annotate duplicate disease
mentions in the same sentence, and abbreviations
specific to the analyzed article (e.g., “Huntington
disease (HD)”). In addition, they do not annotate
stand-alone generic words (e.g., “disease”, “syn-
drome”), and disease names embedded into enti-
ties of other types (e.g., “Peter MacCallum Can-
cer Centre”). However, there are significant dif-
ferences between these annotation schemas:
• HVPC’s annotation guidelines define the “dis-

ease” entity type as “an abnormal condition
affecting the body of an organism”, and an-
notates modifiers such “healthy”, “unaffected”
and “normal” as diseases of healthy individ-
uals. In contrast, AZDC requires that dis-
ease mentions correspond to one of the sev-
eral semantic types of the UMLS R© Seman-
tic Group “disorders” (e.g., “disease or syn-
drome”, “injury or poisoning”, “mental dys-
function”, “sign or symptom”). As a result, dis-
ease effects are annotated as diseases in AZDC,
but not in HVPC.

• AZDC requires mention boundaries to be set to
a minimum span of text necessary to describe
the most specific form of a disease. In contrast,
HVPC seems to be more restrictive with respect
to disease mention boundaries. Specifically,
many of the modifiers describing the type of
a disease (which are included in disease men-
tions in AZDC) are attributed to the “characteris-
tic” entity type (Section 1). For example, “clas-
sical galactosemia” and “unilateral retinoblas-
toma” are disease mentions according to AZDC,
while only the head noun is a disease mention
according to HVPC.

• HVPC annotates only the last and most com-
plete part of a disease coordination2 (e.g., in
“breast and ovarian cancer”, “breast” is anno-
tated as a body part3), while AZDC annotates a
coordination as separate but overlapping men-
tions of a disease (e.g., “breast and ovarian
cancer” and “ovarian cancer”).

2This was originally done in response to the BRAT anno-
tation tool (Stenetorp et al., 2012) not allowing annotation of
discontinuous entities (since rectified).

3A refinement is to consider (body-part, disease) related
pairs as multi-word disease names, which would boost the
mention-length counts for HVPC in Figure 2.

These aspects account for the simplicity, brevity
and higher structural regularity of HVPC disease
mentions compared to those in AZDC (Section 2.2).

2.2 Comparison of Corpora Parameters
We have analyzed HVPC and AZDC with respect to
the following parameters: size of the corpora in
terms of number of sentences and tokens; number
of disease mentions and unique disease mentions;
and distribution of sentence length, disease men-
tion length and disease mention frequency. The
results, which appear in Tables 1 and 2, and Fig-
ures 1 and 2, reveal the following differences be-
tween HVPC and AZDC, which explain why AZDC is
more difficult to analyze automatically than HVPC:
• Unique disease mentions – The ratio of

unique disease mentions to total disease men-
tions in HVPC (8.4%) is much lower than in
AZDC (37.2%) (Table 1). In addition, in HVPC
a small set of unique mentions has very high
frequency compared to AZDC (Table 2). These
properties of HVPC may be attributed to its nar-
row focus on the Lynch Syndrome.
• Sentence length and complexity – In gen-

eral, sentence length is significantly higher in
AZDC (Figure 1). This may be attributed in
part to the way in which HVPC and AZDC were
constructed: AZDC contains only sentences ex-
tracted from biomedical paper abstracts, while
HVPC consists of full papers, which in addition
to sentences, contain section headings and ta-
ble and figure captions.
• Disease mention length – Most disease men-

tions in HVPC consist of 1 or 2 terms, while
AZDC contains a large number of multi-word
complex disease mentions (Figure 2).

3 NER Performance
In this section, we describe the experiments we
performed to evaluate the performance achieved
for HVPC and AZDC by a state-of-the-art NER tool,
viz BANNER (Leaman and Gonzalez, 2008) (Sec-
tion 1). We also analyze the types of errors made
by BANNER on each corpus, and discuss their con-
nection to the annotation guidelines.

BANNER is a NER system developed for use in
the biomedical domain. It uses a mechanism based
on Conditional Random Fields (CRF) (Lafferty et
al., 2001) to assign labels to input tokens, and con-
siders the following features: (1) lemma for a to-
ken; (2) part of speech; (3) orthographic features,
such as capitalization, presence of digits, prefixes
and suffixes, and 2 and 3-character n-grams.
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Parameter HVPC AZDC

# of sentences 2116 2783
# of tokens 52454 79950
Total # of disease mentions 1552 3228
# of unique disease mentions 130 1202

Table 1: Various quantitative parameters of HVPC
and AZDC. Unique mentions refer to all (case-
sensitive) textually identical disease mentions.

Figure 1: Distribution of sentence lengths (binned
with step 5) in HVPC and AZDC.

3.1 Experimental Set-Up

BANNER configuration: We used the 19th
SVN revision of BANNER (sourceforge.net/p/
banner/code/HEAD/tree/) with the following
parameters: (1) parenthesis post-processing, post
processing of abbreviations specific to an arti-
cle, and numeric normalization switched “on”;
(2) IOB (Inside, Outside, Begin) label model with
second order CRF model; and (3) no dictionary.

Matching schemes: BANNER’s performance was
assessed using the following matching schemes:
(1) exact, (2) left border, (3) right border, (4) left
or right border, (5) entity inclusion (one entity is
a subset of another), and (6) entity overlap. The
first scheme provides the most stringent measure
of performance, while the other schemes provide
different types of fuzzy matches.

Dataset preparation: BANNER contains a
dataset loader specifically created for AZDC, while
HVPC had to be segmented into sentences. This
was done by training the OpenNLP sentence
splitter (opennlp.apache.org/) on 70% of HVPC,
and manually fixing the nine errors that remained
after automatic sentence splitting.

3.2 Performance Evaluation
We performed 10-fold cross validation over both
corpora, and employed the standard performance

Parameter HVPC AZDC

Frequency mean 11.94 2.73
Frequency standard deviation 22.39 5.65
Ratio of top N frequent mentions
to all mentions
N = 10 0.51 0.14
N = 20 0.73 0.22
N = 30 0.85 0.28

Table 2: Frequencies of disease mentions.

Figure 2: Distribution of disease mention lengths
in HVPC and AZDC.

metrics of Precision, Recall and F-score.
The results in Table 3 show that BANNER

achieves excellent performance (F-score=0.9164)
for HVPC on exact matches, which cannot be
substantially improved by relaxing the matching
scheme. In contrast, AZDC’s F-score=0.7365 for
the exact matching scheme increases by up to 15%
with matching-scheme relaxation.4

The good performance of BANNER on HVPC
may be attributed to the single-disease focus of
the corpus, its sentence brevity, and its disease-
mention properties, which in turn are influenced
by the annotation schema (Section 2). The lat-
ter may also explain the relative insensitivity of
BANNER to the matching scheme relaxation: BAN-
NER tends to have NE boundary detection prob-
lems mostly for long disease mentions, which are
under-represented in HVPC.

With regard to AZDC, the results in Table 3 indi-
cate that the main cause of the relatively low per-
formance of BANNER is its inaccurate left boundary
detection, which affects performance for both the
exact and left-border schemes.

4In another set of experiments, BANNER trained on
AZDC and tested on HVPC exhibited inferior performance
(F-score=0.4453 for the exact matching scheme and F-
score=0.6166 for overlap matching), thus confirming the
large difference and non-interchangeability of these two
datasets and their annotation schemas.
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Scheme Corpus Precision Recall F-score

Exact AZDC 0.7772 0.7003 0.7365
HVPC 0.9322 0.9026 0.9164

Left AZDC 0.8009 0.7217 0.7590
Border HVPC 0.9372 0.9076 0.9214
Right AZDC 0.8706 0.7844 0.8250
Border HVPC 0.9512 0.9215 0.9353
Left or Right AZDC 0.8870 0.7992 0.8406
Border HVPC 0.9555 0.9258 0.9396
Inclusion AZDC 0.8897 0.8016 0.8431

HVPC 0.9593 0.9293 0.9433
Overlap AZDC 0.8931 0.8046 0.8463

HVPC 0.9599 0.9299 0.9439

Table 3: 10-fold X-validation for AZDC and HVPC.

3.3 NER Errors
Below we consider the errors identified in (Lea-
man et al., 2009) for AZDC (items 1-3), and add
another type of error (item 4):
1. Improper handling of coordinations (AZDC),

which occurs quite often, despite the addition
of a coordination-handling post-processing
step. BANNER tends to combine separate men-
tions of the form “disease1 and disease2” (false
positives), while sometimes missing annotated
coordinations (false negatives).

2. Inability to correctly detect boundaries of dis-
ease mentions (AZDC and HVPC). This problem
is exacerbated in AZDC when diseases are re-
ferred to by their effects rather than their names
(e.g., “premature periodontal destruction”), or
disease names contain attributes (e.g., “high
myopia”).

3. Incorrect identification of acronyms and abbre-
viations specific to the analyzed article (AZDC
and HVPC).

4. Overlooking (false negatives) or mistaken an-
notation (false positives) of disease names
(AZDC and HVPC). In particular, this happens
for words characterizing a health condition,
e.g., “affected”, “normal” or “healthy” (HVPC
only), and diseases referred to by their effects
(AZDC only).

This analysis confirms that the difference in
BANNER’s performance on HVPC and AZDC is partly
caused by differences in the annotation guidelines
for these two corpora:
• AZDC contains many coordinations, while

HVPC’s annotation guidelines circumvent the
“coordination problem” (Section 2).
• Disease effects and characteristics are not an-

notated as disease names in HVPC. In contrast,
the number of such mentions in AZDC is high,

and its disease mentions in general are usually
longer and more diverse than disease mentions
in HVPC.

These factors explain the increased difficulty
of disease-mention identification and mention-
boundary detection in AZDC compared to HVPC.

3.4 Baseline Performance on HVPC

The simplicity of HVPC is further demonstrated by
evaluating the performance of a very simple base-
line algorithm that extracts disease mentions from
HVPC. This algorithm applies the Unix string-
matching utility grep to each word in a small
(42 word) dictionary that was quickly constructed.
The dictionary was created by collecting all the
disease mentions and their morphological varia-
tions from the Wikipedia article about the Lynch
Syndrome, and adding six terms (“healthy”, “nor-
mal”, “unaffected”, “polyp”, “polyps” and “poly-
posis”). The results obtained by this baseline for
the exact matching scheme (Precision = 0.8777,
Recall = 0.7352 and F-score=0.8001) are signifi-
cantly better than the BANNER scores for AZDC.

4 Conclusion
In this paper, we presented a case study of two cor-
pora with disease annotations. Our results show
that the domain and construction method of a cor-
pus, the restrictions imposed on disease defini-
tions, and other annotation schema requirements
are likely to have a high impact on NER perfor-
mance. In particular, HVPC is an easy corpus for
NER in comparison with AZDC due to its low lexi-
cal variability, the brevity and high regularity of its
disease names, and the requirements of the HVPC
annotation schema.

We conclude that corpus features identified in
this paper are predictive of NER performance, and
possibly of performance in other tasks, and should
be taken into account during corpus selection. In
particular, we note that HVPC is not very suit-
able for the development of NER tools for disease
name recognition in general. However, this cor-
pus may be useful for the development and assess-
ment of (disease) relation extraction (RE) tools,
as it minimizes the noise introduced by incorrect
NER. In addition, it may be suitable for training
NER and RE tools for applications focused on par-
ticular diseases.

Future research directions include studying
other biomedical corpora and specializing high-
diversity corpora (e.g., AZDC) to determine char-
acteristics that most affect NER performance.
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Abstract

The improvements to ad-hoc IR sys-
tems over the last decades have been re-
cently criticized as illusionary and based
on incorrect baseline comparisons. In
this paper several improvements to the
LM approach to IR are combined and
evaluated: Pitman-Yor Process smooth-
ing, TF-IDF feature weighting and model-
based feedback. The increases in rank-
ing quality are significant and cumulative
over the standard baselines of Dirichlet
Prior and 2-stage Smoothing, when eval-
uated across 13 standard ad-hoc retrieval
datasets. The combination of the improve-
ments is shown to improve the Mean Av-
erage Precision over the datasets by 17.1%
relative. Furthermore, the considered im-
provements can be easily implemented
with little additional computation to exist-
ing LM retrieval systems. On the basis of
the results it is suggested that LM research
for IR should move towards using stronger
baseline models.

1 Introduction

Research on ad-hoc Information Retrieval (IR)
has been recently criticized for being based on
incorrect baseline comparisons. According to
extensive evaluation of IR systems from over
a decade, no progress has been demonstrated
on standard datasets (Armstrong et al., 2009a;
Armstrong et al., 2009b).

In this paper we propose that although much of
this criticism is valid, much of the more recent
progress in Language Model-based (LM) IR
has not been evaluated or received the attention
that it deserved. We evaluate on 13 standard IR
datasets some of the improvements that have been

suggested to LMs over the years. It is shown that
the combination of Pitman-Yor Process smooth-
ing, TF-IDF feature weighting and Model-based
Feedback produces a substantial and cumulative
improvement over the common baseline LM
smoothing methods.

2 Improvements to LMs for IR

2.1 LM Approach to IR

The LM approach to ad-hoc IR considers docu-
ments and queries to be generated by underlying
n-gram LMs. The Query Likelihood (QL) frame-
work for LM retrieval (Hiemstra, 1998) treats
queries as being generated by document models,
reducing the retrieval of the most relevant doc-
uments into ranking documents by the posterior
probability of each document given the query. Un-
igram LMs and a uniform distribution over docu-
ment priors is commonly assumed, so that the QL-
score for each document correspond to the condi-
tional log-probability of the query given the docu-
ment:

log pm(w) = logZ(w) +
∑
n

wn log pm(n), (1)

where Z(w) is a Multinomial normalizer, w is the
query word count vector, and pm(n) is given by
a Multinomial estimated from the document word
count vector dm:

pm(n) =
dmn
||dm||1

(2)

The QL framework is the standard application
of LMs to IR. It is equivalent to using a Multino-
mial Naive Bayes model for ranking, with classes
corresponding to documents, and a uniform prior
over the document models.

Antti Puurula. 2013. Cumulative Progress in Language Models for Information Retrieval. In Proceedings of
Australasian Language Technology Association Workshop, pages 96−100.



2.2 Pitman-Yor Process Smoothing

The standard choices for LM model smoothing
in IR have been Dirichlet Prior (DP) and 2-
stage Smoothing (2SS) (Zhai and Lafferty, 2004;
Smucker and Allan, 2007; Zhai, 2008). A re-
cent improvement has been Pitman-Yor Process
(PYP) smoothing, derived as approximate infer-
ence on a Hierarchical Pitman-Yor Process (Mom-
tazi and Klakow, 2010; Huang and Renals, 2010).
All methods interpolate document model param-
eter estimates linearly with a background model,
differing in how the interpolation weight is deter-
mined. PYP applies additionally power-law dis-
counting of the document counts. For all meth-
ods the smoothed parameter estimates can be ex-
pressed in the form:

pm(n) = (1− αm)
d′mn
||d′m||1

+ αmp
c(n), (3)

where d′m is the discounted count vector, pc(n) is
the background model and αm is the smoothing
weight.

DP chooses the smoothing weight as
αm = 1 − ||dm||1

||dm||1+µ , where µ is a parameter.
2SS combines DP with Jelinek-Mercer smooth-
ing, using αm = 1 − ||dm||1−β||dm||1

||dm||1+µ , where β
is a linear interpolation parameter. PYP uses
αm = 1 − ||d′

m||1
||dm||1+µ , with the discounted counts

d′mn = max(dmn−∆mn, 0), where ∆mn = δd
δ

mn

is produced by Power-law Discounting (Huang
and Renals, 2010) with the discounting parameter
δ. Replacing the discounting in PYP with the
linear Jelinek-Mercer smoothing reproduces the
2SS estimates: ||d′m||1 = ||dm||1 − β||dm||1.
PYP is therefore a non-linear discounting version
of 2SS.

The background model pc(n) is commonly
a collection model estimated by treating all
available documents as a single large document:
pc(n) =

∑
m

dmn∑
n′
∑

m′ dm′n′
. A uniform distribu-

tion is less commonly used: pc(n) = 1
|N | .

2.3 TF-IDF Feature Weighting

Unigram LMs make several incorrect modeling
assumptions about natural language, such as con-
sidering all words equally informative. Feature

weighting has shown to be useful in improving
the effectiveness of Multinomial models in both
IR (Smucker and Allan, 2006; Momtazi et al.,
2010) and other uses (Rennie et al., 2003; Frank
and Bouckaert, 2006). This is in contrast to
earlier theory in IR that considered smoothing
with collection model as non-complementary to
feature weighting (Zhai and Lafferty, 2004).

TF-IDF word weighting for dataset documents
can be done by:

dn = log(1 +
d′′n
||d′′||0

) log
M

Mn
, (4)

where d′′ is the unweighted count vector, ||d′′||0
the number of unique words in the document, M
the number of documents and Mn the number of
documents where the word n occurs.

The first factor in Equation 4 is a TF log
transform, using unique length normalization
(Singhal et al., 1996). The second factor is
Robertson-Walker IDF (Robertson and Zaragoza,
2009). Weighting query word vectors works
identically. Collection model smoothing has an
overlapping function to IDF weighting (Hiemstra
and Kraaij, 1998). Here this interaction is taken
into account by changing the background smooth-
ing distribution into a uniform distribution.

2.4 Feedback Models

Pseudo-feedback is a traditional method used
in IR that can have a large impact on retrieval
performance. The top ranked documents can be
used to construct a query model for a second pass
of retrieval. With LMs there are two different
ways to formalize this: KL-divergence Retrieval
(Zhai and Lafferty, 2001) and Relevance Models
(Lavrenko and Croft, 2001). Both methods enable
replacing the query vector with a model (Zhai,
2008).

A number of variants exist for LM feedback
modeling. Practical modeling choices are using
only the top K retrieved documents, and trun-
cating the query model to the words present in
the original query (Zhai, 2008). The documents
can be weighted according to the posterior
probability of the document given the query,
p(dm|w) ∝ pm(w) (Lavrenko and Croft, 2001).
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The query model can also be interpolated linearly
with the original query (Zhai and Lafferty, 2001).
These modeling choices are combined here,
resulting in a robust feedback model that has the
same complexity for inference as the original
query.

Using the top K = 50 retrieved documents, the
query words wn > 0 can be interpolated with the
top document models pk(n):

wn = (1− λ)
w′n
||w′||1

λ
∑
k

pk(w
′) pk(n)

Z
, (5)

where w′ is the original query, λ is the inter-
polation weight, and Z is a normalizer for the
feedback counts: Z =

∑
n:w′

n>0

∑
k pk(w

′)pk(n).

2.5 Experiments

Combining the LM improvements was evaluated
on standard ad-hoc IR datasets. These are the
TREC 1-51 datasets split according to data
sources, OHSU-TREC2 and FIRE 2008-20113.
Each dataset was filtered by stopwording, short
word removal and Porter-stemming. The datasets
were each split into a development set for cali-
brating parameters and a held-out evaluation set.
The OHSU-TREC dataset was split according to
documents, using ohsumed.87 for development
and ohsumed.88-91 for evaluation. The TREC
and FIRE datasets were split according to queries,
using the first 3/5 of queries for each year as
development data and the remaining 2/5 as the
evaluation data. For OHSU-TREC the queries
consisted of the title and description sections of
queries 1-63. For TREC and FIRE the description
sections were used from queries 1-450 and 26-
175, respectively. Table 1 summarizes the dataset
split sizes.

The software used for the experiments was
SGMWeka version 1.44, an open source toolkit
for generative modeling4. Ranking effectiveness
for the experiments was evaluated using Mean
Average Precision from the top 50 documents
(MAP@50). Smoothing parameters were opti-
mized for MAP@50 using a parallelized Gaussian

1http://trec.nist.gov/data/test coll.html
2http://trec.nist.gov/data/t9 filtering.html
3http://www.isical.ac.in/˜clia/
4http://sourceforge.net/projects/sgmweka/

Table 1: Dataset documents, test queries
Data Development Evaluation

Docs Test Docs Test
fire en 21919 90 16075 60
ohsu trec 36890 63 196555 63
trec ap 47172 118 33474 80
trec cr 5063 38 4006 29
trec doe 10053 28 7717 10
trec fbis 23207 68 17315 48
trec fr 25185 112 20581 75
trec ft 41452 113 30549 75
trec la 25944 87 17834 56
trec pt 1635 9 1792 5
trec sjmn 9160 29 6469 19
trec wsj 21847 60 15839 41
trec zf 19901 60 13763 39

random search algorithm (Luke, 2009) on the
development sets. The significance of experiment
results was tested on the evaluation set MAP@50
scores of each dataset, using paired one-sided
t-tests, with significance level p < 0.05.

The experiment results are shown in Table 2.
Comparing PYP to DP and 2SS, PYP improves
significantly on DP smoothing. The difference to
2SS is considerable as well, but not statistically
significant due to variance. Adding TF-IDF (+TI)
weighting to PYP, the improvement becomes
significant over the 2SS baseline. Adding feed-
back (+FB) results in an improvement that is
significant compared to both other improvements.
The overall mean improvement over 2SS is 4.07
MAP@50, a 17.1% relative improvement.

2.6 Discussion

This paper presented an empirical evaluation of
combining improvements to information retrieval
language models. Experiments on standard ad-
hoc IR datasets show that several improvements
significantly and cumulatively improve on the
baseline methods of LM retrieval using 2SS and
DP smoothing methods. This contrasts with the
reported illusionary improvements in IR literature
(Armstrong et al., 2009a; Armstrong et al.,
2009b). The considered improvements require
very little additional computation and can be
implemented with small modifications to existing
IR search engines.
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Table 2: Ranking effectiveness as % MAP@50.
DP 2SS PYP PYP PYP

+TI +TI
Dataset +FB
fire en 44.44 44.46 45.16 44.68 48.04
ohsu trec 29.73 29.72 28.77 31.24 32.33
trec ap 22.76 23.05 24.41 24.91 28.55
trec cr 17.03 17.17 18.02 17.88 19.47
trec doe 26.49 24.97 30.58 30.98 34.66
trec fbis 23.51 23.57 24.66 26.14 28.81
trec fr 18.42 18.53 18.72 18.86 19.68
trec ft 23.26 23.55 24.65 23.73 24.80
trec la 18.05 19.27 19.06 20.43 20.78
trec pt 13.23 11.57 11.64 22.45 27.53
trec sjmn 20.84 21.47 20.27 16.83 17.12
trec wsj 32.00 32.44 33.77 34.53 38.41
trec zf 17.92 18.48 17.54 19.52 20.97
mean 23.67 23.71 24.40 25.55 27.78

Several LM improvements have also been
developed that require considerable additional
computation. Methods such as document neigh-
borhood smoothing, passage-based language
models, word correlation models and bigram
language models have all been shown to substan-
tially improve LM performance (Miller et al.,
1999; Song and Croft, 1999; Clinchant et al.,
2006; Krikon and Kurland, 2011). Unfortunately,
like the improvements discussed in this paper,
many of these methods lack publicly available
implementations, have been pursued by few
researchers, and have been evaluated on a limited
number of datasets. Evaluation of methods such
as these could yield practical tools for IR and
other applications of LMs.

The criticism of progress in ad-hoc IR (Arm-
strong et al., 2009a; Armstrong et al., 2009a;
Trotman and Keeler, 2011) has missed valuable
developments in LM-based IR. A second matter
neglected in this criticism is the shift towards
the learning-to-rank framework of IR (Joachims,
2002; Li, 2011), where individual retrieval models
have reduced roles as base rankers and features.
In this context it is not necessary for models to
improve on a single measure or replace older ones;
rather, it is sufficient that new models provide
complementary information for combination of
results.

The work reported here is preliminary and fur-
ther experiments are required to understand possi-
ble interaction effects between the combined im-
provements. Given the performance and sim-
plicity of the evaluated improvements, the com-
monly used DP and 2SS baselines for LMs should
not generally be used as primary baselines for IR
experiments. The combination of improvements
shown in this paper is one potential baseline.
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Abstract

We offer a supervised machine learn-
ing approach for recognizing erroneous
words in the output of a speech recognizer.
We have investigated several sets of fea-
tures combined with two word configura-
tions, and compared the performance of
two classifiers: Decision Trees and Naïve
Bayes. Evaluation was performed on a cor-
pus of 400 spoken referring expressions,
with Decision Trees yielding a high recog-
nition accuracy.

1 Introduction
One of the main stumbling blocks for spoken Nat-
ural Language Understanding (NLU) systems is
the lack of reliability of Automatic Speech Rec-
ognizers (ASRs) (Pellegrini and Trancoso, 2010).
Recent research prototypes of ASRs yield Word
Error Rates (WERs) between 15.6% (Pellegrini
and Trancoso, 2010) and 18.7% (Sainath et al.,
2011) for broadcast news. However, the WER of
the ASR we employed (Microsoft Speech SDK
6.1) is 34% when trained on an open vocabulary
plus a small language model for our corpus. This
WER is consistent with that obtained in the 2010
Spoken Dialogue Challenge (Black et al., 2011).

In this paper, we offer a supervised machine
learning approach to detect erroneous words in
ASR output (this step will be followed by auto-
matic error correction). Our approach was evalu-
ated on a corpus of 400 spoken referring expres-
sions, with the best-performing option yielding an
average accuracy of 89% (Section 5).

The rest of this paper is organized as follows. In
the next section, we discuss related work. In Sec-
tion 4, we describe our experimental design, fo-
cusing on the features considered for our machine-
learning approach. In Section 5, we discuss our re-
sults, followed by concluding remarks.

2 Related Research
Approaches for improving the performance of
spoken NLU systems may be classified into pre-
vention and recovery.

Prevention avoids errors by constraining the
vocabulary (Gorniak and Roy, 2005; Sugiura et
al., 2009) and grammatical constructs (Brooks and
Breazeal, 2006) understood by an ASR. ASRs that
employ this approach can process expected utter-
ances efficiently, and work well in restricted do-
mains. However, these ASRs have trouble process-
ing unexpected utterances.

Recovery involves error detection followed
by correction. During detection, an NLU system
posits that a word in an utterance was incorrectly
recognized. Three approaches to error recovery
are described in (López-Cózar and Griol, 2010;
Ringger and Allen, 1996; Zhou et al., 2006).

López-Cózar and Griol (2010) consider statis-
tical information, and lexical, syntactic, semantic
and dialogue-related information to correct ASR
errors (i.e., replace, insert or delete words in a
textual ASR output), and syntactic approaches to
modify tenses of verbs and grammatical numbers
to better match grammatical expectations.

Ringger and Allen (1996) use statistical infor-
mation to construct a language model that quanti-
fies the likelihood of word sequences, and a noisy
channel model that predicts errors made by an
ASR. They perform error detection and correction
at the same time based on these models, which are
trained using the words expected in the domain.

Zhou et al. (2006) perform error detection and
correction of utterances, words and characters in
Mandarin. They experiment with the General-
ized Word Posterior Probability (GWPP) of an
utterance, computed from word hypotheses, ut-
terance length, language model, and acoustic ob-
servations; and features based on the N -best hy-
potheses, obtained from acoustic, language model
and purity scores. When an erroneous word is de-

Farshid Zavareh, Ingrid Zukerman, Su Nam Kim and Thomas Kleinbauer. 2013. Error Detection in Automatic
Speech Recognition. In Proceedings of Australasian Language Technology Association Workshop, pages
101−105.



(a) Projective relations and “end, edge, corner” and “cen-
ter” of a table

(b) Colour, size, positional relation and intervening object
in a room

Figure 1: Two of the scenarios used to construct our corpus.

tected, all the characters in it are deemed to be
wrong. Correction is then performed using a list
of candidate alternatives for each erroneous char-
acter to generate a list of word hypotheses, and a
linguistic model based on mutual information and
trigrams to select the best word hypothesis.

Like these researchers, we offer corpus-based
techniques to detect ASR errors. However, we em-
ploy features of the ASR output, rather than actual
words or expectations from the context. By do-
ing this, we hope to avoid over-fitting to domain-
specific words and expectations.

3 The Corpus
Error detection performance was evaluated using
the corpus constructed by Kleinbauer et al. (2013).
The corpus originally comprised 432 free-form
descriptions spoken by 26 trial subjects to refer to
12 designated objects in four scenarios (three ob-
jects per scenario, where a scenario contains be-
tween 8 and 16 objects; two scenarios appear in
Figure 1). Half of the participants were native En-
glish speakers, and half were non-native. All the
speakers were proficient in English, but the non-
native speakers had a foreign accent, and some had
idiosyncratic turns of phrase.

We manually filtered out 32 descriptions that
were broken up by the ASR due to pauses made
by the speakers, leaving 400 descriptions, which
comprise 3, 128 words in total, and 118 unique
words. The descriptions, which varied in length
and complexity, had an average length of 10 words
and a median length of 8 words, with the longest
description containing 21 words. Sample descrip-
tions are: “the green plate next to the screwdriver
at the top of the table”, “the large pink ball in the
middle of the room”, “the plate in the corner of the
table”, and “the picture on the wall”.

The ASR produced up to 50 alternative textual

interpretations for each spoken description, ranked
in descending order of probability. In total, 4, 249
texts, with 33, 927 words (706 unique) were gen-
erated. It is worth noting that more alternatives,
with a higher average WER for the top-ranked op-
tions, were generated for non-native speakers than
for native speakers.

We used the Levenshtein distance to align each
alternative produced by the ASR with the refer-
ence (correct) description. The words in the al-
ternative were then labeled as follows: Correct,
Inserted – absent from the reference interpreta-
tion, Replaced – an incorrect word instead of the
reference word, and Deleted – a placeholder for a
reference word that is not in the alternative. The
Inserted and Replaced words comprise the Wrong
class (Deleted words cannot be modeled).

4 Experimental Design
In this section, we discuss the classifiers we con-
sidered, our feature sets, and evaluation methods.

Classifiers. We investigated two classifiers to
decide whether a word in a text produced by the
ASR is correct: Decision Trees (DT) (Quinlan,
1993) and Naïve Bayes classifiers (NB) (Domin-
gos and Pazzani, 1997) (cs.waikato.ac.nz/ml/
weka/).1 For NB, we used equal-width binning to
discretize continuous features (Catlett, 1991; Ker-
ber, 1992).

Features. The target classes are Correct or
Wrong, and three types of features were computed
for each word w in a text: word based (5), sentence
based (6), and phoneme based (2).

Word-based features. (1) Part of Speech (PoS)
as determined by the Stanford PoS Tagger

1Initially we also considered linear chain Conditional
Random Fields (CRF) (Lafferty et al., 2001) (mallet.cs.
umass.edu), but they exhibited inferior performance.
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(nlp.stanford.edu/software/tagger.shtml);
(2) Stop Word as determined by the list in
webconfs.com/stop-words.php; (3) Position of
w in the text, defined as a nominal feature taking
one of the values Beginning, Middle or End;
(4) Time taken by the speaker to pronounce word
w (in fraction of a second); and (5) Confidence
Score given to word w by the ASR.

Sentence-based features. (6) Repetition Count
– number of alternatives where w is re-
peated; (7) Repetition Ratio (equivalent to purity
score (Zhou et al., 2006)) – Repetition Count di-
vided by the total number of alternatives; (8) Re-
placement Ratio – number of alternatives which,
when aligned with the current alternative, label w
with “R”, divided by the total number of alterna-
tives; (9) Insertion Ratio – number of alternatives
which, when aligned with the current one, label w
with “I”, divided by the total number of alterna-
tives; (10) Rank of the alternative containing w in
the ASR output; and (11) Sentence Length – num-
ber of words in the current alternative.

Phoneme-based features (according to the CMU
Pronunciation Dictionary, speech.cs.cmu.edu/

cgi-bin/cmudict). (12) Broad Sound Groups
(BSGs) – a vector of length 8 that represents the
number of times each BSG occurs in word w, e.g.,
the word “problem” has 2 vowels, 2 stops, 2 liq-
uids, and 1 nasal; and (13) Phonemes – a vector
of length 39 that represents the number of times
a phonetic symbol appears in w’s phonetic tran-
scription.

We experimented with the following sets of fea-
tures: (1) Word + Sentence features, (2) BSGs,
and (3) Phonemes. These features were computed
for the current word (C), which is being classi-
fied, and for the previous, current and next word
(PCN). For example, the following vector is pro-
duced when all 58 features are used for the cur-
rent word (the first and last word in an alternative
have missing features for P and N respectively):
f1, . . . , f5︸ ︷︷ ︸

Word

, f6, . . . , f11︸ ︷︷ ︸
Sentence

, f12, . . . , f19︸ ︷︷ ︸
BSGs

, f20, . . . , f58︸ ︷︷ ︸
Phonemes

.

Sets of features that included actual words pro-
duced accuracies of over 95%, but were unlikely
to generalize. This was evident by inspecting the
generated decision tree, which was shallow and
wide. In fact, when w was used, most other fea-
tures were ignored. Consequently, we decided not
to include the actual words in our feature sets.

Table 1: Accuracy of DT versus NB: Different fea-
ture combinations.

Classifier Features Micro- Macro-
average average

NB Word+Sentence, C 0.8156 0.8146
NB Word+Sentence, PCN 0.8060 0.8066
NB BSGs, C 0.6479 0.6446
NB BSGs, PCN 0.6476 0.6479
NB Phonemes, C 0.6610 0.6605
NB Phonemes, PCN 0.6722 0.6731
DT Word+Sentence, C 0.8110 0.8110
DT Word+Sentence, PCN 0.8082 0.8121
DT BSGs, C 0.7959 0.7974
DT BSGs, PCN 0.8308 0.8324
DT Phonemes, C 0.8614 0.8591
DT Phonemes, PCN 0.8771 0.8770

Evaluation method. We employed 13-fold
cross validation to train and test our corpus, where
each fold comprises descriptions spoken by one
native English speaker and one non-native speaker
(Section 3). The per-speaker split ensures that sen-
tences spoken by one trial subject do not appear
in both training and test sets; and the native/non-
native pairing balances the test sets, in the sense
that they are of similar size, and ASR performance
is similar for all sets (Section 3).

5 Results
Table 1 shows the results of our initial tests, which
compare the performance of DT with that of NB
in terms of micro- and macro-averaged accuracy
(recall that the majority class of Correct words is
66%, Section 1). The odd-numbered rows contain
the results for the three sets of features computed
only for C, and the even-numbered rows contain
the results for PCN. The statistically significant
best result is boldfaced (statistical significance was
calculated using the Paired Student’s t-test).

As seen in Table 1, compared to C, PCN has
a mixed effect on NB’s performance, depending
on the base features: PCN yields a statistically
significant drop in accuracy for Word+Sentence
(p-value=0.03), no statistically significant change
for BSGs, and an improvement for Phonemes (p-
value=0.015). The results are more consistent for
DT: there is no significant difference in perfor-
mance between C and PCN for Word + Sentence,
but PCN yields statistically significant improve-
ments for the other feature sets (p-value ≤ 0.05).

There were no statistically significant differ-
ences in accuracy between DT and NB for
Word+Sentence with C and PCN. However, DT
significantly outperformed NB in the remaining
tests (p-values << 0.01). In addition, PCN
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Table 2: Accuracy comparison for DT with
Phonemes plus different feature combinations.

Features Micro- Macro-
Phonemes, PCN + average average

0.8771 0.8770
Word+Sentence 0.8775 0.8787
BSGs 0.8776 0.8783
Word+Sentence and BSGs 0.8741 0.8754
PoS 0.8902 0.8906
PoS and BSGs 0.8972 0.8971

yielded a better performance than C for DT.
Hence, our next tests are carried out using DT with
PCN only.

Table 2 shows the results of combining
Phonemes, which give the best accuracy (Table 1),
with three feature sets: Word+Sentence, BSGs
and PoS. The last two rows in Table 2 (bold-
faced) show the feature sets that yield the high-
est (statistically equivalent) accuracies. These re-
sults, which were obtained with PoS, with and
without BSGs, are significantly better than those
achieved when Word + Sentence features or BSGs
were used (p-value ≤ 0.05). Also, combining
Phonemes with Word+Sentence, BSGs and both
Word+Sentence and BSGs does not yield signifi-
cant performance changes.

The most significant features in the best-
performing decision trees are (in descending or-
der): presence of the phonemes TH and Z, num-
ber of occurrences of N (≤1 versus 1<), whether
PoS=JJ (adjective), and whether the next word
contains a stop BSG (at level 5 in the tree). This
indicates that certain phonemes are prone to ASR
mis-interpretation — an insight that has signifi-
cant implications for the next stage of the ASR
process, which consists of proposing replacements
for words that are classified as Wrong. For ex-
ample, we could create a confusion matrix be-
tween error-prone phonemes produced by the ASR
and likely replacement phonemes, and suggest re-
placement words that include these hypothesized
phonemes (Thomas et al., 1997; Zhou et al., 2006).
It is worth noting that the ASR’s Confidence Score
was not used in the best-performing DTs. In fact,
we observed that this score is often inconsistent
with the Correct/Wrong class of a word.

As mentioned in Section 4, using the actual
words as a classification feature yielded deci-
sion trees that over-fitted the data. Thus, it is
possible that a similar effect takes place when
Phonemes are used. Additional tests on differ-
ent datasets should be conducted to rule out this

Table 3: Accuracy comparison for DT with BSGs
plus different feature combinations.

Features Micro- Macro-
BSGs, PCN + average average

0.8308 0.8324
Word+Sentence 0.8640 0.8626
PoS 0.8639 0.8632

possibility. Notice, however, that BSGs with PCN
yield a creditable performance (third last row
in Table 1), which improves statistically signifi-
cantly (p-value << 0.01) when BSGs are com-
bined with PoS and Word+Sentence (Table 3).
This is noteworthy because BSGs are abstrac-
tions of Phonemes, and hence are less likely than
Phonemes to fit a small number of words. Further,
a correction procedure similar to that suggested for
Phonemes would be applicable for BSGs.

6 Conclusions and Future Work
We have proposed a supervised learning method
to predict the correctness of words in an ASR
output. Our best classifier yields 89% accuracy.
However, these results were obtained on a rela-
tively small corpus with a limited vocabulary (Sec-
tion 3). Hence, further tests with larger, more di-
verse corpora are needed to verify our results.

As mentioned in Section 3, we aligned the al-
ternatives returned by the ASR with the reference
text in order to label the words in each alterna-
tive. In addition, we aligned the alternatives with
each other to compute multi-alternative features,
such as Repetition count and Replacement ratio.
In doing so, we implicitly assumed that there is a
one-to-one mapping between the words in an al-
ternative and those in the reference text, and also
between the words in alternatives generated for the
same spoken description. However this assump-
tion is not always valid: we have observed cases
where one word has been split into two words by
the ASR, or a few words have been merged into
one. Ringger and Allen (1996) have proposed a
statistical solution to this problem, but unfortu-
nately their method relies heavily on the vocab-
ulary on which the system was trained. This prob-
lem will be addressed in the future.

The methods offered in this paper do not distin-
guish between a Wrong word and Noise (sighs or
hesitations that are often mis-heard by the ASR as
“and”, “on” or “in”). In the future, we propose to
retrain our system to deal with three classes, viz
Correct, Wrong and Noise.
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Abstract

In this paper, we discuss how statements
about defaults and various forms of excep-
tions to them can be incorporated into an
existing controlled natural language. We
show how these defaults and exceptions
are translated and represented in the an-
swer set programming paradigm in order
to support automated reasoning.

1 Introduction

Defaults are statements in natural language that
contain words such as generally, normally, or typ-
ically and generalise over what a particular kind
of objects does. These kinds of statements are
very useful in human communication, since we
often do not have complete information about the
world, but must be able to draw conclusions based
on incomplete information. These conclusions are
preliminary, and we may be forced to withdraw
them later when new information becomes avail-
able. In this paper, we investigate how statements
about defaults and exceptions to them can be in-
corporated into an existing controlled natural lan-
guage (White and Schwitter, 2009) and what kind
of formal machinery is required to process these
defaults and to reason with them in the answer set
programming paradigm (Gelfond and Lifschitz,
1988; Lifschitz, 2008; Gebser et al., 2012). An-
swer set programming (ASP) has its roots in logic
programming and non-monotonic reasoning and
is well suited for solving problems which involve
commonsense reasoning (Eiter et al., 2009).

It is important to note that we are working here
with a controlled natural language (for a survey
see (Kuhn, 2013)). Our controlled natural lan-
guage (CNL) consists of a well defined subset of
English and has been designed to serve as a knowl-
edge representation language with automated rea-
soning support (White and Schwitter, 2009). The

CNL allows domain specialists to write a textual
specification using the vocabulary of the applica-
tion domain. The writing process of the CNL is
guided by an intelligent authoring tool, and there
is no need for the human author to formally en-
code the knowledge since the language processor
takes care of this process.

2 CNL and Answer Set Programming

Our CNL processor translates a specification writ-
ten in CNL with the help of a discourse representa-
tion structure (DRS) (Schwitter, 2012) in the spirit
of (Kamp and Reyle, 1993; van Eijck and Kamp,
2011) into an executable ASP program.

An ASP program looks similar to a Prolog pro-
gram but relies on a completely different compu-
tational mechanism. Instead of deriving a solu-
tion from a program specification using resolution
like Prolog does, finding a solution in the ASP
paradigm corresponds to computing one or more
stable models (Gelfond and Lifschitz, 1988) that
in principle always terminate. Stable models are
also known as answer sets (Lifschitz, 2008).

The building blocks of an ASP program are
atomic formulas (atoms), literals and rules. A rule
is an expression of the following form:

L0 or ... or Lk ← Lk+1, ..., Lm, not Lm+1, ..., not Ln.

where Li’s are literals. A literal is either an atom a
or its classical negation ¬a. The symbol not stands
for negation as failure; not Li means that Li is not
known. The symbol← stands for an implication.
The expression on the left-hand side of this sym-
bol is called the head of the rule and may consist
of a disjunction (or) of literals. The expression on
the right-hand side is called the body of the rule. If
the body of a rule is empty, then the rule is called
a fact, and if the head of a rule is empty, then the
rule is called a constraint. Constraints are not im-
portant in the following discussion, but they can
be expressed in our CNL (Schwitter, 2012).

Rolf Schwitter. 2013. Working with Defaults in a Controlled Natural Language. In Proceedings of Australasian
Language Technology Association Workshop, pages 106−110.



Our CNL processor takes, for example, the fol-
lowing text as input:

1. Sam is a child.

2. John is the father of Sam and Alice is the
mother of Sam.

3. Every father of a child is a parent of the child.

4. Every mother of a child is a parent of the
child.

5. Every parent of a child cares about the child.

and translates it via a DRS into an ASP program.
In our case, the resulting ASP program is a posi-
tive logic program (without any form of negation
or disjunction) and consists of a set of facts and
rules:

child(sam).
father(john,sam).
mother(alice,sam).
parent(X,Y) :- father(X,Y), child(Y).
parent(X,Y) :- mother(X,Y), child(Y).
care(X,Y) :- parent(X,Y), child(Y).

This program derives the following unique an-
swer set with the help of an answer set solver:

{ child(sam) father(john,sam)
mother(alice,sam) parent(john,sam)
parent(alice,sam) care(alice,sam)
care(john,sam) }

It contains – among other literals – the two lit-
erals care(alice,sam) and care(john,sam).

3 Extending the CNL with Defaults

Now, let’s assume that we learn the subsequent
new information via the CNL sentence (6) and (7):

6. John does not care about Sam.

7. Alice is absent.

In everyday human reasoning this new informa-
tion does in general not cause problems, since hu-
mans seem to able to revise their beliefs with ease.
However, the addition of the formal representa-
tion -care(john,sam) derived from sentence (6)
to the above-mentioned ASP program results in
an inconsistent answer set. And the addition of
the formal representation absent(alice) derived
from sentence (7) does not have any impact on
the conclusion care(alice,sam) (humans might
have a least some doubts here).

In order to deal with this situation, we have to
replace sentence (5) that results in a strict rule by

a sentence such as (5’) that expresses a default us-
ing the keyword normally1 and builds the starting
point for non-monotonic reasoning:

5’. Parents of a child normally care about the
child.

As we will see, defaults can have two types of
exceptions: strong exceptions and weak excep-
tions (Gelfond and Kahl, 2014). Strong excep-
tions refute a default’s conclusion and derive the
opposite of the default as sentence (6) should do.
Weak exceptions render a default inapplicable and
do not support certain conclusions as sentence (7)
should do (the reasoner should not conclude that
Alice cares about Sam).

In order to achieve this form of non-monotonic
reasoning, we need to translate sentence (5’) via
a DRS into a suitable rule in ASP. Before we
show how this can be done, we discuss in the next
section what the target representation for defaults
looks like in the ASP paradigm.

4 Representing Defaults in ASP

ASP is well suited for representing defaults since it
distinguishes between two kinds of negation: clas-
sical negation and negation as failure. Combining
both forms of negation allows us to express, for
example, the closed world assumption, i.e., the as-
sumption that a literal that is currently not known
to be true is false. The closed world assumption
is an example of a default (Reiter, 1978). For
instance, the following ASP program includes a
closed world assumption rule that combines clas-
sical negation (-) and negation as failure (not):
r(1). r(2). s(3). s(4). q(1,3). q(2,3).
-q(X,Y) :- r(X), s(Y), not q(X,Y).

This ASP program has a unique answer set
that includes the two negative literals -q(2,4) and
-q(1,4):
{ r(1) r(2) s(3) s(4) q(1,3) q(2,3)

-q(2,4) -q(1,4) }

It is interesting to note that an ASP program that
combines strong negation and weak negation can
apply the closed world assumption rule to some of
its literals and leave other literals in the scope of
the open world assumption. The same technique
of combining classical negation and negation as
failure can be used in our context.

1(Pelletier and Asher, 1997) convincingly argue that there
exists no univocal (probabilistic-oriented) quantifier (like
most parents) that characterises all defaults.
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A default that states that most elements X of a
class c have property p can be represented by the
following rule in ASP (Gelfond and Kahl, 2014).

p(X) :- c(X), not ab(d(X)), not -p(X).

That means p(X) holds if c(X) holds and it can-
not be shown (not) that X is abnormal (ab) with
respect to a default d and that it cannot be shown
(not) that -p(X) does hold. Note that X might be
abnormal and that -p(X) might hold but we cur-
rently cannot find any evidence that this is the
case.

We can use the same technique to represent sen-
tence (5’) that results in a default (d(care(X,Y)))
with the help of the following rule:

care(X,Y) :-
parent(X,Y), child(Y),
not ab(d(care(X,Y))),
not -care(X,Y).

The subsequent ASP program that uses this de-
fault rule and represents the information derived
from sentence (6) and (7) finally leads to a consis-
tent answer set:

child(sam).
father(john,sam).
mother(alice,sam).
parent(X,Y) :- father(X,Y), child(Y).
parent(X,Y) :- mother(X,Y), child(Y).

-care(john,sam).
absent(alice).
care(X,Y) :-
parent(X,Y), child(Y),
not ab(d(care(X,Y))),
not -care(X,Y).

Note that sentence (6) is a strong exception to
the default rule and refutes the conclusion of the
default. So far, there is no information in the ASP
program that states that the default d is not applica-
ble to care(X,Y). In order to ensure that the weak
exception absent(alice) derived from sentence
(7) is correctly processed and can render the de-
fault d inapplicable, we need to add a so-called
cancellation axiom to the ASP program:

ab(d(care(X,Y))) :-
parent(X,Y), child(Y),
not -absent(X).

This cancellation axiom makes sure that an ab-
sent parent of a child can be viewed as a weak
exception to the default. Adding this cancellation
axiom to our ASP program results in a unique an-
swer set where the conclusion care(alice,sam)

is abnormal (ab) with respect to the default d and
the literal care(alice,sam) is unknown to the an-
swer set:

{ child(sam) father(john,sam)
mother(alice,sam) absent(alice)
-care(john,sam) parent(john,sam)
parent(alice,sam)
ab(d(care(alice,sam)))
ab(d(care(john,sam))) }

Note that if our ASP program would con-
tain the information -absent(alice) instead of
absent(alice), then the default rule would suc-
ceed and the answer set would contain the infor-
mation that Alice cares about Sam. If none of
these two literals is available in the ASP, then the
default rule does not apply.

5 Translating the CNL with Defaults

Our existing CNL processor consists of a chart
parser, a unification-based grammar and a domain-
specific lexicon (White and Schwitter, 2009). The
language processor takes a CNL text as input and
generates an extended DRS (Schwitter, 2012) for
that text. This DRS is then translated into an
ASP program (Schwitter, 2013) that is executed
by clingo (Gebser et al., 2011), an ASP tool.

In our case, a DRS is a term of the form
drs(U,C). The first argument U is a list of dis-
course referents (i.e. quantified variables), and the
second argument C is a list of simple and com-
plex conditions for these discourse referents. Sim-
ple conditions are logical atoms and complex con-
ditions are built from other DRSs with the help
of logical connectors. Our extended DRS uses a
reified notation for logical atoms together with a
small number of predefined predicates.

Since our existing CNL already distinguishes
between classical negation and negation as fail-
ure, it is possible to express rules that enforce the
closed world assumption (as introduced in the last
section). For example, the conditional sentence:

8. If there is no evidence that a mother of a child
is absent then the mother is not absent.

is translated during the parsing process into the
following DRS:
[]

[A,B]
relation(mother,A,B)
object(B,child)
NAF
[]
property(absent,A)

==>
[]

NEG
[]
property(absent,A)
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This DRS consists of a complex implicative
condition (==>). Note that the CNL expression
there is no evidence that results in a negation as
failure operator (NAF) in the antecedent of this
DRS and the translation of the expression does not
leads to a classical negation (NEG) in the conse-
quent. This extended DRS is then further trans-
lated into a strict rule in ASP:

-absent(X) :-
mother(X,Y), child(Y),
not absent(X).

This works fine; however, we also have to guar-
antee that sentences such as (5’) are correctly
translated into a default rule in an ASP program.

In order to achieve this, this sentence is first
translated into the following DRS that uses a new
operator ∼∼> to mark this kind of default:

[]
[A,B]

relation(parent,A,B)
object(B,child)

∼∼>
[]

predicate(care,A,B)

This operator helps us to distinguish between
a strict rule and a default rule. The subsequent
translation process into an ASP program identifies
the type of operator in the DRS and translates the
DRS into the following ASP rule:

care(X,Y) :-
parent(X,Y), child(Y),
not ab(d(care(X,Y))),
not -care(X,Y).

This translation is achieved with the help of a
Prolog program that takes a DRS as input and ap-
plies templates of the following form to generate
the default rule:

[ Predicate, ’:-’,
Term,
not ab(d(Predicate)),
not -Predicate ]

It is interesting to see that our existing CNL has
already all the ingredients that are necessary in or-
der to paraphrase this default rule. But in contrast
to sentence (5’) that uses the keyword normally,
we end up with a rather lengthy circumscription:

9. If there is no evidence that a parent abnor-
mally cares about a child and there is no evi-
dence that the parent does not care about the
child then the parent cares about the child.

But note that the translation of sentence (5’)
and sentence (9) result in the same default rule.

In the case of sentence (9), the expression ab-
normally cares about translates into the literal
ab(d(care(X,Y))).

Finally, we want to make sure that also cancella-
tion axioms that implement a weak exception can
be expressed in CNL and be translated into ASP
rules. For example, the conditional sentence:

10. If there is no evidence that a parent of a child
is not absent then the parent abnormally cares
about the child.

represents a cancellation axiom and results in the
following ASP rule:

ab(d(care(X,Y))) :-
parent(X,Y), child(Y),
not -absent(X).

Note that we could completely replace the ex-
pression not absent in our CNL specification by
the positive expression present and we would end
up with the same kind of inferences. That means
strong negation is actually only a modelling con-
venience in ASP (Brewka et al., 2011) but does not
increase the expressive power of the language.

6 Conclusion

Most of what we know about the world is normally
true, with a few exceptions. Defaults allow us to
draw conclusions based on knowledge that is com-
mon and normally the case. These defaults are
sensitive to strong and weak exceptions and are
important to non-monotonic reasoning that plays
an important role in everyday human communica-
tion.

In this paper, we showed how an existing con-
trolled natural language can be extended to accom-
modate statements about defaults and exceptions,
how these statements can be translated via dis-
course representation structures into an answer set
program, and how this answer set program can be
used for automated reasoning. The general strat-
egy for representing these defaults and exceptions
to them in answer set programming is based on
the work of (Gelfond and Kahl, 2014) and pro-
vides a clean and computationally elegant way to
deal with these constructions.

To the best of our knowledge, our controlled
natural language is the first one that supports the
specification of defaults and exceptions in a well-
defined subset of natural language and provides
access to this form of non-monotonic reasoning
via answer set programming.
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Abstract 

Since Ramus et al. (1999) a number of statisti-
cal metrics have been routinely employed by 
researchers (Ramus 2003, Grabe & Low 2002 
etc.) in an effort to rhythmically classify lan-
guages. However, recent studies by Arvaniti 
(2009), Tilsen & Arvaniti (2013), Arvaniti & 
Rodriquez (2013) etc., have challenged both 
the validity of these metrics in reflecting 
speech rhythm, and the physical measurability 
of rhythm itself. The present study takes a 
comparative evaluative approach, and explores 
the applicability of the proposed metrics to a 
Papuan language (Urama) with a phonology 
quite different than traditional Western Euro-
pean (W.E.) languages. It is argued here that 
the statistical underpinning of the existing 
rhythm metrics is a direct outcome of an overt 
effort to capture the temporal durational char-
acteristics of the phonotactics of W.E. lan-
guages. As such, these metrics are only capa-
ble of providing a crude measure of timing. 

1 Introduction 

Approaches to rhythm in language have tradi-
tionally viewed languages as falling into either 
strict or less precisely-defined categories that 
were based primarily on the notion of timing 
(Abercrombie 1967, Port et al. 1987). Timing, as 
used in these contexts, is more or less a blanket-
term referring to all aspects of durational varia-
tion in speech. Originally linked to the notion of 
isochrony (Abercrombie 1967), the term has 
since been increasingly used to refer to the rela-
tive temporal durational variability of consonan-
tal and vocalic intervals in running speech (Ra-
mus et al. 1999). The cornerstone of subsequent 
studies (Grabe & Low 2002, Ramus et al. 2003, 
Dellwo 2006 etc.) have been a consistent focus 
on the relative variability of consonantal and vo-
calic durations across languages, with an effort to 

establish generalizations in patterns of durational 
variability to help classify languages into differ-
ent rhythm classes. Metrics were developed as 
tools of statistical measurement of said duration-
al variability in speech. The efficacy of such ef-
forts, and the phonological basis of the rationale 
offered for their methodological choices, have 
been vigorously disputed in recent works. Arvan-
iti (2009, 2012), Tilsen & Arvaniti (2013), Ar-
vaniti & Rodriquez (2013) present empirical evi-
dence to illustrate that the aforementioned statis-
tical metrics can neither classify non-prototypical 
languages, nor provide correlates of perceptual 
discrimination.  These authors offer perceptual 
experimental data to prove that not only is timing 
affected by a multitude of factors (speaking rate, 
voice quality, stimuli type etc.), but perceptual 
discrimination is often achieved through attune-
ment to duration-independent acoustic factors 
such as fundamental frequency (f0). 

This being the case, the present paper aims to 
investigate the phonological basis for these 
acoustic metrics, the interrelation between the 
mathematical formulae they employ and the 
acoustic correlates of rhythm they are supposed 
to measure. Our primary hypothesis is that these 
metrics are simply different statistical measures 
of how consonant or vowel-heavy a language (or 
a token) is, and while there might possibly be 
some correlation between perceptual discrimina-
tion abilities of listeners and metric scores, the 
metrics are rarely complete indicators of the cau-
sation of such perceptual abilities. We further 
argue that 'rhythm' is more of a psychological 
reality than an acoustic factor, an abstract reali-
zation that lacks a single physical/acoustic corre-
late. It is, rather, the perceptual effect produced 
in the mind by the internal interactions of the 
different phonological abstractions that constitute 
a language. The components that make up the 
phonology and interact with each other to induce 
the perceptual effect in the mind of the listener 
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that is rhythm in speech, and being a psychologi-
cal reality rather than an acoustic entity rhythm is 
likely to elude any physical/acoustic probing. 
Thus, there is not much of a basis for rhythmic 
classes in these metrics (cf. Arvaniti 2009); how-
ever, they do reflect the gross phonological prop-
erties of a given language. To the extent that the-
se phonological properties are specific properties 
of individual rhythm classes remains rather un-
substantiated in terms of empirical evidence.  

This paper presents an instrumental study of a 
unique (and under-documented) language, and an 
elaboration of both whether the traditional meth-
odologies and metrics that have yielded dubious 
results even for most Western European (W.E.) 
languages can capture the dynamics of a phono-
tactically ‘strict’ language, and what methodo-
logical changes may be required in order to ac-
commodate under-studied phonological types.  

2 Rhythm Metrics 

The search for the proper acoustic metrics to cap-
ture the durational variability patterns thought to 
be indicators of rhythmic typology, Ramus et al. 
(1999) claim, was based on the observations re-
garding certain phonotactic regularities in sylla-
ble structure within Romance and Germanic lan-
guages, as elucidated in Dauer (1983). However, 
Arvaniti (2009) finds that these metrics are only 
partially based on the eight parametric criteria 
elaborated by Dauer (1983), and further that 
Dauer’s (1983) own study contradicts the predic-
tions one would make based on her criteria for 
languages such as Greek and Spanish (Dauer 
1983:58). As Arvaniti points out, the main 
source of complication is two-fold; (a) Dauer’s 
(1983) criteria have not been rigorously tested 
with a wide enough cross-linguistic focus, and 
(b) while Dauer’s criteria combine factors that 
directly reflect phonetic timing as well as ones 
with no direct link to timing (e.g. function of f0 in 
language), the design philosophy employed for 
the metrics only takes into account those specific 
criteria that relate directly to timing while ex-
cluding others. This is inherently problematic 
given that duration of segments, the main target 
of these statistical metrics, is affected by a multi-
tude of factors like consonant gemination, 
phrase-final lengthening, syllable-position, fo-
cus-oriented lengthening, etc., all of which fail to 
be accounted for in the these metrics. As such, it 
becomes logically evident that these metrical 
measurements are very loosely based on a small 
subset of Dauer’s (1983) criteria and can, at best, 

provide a very crude measurement of durational 
variability in speech. 

Despite such obvious shortcomings, Ramus et 
al. (1999), for example, claims that a combina-
tion of %V and ΔC provide the best correlates 
for acoustic rhythm. Their study was limited to 
mostly W.E. languages, and Grabe and Low 
(2002) rightly point out that using different met-
rics on a large sub-set of languages yield confus-
ing results with the effect of classifying the same 
language into different rhythmic types.  For ex-
ample, a PVI-based measure classifies Thai as 
stress-timed and Luxembourgish as syllable-
timed, while a combination of %V and ΔC clas-
sify the same languages as being syllable-timed 
and stress-timed, respectively. Similarly, White 
and Mattys (2007a, 2007b) compared the effica-
cy of different metrical measurements using dif-
ferent varieties of English, and concluded that a 
combination of %V and VarcoV yields the most 
effective results. Other such attempts at arriving 
at the perfect metric abound in the literature, 
however one significant contribution made by 
Grabe and Low (2002) is the revelation that none 
of these metrical measurements fares very well 
when applied to (prosodically) non-prototypical, 
non-W.E. languages. One might wonder whether 
these metrics, and by extension Dauer’s (1983) 
criteria, were a result of a focus on the phonolo-
gy of these well-documented W.E.  languages.  

Arvaniti and Rodriquez (2013) point out that 
not only have rhythm discrimination experiments 
been conducted on a very small sub-set of lan-
guages, but the languages typically used for such 
experiments differ in other perceptual factors 
than timing, such as inherent speaking rate. 
While Germanic languages are typically spoken 
with a lower speaking rate, Romance languages 
employ a much faster rate (cf. Arvaniti & Rodri-
quez 2013). These non-rhythmic factors poten-
tially lead to perceptual discrimination, thus ren-
dering the conclusion that discrimination is due 
to rhythmic differences moot. In fact, Ramus et 
al. (2003) report that in their experiments Polish 
was discriminated from both English (stress 
timed) and Spanish (syllable timed), even though 
in that study it is classified as a stress-timed lan-
guage. Clearly, rhythm (as captured by these 
metrics) cannot be the sole perceptual cue to in-
ter-language discrimination.   

The metrics under discussion here are:  
%V: Proportion of vocalic intervals within an 

utterance, an indicator of overall syllable com-
plexity, obtained by calculating the total duration 
of the utterance that is taken up by the vowels, 
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i.e. [(sum total of all the vocalic intervals in the 
utterance) / (duration of the utterance)] x 100. 
The basic problem with this approach is that it 
was developed with languages like English and 
German in mind, where Vs and Cs are either pre-
sent in approximately equal amounts, or Cs 
slightly outnumber Vs, but where this is balanced 
out by the fact that vowels get lengthened or 
shortened regularly due to phonotactics, while 
consonants remain relatively unaffected. Speak-
ing rate, likewise, affects vowel duration much 
more than consonant durations.  

PVI: The pairwise variability index is calcu-
lated by taking into account the durational differ-
ence between pairs of successive intervals, then 
taking the absolute value |x| of the difference and 
dividing it by the mean duration of the pair. For 
rPVI, the division step is omitted. The division is 
done to normalize for speaking rates, and is ap-
plied to vowels only. Stress-timed languages like 
English tend to display high scores for nPVI, as 
they use full vowels as well as reduced vowels.  

Varco: Coefficient of variation (of C and V), 
i.e. [(the standard deviation of vocal-
ic/consonantal interval durations) / (mean of vo-
calic/consonantal duration)] x 100.  
ΔC & ΔV: Standard deviation of the conso-

nantal and vocalic duration of the utterances. 

3 Methods 

The present study seeks to apply the various 
methodologies discussed in the preceding sec-
tions to an under-documented language, and test 
whether they are capable of providing a stable 
account of durational variability. The language 
considered for this study is Urama, a Papuan 
language of New Guinea.  Urama is ideal as a 
test case, as its phonotactics are more ‘strict’ 
than W.E. languages: all syllables are open, no 
consonant clusters are allowed, there exists no 
vowel reduction, and there is no vowel length 
contrast.  Thus, Urama tolerates long strings of 
vowels, but not of consonants. 

Grabe and Low (2002) have pointed out that 
the proposed metrics are incapable of handling 
non-prototypical languages, and fail to classify 
these languages into any fixed rhythmic category 
(hence non-prototypical). However, to the best of 
our knowledge, no one has tested how the dura-
tional contrasts of more exotic languages are 
captured by a system built almost entirely upon 
data from W.E. languages. Arvaniti (2012) sug-
gests that in order to tap into the true timing pat-
tern of a language, metric scores must be derived 

for controlled and uncontrolled data. She sug-
gests two types of control-data: type-1 designed 
to emulate syllable-timing by eliminating conso-
nant clustering, vowel reductions etc. as much as 
permissible within the language’s phonology, 
and type-2, designed to do just the opposite and 
emulate stress-timing. Such methodologies, 
however, fail to account for languages like 
Urama, which employs a strict (C)V template for 
its syllable-structure, while lacking any contras-
tive lengthening of vowels.  

In this study, we employ the three most popu-
lar metric-combinations (%V-ΔC, CrPVI-VnPVI 
and %V-VarcoV) and test their effectiveness in 
capturing the timing patterns of Urama. We 
compare the scores to other languages in order to 
establish a cross-linguistic contrast with an effort 
to test the extent to which these metrics can re-
flect the differences in the phonological and 
phonetic properties of these languages. 

3.1 Participants and Stimuli 

The participant is a female native speaker of 
Urama.  There were two contexts in which 
speech data was collected: controlled speech 
contexts, where the participant was instructed to 
read and/or repeat sentences, spoken at a moder-
ate rate, and spontaneous speech contexts.   

For the controlled speech data, the participant 
was instructed to read/repeat a declarative sen-
tence that was between 12-19 syllables long, and 
on average approximately 4-5 seconds in dura-
tion. In traditional metric-based rhythm studies 
the standard practice is to use declarative utter-
ances because they are expected to most accu-
rately approximate running speech (Ramus 1999, 
Grabe & Low 2002). However, in order to test 
whether clause type has an impact on the met-
rics, both interrogative and exclamative versions 
of the declarative sentence were also recorded 
for this study.  There were 5 sentences construct-
ed in this fashion, yielding 15 (3 conditions x 5 
base sentences) sentences total.  For the sponta-
neous contexts, a short (approximately 1.5 mi-
nute) narrative was collected, spoken at a rate 
appropriate for this kind of speech style. It is im-
portant to note here that if the metrics indeed 
capture rhythm in speech, a property of the in-
herent prosody of the language, the scores should 
be independent of both the type and the duration 
of the utterances used for analyses.  
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4 Results 

The comparisons of each of the metrics for 
Urama, including interrogatives (Q) and ex-
clamatives (!) vs. English, Dutch, French, and 
Spanish (from Arvaniti 2012) are presented be-
low for controlled sentences. 
 

Table 1: Controlled speech metric scores 
 
The scores for spontaneous speech are compared 
with English, Spanish, and Italian in Table 2. 
 

 English Spanish Italian Urama 
varcoV 61.5 67.6 63.1 67.102 
VarcoC 58.1 50.9 52.3 35.299 

%V 51.9 53.2 54.7 54.16 
ΔC (x100) 63.4 47.3 43.1 3.3 

VnPVI 62.9 57.2 51.8 60.547 
CrPVI 73.8 51.6 46.1 0.039 

Table 2: Spontaneous speech metric scores 
 
What can be seen here are extremely low C-
scores, especially CrPVI in spontaneous speech. 

With respect to %V, it is predicted that it is 
languages like Urama where this measure would 
be most likely to fail.  Urama vowels, in any giv-
en utterance, outnumber consonants significant-
ly. Hence, the longer the utterance, the more 
vowels there will be; with an increase in total 
data, the increase in the amount of Cs and Vs is 
far from equal. Given the controlled data above, 
the value ranges from 51.4 (for declaratives) to 
57.1 (for exclamatives), which is a larger differ-
ence than is present between stress-timed English 
(40.1) and syllable-timed French (43.6). 

There are similar problems with PVI values. 
In Urama vowel reduction is not a factor, not 
unlike French. The scores however are far great-
er than French, which is most likely due to the 
fact that a very low presence of consonants elim-
inates durational variability in vowels. Similarly, 
complete absence of consonant clusters contrib-
utes to significantly lower CrPVI scores.  With 
respect to Varco, once again, the syllable struc-
ture employed by Urama explains the scores. 
While Spanish and Urama receive similar Varco 
V scores, the Varco C scores for Urama are sub-

stantially lower than any other language. This is 
again due to an imbalance in Vs vs. Cs.  
 Considering the mathematical rationale behind 
the different metrics employed in rhythm studies, 
it can be readily observed that Δ-values being 
simply standard deviation of vocalic/consonantal 
intervals remain unaffected by the sequential 

patterning of dura-
tional variability of 
segments- a key el-
ement underlying 
the perceptual ef-
fects of speech 
rhythm. The PVI, 

however, captures this sequential patterning by 
averaging the durational difference between suc-
cessive vocalic or consonantal intervals:  
 

 
However, there are a couple of discrepancies 
present in the way in which PVI measures are 
usually applied. First, for vocalic intervals a 
normalized version of the PVI measure is used in 
order to supposedly correct for speaking rate and 
tempo fluctuations. This is achieved by relating 
the difference between two consecutive intervals 
to the mean of the two durations. 

 
The effect, however, is a very local normaliza-
tion that actually ends up reducing length differ-
ences caused in running speech due to stress, 
accent and other phonotactic factors. Second, 
while it may still be argued that the PVI does 
indeed capture some of the sequential patterning 
effects of duration it still calculates vocalic and 
consonantal variations separately, and thus fail to 
capture any perceptual effects of vocalic and 
consonantal structure on the auditory rhythmic 
patterns of languages. 
 A third surprising result is the higher consonan-
tal variability for all languages in spontaneous 
speech measures. Such results have been report-
ed elsewhere (Barry & Russo 2003), with spon-
taneous speech from Italian reportedly exhibiting 
higher CrPVI values. In rhythmic terms, then, 
such results would suggest that spontaneous 
speech from the tested languages is more stress-
timed than controlled utterances. Such differ-
ences between controlled and spontaneous 
speech data is presumably a direct result of seg-

 English Dutch French Spanish Urama Urama Q Urama ! 
%V 40.1 42.3 43.6 43.8 51.45 54.68 57.1 
ΔC 0.054 0.053 0.044 0.047 0.016 0.027 0.031 
ΔV 0.046 0.042 0.038 0.033 0.025 0.023 0.035 

CrPVI 5.6 6.2 4.8 5.25 0.017 0.019 0.021 
VnPVI 67 59.8 44.8 42.5 26.711 26.64 23.68 
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mental lengthening of vowels and sonorants in 
running speech, and is likely to exhibit variation 
as a function of syntactic-lexical structure of 
phrases, focus, speech style, tempo, etc., all of 
which occur with greater variability and lesser 
predictability in undersigned and uncontrolled 
speech. 
 Otherwise, Urama follows the pattern of chang-
es in scores exhibited by other stress vs. syllable-
timed languages in the tables, such as higher %V 
scores than stress-timed languages, lower PVI 
scores for vowels, etc. It tends to follow the syl-
lable-timed languages in its scores when com-
pared to English, with the only difference being 
that the difference in scores for Urama is sub-
stantial, an effect of the extremely V-heavy na-
ture of the syllable-structure.  

5 Conclusion 

 W.E. languages tend to get grouped according to 
rhythm classes in metrical analysis, because the-
se metrics were specifically designed with their 
syllable structure and phonotactics in mind. 
They do not reflect rhythm, only co-incidentally 
their scores for W.E. languages tend to correlate 
with rhythmic typology because the mathematic 
underpinnings of the metrics reflect phonotactic 
properties.  The results reported for Urama illus-
trate how the variation in metric scores correlates 
with variation in phonotactics.  Thus, these met-
rics only provide a very crude measure of timing, 
illustrated by the confusing inter-language scores.  
This has obvious implications for speech tech-
nology incorporating rhythmic properties, in-
cluding automatic recognition of emotion (Rin-
geval et al. 2012), spoken language identification 
(Timoshenko & Höge 2007), Zhang & Glass 
2009), and clinical applications (Selouani et al. 
2012).  
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Abstract 

This study investigates idiosyncrasy manifest-

ed in language use in spoken Japanese. For 

this purpose, we use speaker classification 

techniques as analytical tools. More precisely, 

focusing on Japanese case particles and fillers, 

of which the linguistic functions differ signifi-

cantly, we aim to investigate 1) the extent of 

speaker idiosyncrasy in the selection of certain 

case particles/fillers over others in Japanese 

monologues, and 2) the differences, if any, be-

tween case particles and fillers in the degree of 

speaker-individualising information. We dis-

cuss what contributes to the identified differ-

ences between case particles and fillers. This 

study will contribute to the further develop-

ment of automatic speaker recognition systems 

and authorship analysis studies. 

1 Introduction 

We intuitively know that different people 

speak/write differently, even when they try to 

convey the same message. We also know that 

people tend to use their individually-selected, 

preferred words despite the fact that, in principle, 

they can use any word at any time from the vo-

cabulary built up over the course of their lives. 
Every speaker of a given language has their own 

distinctive and individual version of the language 

– which is often referred to as their idiolect 

(Halliday et al. 1964).  

Linguistic idiosyncrasy has been studied in 

both spoken and written languages (yet, more 

extensively on written languages) (Baayen et al. 

1996, Burrows 1987, Doddington 2001, Ishihara 
and Kinoshita 2010, Weber et al. 2002). Many of 

these studies were based on the unique lexical 

usage of authors (Holmes et al. 2001, Juola and 

Baayen 2005), assuming that word selection is 

unique to the individual author, and that their 

preferred selection is consistent over time 

(Holmes 1992). In particular, function words are 

often used as a feature to quantify the unique 

lexical usage of individual authors, and it has 

been attested that function words carry author-
individualising information (Binongo 2003, 

Holmes, et al. 2001). In addition to function 

words, fillers (such as English “um”, “you 

know”, and “like”), which are unique to spoken 

languages, have also been reported to carry 

speaker idiosyncratic information (Ishihara and 

Kinoshita 2010, Weber, et al. 2002).  

Although the above studies demonstrated that 
function words and fillers carry speaker/writer 

idiosyncratic information, the de-

gree/characteristics of the individualising infor-

mation that they carry may be different as the 

type of linguistic information they provide is 

significantly different. We will investigate this in 

this study. For that purpose, we use case-

particles and fillers appearing in Japanese mono-
logues. Case particles are representative function 

words in Japanese. We use Japanese monologues 

because many of the previous studies used Eng-

lish as the target language, and research on idio-

syncrasy in spoken languages are relatively few-

er than those on written languages. 

That being said, the current study will investi-

gate 1) the extent of speaker idiosyncrasy in the 
selection of certain case particles/fillers over oth-

ers in Japanese monologues, and 2) the differ-

ences, if any, between case particles and fillers in 

the degree of idiosyncrasy. 

In order to answer the above questions, we 

will conduct a series of speaker classification 

tests. The hypothesis is that the more consistent 

the individual speaker’s selection of words (e.g. 

particles) is, and the more significantly words 
selected by one speaker differ from those select-

ed by another, then the more accurate the speaker 

classification results will be. 

1.1 Case Particles and Fillers  

Case particles (kaku-joshi), which are function 

words, provide the grammatical relationship be-
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tween the predicate of a sentence and the noun 

phrases appearing in the sentence. In Example 

1), the case particles, -ga, -de and –o, are the 

subjective (SUBJ), instrumental (INS), and accu-

sative (ACC) markers, respectively.  

ani-ga boo-de watashi-o tataita                Ex 1) 

elder.brother-SUBJ stick-INS I-ACC hit.past 

My elder brother hit me with a stick. 

Fillers function as placeholders when fluency 
fails and one is searching for a desired expres-

sion (Martin 2004:1041). In the database we used 

for this study, a filler tag is assigned to the pre-

selected words which have the function of ‘fill-

ing up gaps in utterances’. Fillers are unique to 

spoken languages. 

2 Methodology 

Two kinds of comparisons are involved in 

speaker classification tests. The first is Same 
Speaker Comparison (SS comparison) in which 

two speech samples produced by the same 

speaker need to be correctly identified as being 

from the same speaker. The second is, mutatis 

mutandis, Different Speaker Comparison (DS 

comparison). These comparisons were conducted 

separately for case particles and fillers. Since the 

comparisons are yes-no basis, the baseline for 
these comparisons is 50%. 

2.1 Database and Speakers 

For this study, we used the monologues from the 

Corpus of Spontaneous Japanese (CSJ) 

(Maekawa et al. 2000), which are categorised as 
Academic Presentation Speech (APS) or Simu-

lated Public Speech (SPS). APS was mainly rec-

orded live at academic presentations, most of 

which were 12-25 minutes long. For SPS, 10-12 

minute mock speeches on everyday topics were 

recorded. We selected our speakers from this 

corpus based on three criteria: availability of 

multiple and non-contemporaneous recordings, 
spontaneity (e.g. not reading) of the speech, and 

speaking in standard modern Japanese. Sponta-

neity and standardness of the language were as-

sessed on the basis of the rating the CSJ pro-

vides. Thus, only those speech samples which 

are high in spontaneity and uttered entirely in 

Standard Japanese were selected for this study. 

This resulted in 416 speech samples (208 speak-
ers: 132 male and 76 female speakers x 2 ses-

sions). From the 416 speech samples, 208 SS and 

86112 DS comparisons are possible. From these 

selected speakers, 64 case particles and 49 fillers 

were identified.  

2.2 Vector Space Model 

First of all, the identified words were sorted by 
their occurrences in descending order. Then, us-

ing the sorted order and the occurrences of the 

identified words, each speech was modelled as a 

real-valued vector in this study. If n different 

words are used to represent a given speech S, the 

dimensionality of the vector is n. That is, S is 

represented as a vector of n dimensions (S = (F1, 

F2 … Fn), where Fn represents the nth compo-
nent of S and Fn is the frequency of the nth 

word). For example, if 5 words (e.g. ah, like, OK, 

yes, all right) are used to represent a speech 

sample (x), and the frequency counts of these 

words in the speech sample are 3, 10, 4, 18 and 

1, respectively, the speech sample x is represent-

ed as given in 1). 

 ⃗⃗  = (3,10,4,18,1) 1) 

In this study, the speech samples are modelled 

using different vector dimensions. This is to see 
how the performance of the speaker classifica-

tion system is influenced by the number of di-

mensions.  

2.3 Term Frequency Inverse Document 

Frequency Weighting 

The usefulness of particular words is determined 

by their uniqueness as well as by how frequently 

they occur. The tf·idf (term frequency inverse 

document frequency) weight, of which formula 

is given in 2), was used to evaluate how unique a 

given word is in the population, and weight was 

given to that word to reflect its importance to 

speaker classification (Manning and Schütze 
2000) 

                
 

   
  2) 

In 2), term frequency (tfi,j) is the number of 

occurrences of word i (wi) in the document (or 

speech sample) j (dj). Document frequency (dfi) 

is the number of documents (or speech samples) 

in the collection in which that word i (wi) occurs. 

N is the total number of documents (or speech 

samples). 

2.4 Cosine Similarity Measure  

The similarity (=difference) between two speech 

samples, which are represented as vectors (     ), 
was calculated based on the cosine similarity 
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measure (Manning and Schütze 2000). This par-

ticular method (e.g. instead of measuring the dis-

tance between two vectors) was selected because 

the durations of the speech samples are all differ-

ent. Note that for the experiments of this study, 

the length of the vectors were standardised by 

only considering the X most frequent case parti-

cles and fillers across the speakers. 

           
∑      

 
   

√∑   
  ∑   

  
   

 
   

 
3) 

The range of difference between the two vec-

tors (similarity(     )) is between 1.0 (=cos(0°)) 

for two vectors pointing in the same direction – 

e.g. speech samples which are identical – and 0.0 

(=cos(90°)) for two orthogonal vectors – two 

speech samples which are completely different, 

because weights are by their definition not nega-

tive. 

3 Speaker Classification Tests  

The performance of speaker classification was 

assessed on the basis of the probability distribu-

tion functions (PDFs) of the difference (E) of the 

paired speech samples between two contrastive 

hypotheses. One is the hypothesis that two 

speech samples were uttered by the same speaker 

(SS hypothesis) and the other is that two speech 

samples were uttered by different speakers (DS 
hypothesis). These probabilities can be formulat-

ed as P(E|Hss) and P(E|Hds) respectively, where 

E is the difference between two speech samples 

in comparison, Hss is the SS hypothesis and Hds is 

the DS hypothesis. In this study, the PDF of the 

difference assuming the SS hypothesis is true is 

called the SS PDF (PDFss), and the PDF of the 

difference assuming the DS hypothesis is true the 
DS PDF (PDFds). Each PDF was modelled using 

the kernel density function (KernSmooth library 

of R statistical package), which is a non-

parametric way of estimating PDF. Examples of 

PDFss and PDFds are given in Figure 1.  

The PDFss and PDFds of Figure 1 do not con-

form to a normal distribution. This is the motiva-

tion for the use of the kernel density function. 
PDFss and PDFds are not always monotonic, and 

may result in more than a single crossing point, 

particularly when the dimension of a vector is 

less than 5. Thus, the performance of the system 

with a vector length less than 5 is not given. 

These two PDFs also show the accuracy of this 

particular speaker classification system. If the 

crossing point (ɵ) of the PDFss and the PDFds is 

set as the threshold, we can estimate the perfor-

mance of this particular speaker classification 

system from these PDFs. Area 1 in Figure 1 – the 

area bound by the grey line (PDFss), the vertical 

dotted line of x = ɵ and the line of y = 0 – is the 

predicted error for the SS comparisons. Area 2 of 

Figure 1 – the area bound by the black line 

(PDFds), the vertical dotted line of x = ɵ, and the 
line of y = 0 – is the predicted error for the DS 

comparisons. The accuracy/error rate of a speak-

er classification system (both in SS and DS com-

parisons) was estimated by calculating Areas 1 

and 2. 

 
Figure 1: Example of PDFss (grey curve) and 

PDFds (black curve). The vertical dotted line (ɵ) 
is the crossing point of PDFss and PDFds. Proba-

bility density = Y-axis; Cosine similarity meas-

ure = X-axis. 

4 Test Results and Discussion  

In Figure 2, the same speaker (SS) and different 

speaker (DS) comparisons classification accura-

cies and the average accuracy between them are 

plotted separately for the case particles and fill-

ers as a function of the number of vector dimen-
sions.  

For the fillers, according to Figure 2, the per-

formance of the SS and DS comparisons are 

comparable until 20 dimensions, after which the 

DS comparisons perform better than the SS 

comparisons. For the case particles, the DS com-

parisons consistently outperform the SS compar-

isons. This underperformance of the SS compari-

sons may be due to the fact that the sample num-
ber for estimating the PDFss (208) is far fewer 

than that for estimating the PDFds (86112). 

Figure 2 indicates that the average speaker 

classification accuracy reaches as high as 69.8% 
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for the case particles with 35 dimensions and 

82.7% for the fillers with 25 dimensions, insofar 

as the performance of speaker classification is 

consistently better for fillers than case particles. 

This indicates that fillers carry more speaker-

specific information than case particles.  

Communication has been traditionally viewed 

as an intentional act of transferring information. 
However, whatever the mode of communication 

(spoken or written), along with the linguistic in-

formation about the symbolic content of the in-

tended message, paralinguistic or extralinguistic 

information about the speaker/writer, such as 

age, sex, social background, psychological state, 

health, etc. (Nolan 1983) is also conveyed. 

Fillers transfer more than the linguistic infor-

mation encoded in messages, and thus we pro-

pose that they are more closely related to para-

linguistic and extralinguistic information. This 
can also be understood from the fact that fillers 

do not conventionally appear in written texts. It 

has also been argued based on empirical data that 

fillers manifest the cognitive process that the 

speaker is undergoing (Sadanobu and Takubo 

1995) and also reflect a speaker’s difficulty in 

conceptual planning and linguistic encoding 

(Watanabe et al. 2008). The cognitive process is 
a well-known source of individual differences 

(Cooper 2002). On the other hand, case particles 

are key players for linguistic information, such as 

the syntactic relationship between a noun phrase 

of a sentence and the predicate of the sentence, 

the logical relationship between two clauses, etc., 

which are more directly important for accurately 

transferring the content information encoded in 

messages than fillers. Since case particles serve 

as the dominant carrier of the information direct-

ly connected to the propositions of the messages, 

it is likely that case particles do not have much 

more capacity to further carry idiosyncratic in-

formation of individual speakers. One of the re-
viewers argues that fillers carry more individual-

ising information mainly because they are rela-

tively free from grammar, which more rigidly 

controls the use of case particles. 

Speaker classification accuracy drastically im-

proves from 15 dimensions (60.6%) to 25 dimen-

sions (69.8%) for case particles. The same in-

crease in accuracy can be observed with fewer 
dimensions (from 5 dimensions: 75.6% to 15 

dimensions: 81.5%) for fillers. This observation 

that more dimensions need to be included for the 

case particles in order to reach the same optimal 

performance level as the fillers is likely due to 

the fact that the first 15-20 most frequently used 

case particles are so ubiquitous in the utterances. 

Hence, the added function of bearing the indi-

vidualising information of a speaker is too great 
for case particles. Also note that the curve of the 

case particles in Figure 2 starts with 15 dimen-

sions because the PDFss and the PDFds with less 

than 15 dimensions become non-monotonic hav-

ing multiple crossing points between them, and 

thus sensible results could not be obtained with 

less than 15 dimensions.  

5 Conclusions  

It has been demonstrated that Japanese case par-

ticles and fillers carry speaker idiosyncratic in-

formation to the extent that the average speaker 

classification accuracy is ca. 69.8% and 82.7%, 

respectively. We discussed the argument that 

fillers are more endowed with the idiosyncratic 

information of speakers than case particles be-

cause of the different levels of information with 

which they operate. Namely, case particles main-
ly handle a linguistically lower level of structural 

information, which is directly relevant to the 

content of messages, whereas fillers assume the 

task of conveying paralinguistic and extralinguis-

tic information, which have a stronger relevance 

to a speaker’s cognitive processes and are highly 

diverse at the individual speaker level. 
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Figure 2: The SS (dotted lines) and DS (dashed 

lines) comparison accuracies, and their average 

accuracies are plotted separately for case parti-

cles (black) and fillers (grey). The circles indi-

cate the best average accuracy for each type. 
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Abstract

Climate type is one of the potentially most
relevant pieces of metadata for identify-
ing studies in evidence-based environmen-
tal management. In this paper, we pro-
pose a method for automatically predict-
ing the climate type in environmental sci-
ence literature using NLP techniques, rel-
ative to a pre-existing set of climate type
categories. Our main approaches com-
bine toponym detection and resolution us-
ing two different resources with support
vector machines. The results show great
promise, but also further challenges, for
using NLP to extract information from the
vast and rapidly growing collection of en-
vironmental sciences literature.

1 Introduction

In this paper, we investigate the task of automatic
prediction of climate type (e.g. temperate or arid)
in environmental science abstracts. The climate
type of an environmental science study is crucial
information, which gives context to the research
and insight into its wider implications and applica-
bility. Availability of climate information as meta-
data has clear value to researchers performing a
systematic review of the literature or comprehen-
sive analysis of the evidence. However, the man-
ual annotation of climate type over a large volume
of literature is a time-consuming task. In this pa-
per, we seek to automate the climate annotation
process with natural language processing (NLP)
techniques. The task of climate type classification
is complex as although the label set is relatively
small, the geographic granularity is fine and to-
ponym ambiguity becomes a significant problem
— toponyms commonly mentioned in the envi-
ronmental sciences (e.g. Murray River) are often
large and cover multiple climates, which presents

difficulties for a point-based representation of to-
ponyms. Initially, experiments are run to exam-
ine the effectiveness of the direct application of
the classifiers developed by Willett et al. (2012)
for study region classification. We then investigate
methods for adapting these techniques to the cli-
mate task through the modification of the toponym
resolution component of our classifiers. These ap-
proaches include utilizing a Köppen-Geiger cli-
mate classification world map to resolve toponyms
to climate instead of region, in addition to exper-
iments with targeting types of toponyms reliable
for identifying climate.

2 Related Work

The methodology used to extract and disam-
biguate toponyms is based on a standard approach
to geographic information retrieval, which was
presented, e.g., by Stokes et al. (2008) in their
study on the performance of individual compo-
nents of a geographic IR system. In particu-
lar, the named entity recognition and classifica-
tion (NERC) and toponym resolution (TR) com-
ponents are the basis for the main classifiers in this
study.

The unique opportunities and challenges spe-
cific to retrieving geospatial information have
been well documented, particularly in the context
of geospatial information retrieval where queries
and documents have a geospatial dimension (San-
tos and Chaves, 2006). Aside from finding loca-
tions in the text, the disambiguation of what exact
location a term in a text is referring to presents
a unique challenge in itself, and a variety of ap-
proaches have been suggested and demonstrated
for this task (Overell and Rüger, 2006).

Toponym resolution is the process of taking
each identified named entity from the NERC, and
attempting to determine the specific location to
which it is referring. This involves strategies such
as shared relationships between potential identi-
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fications of locations, prominence in Wikipedia,
and population statistics.

As a specific instance of toponym resolution
over environmental sciences data, Willett et al.
(2012) proposed a method for predicting the
“study region” of a published abstract, based on
text categorisation techniques using features in-
cluding frequency distributions of resolved to-
ponyms and a bag of word unigrams. Their best
method was able to determine the study region
with an accuracy of 0.892, combining toponym
resolution from DBpedia and GeoNames with the
bag-of-toponyms features. We adapt this method
to climate type classification, and present details
of the method in Section 5.

This work is inspired in part by work on ev-
idence based medicine (EBM). As Sackett et al.
(1996) define it: “Evidence based medicine is the
conscientious, explicit, and judicious use of cur-
rent best evidence in making decisions about the
care of individual patients.” The reasons for mov-
ing towards an evidence-based model of environ-
mental management have obvious parallels to the
motivation for the practice of EBM. Although the
structure of evidence will differ between the do-
mains, many of the techniques applied in research
for EBM are likely to have application for our cur-
rent task. Successful applications of NLP to EBM
include sentence categorization for information on
randomized controlled trials (Chung, 2009; Kim et
al., 2011), the labelling of sentences with “PICO”
(Patient/Problem, Intervention, Comparison and
Outcome) labels to aid clinical information re-
trieval (Boudin et al., 2010), and the automatic
assignment of Medical Subject Headings (MeSH)
terms to PubMed abstracts (Gaudinat and Boyer,
2002).

3 Resources

In this section, we provide details of key resources
used in this paper, namely:

• Eco Evidence, a manually-curated database
of metadata for environmental science litera-
ture, which provides the basis of the data used
in our experiments

• DBpedia and GeoNames, as resources for to-
ponym resolution

• the Köppen-Geiger Climate Map of Peel et
al. (2007)

3.1 Eco Evidence
Eco Evidence (Webb et al., 2011) is a tool for liter-
ature review and evidence synthesis, consisting of
two parts. The first is the underlying Eco Evidence
Database (EED) (Webb et al., 2012a), in which the
evidence items are stored. The citations for envi-
ronmental studies are catalogued in the database
as separate entities, and evidence items may be
stored by means of linking them to the citation for
the study from which the information came. Addi-
tional details about the study’s location, scale and
ecosystem can also be stored with each citation to
aid the process of filtering relevant evidence. An
example of a record in the EED is given in Fig-
ure 1. The database is in active use in a number of
research projects currently, and evidence therein
has also formed the basis of several published sys-
tematic reviews (Webb et al., 2012b).

The Eco Evidence Analyser (EEA) retrieves
the potentially relevant evidence from the EED
for a hypothesised cause and effect, then weights
and analyses the selected evidence to determine
whether there is adequate evidence to support or
reject the hypothesis. For the Eco Evidence Anal-
yser to be effective, the underlying EED must
contain as much evidence as possible. However,
the database has to date been populated through
manual annotation of citations with their evidence
items, which is a time-consuming process (Webb
et al., 2012b). Our work is motivated by the possi-
bility of streamlining the population of the EED,
by automatically extracting climate information,
but potentially in the future extending NLP-based
extraction to other evidence items.

3.2 Toponym Resolution
Toponym resolution is a key component of our
experiments, and we worked with two different
resources in disambiguating toponyms: DBpedia
and GeoNames.

DBpedia (http://www.dbpedia.org) is
a database of structured content extracted from
Wikipedia. We utilize DBpedia as a source of in-
formation for resolving ambiguous toponyms by
finding the DBpedia pages for likely candidates
based on the toponym name, and extracting geo-
graphic coordinates to identify their location. For
terms with multiple meanings, DBpedia will con-
tain a disambiguation page. We use the disam-
biguation page in one of two ways:

1. the top-result TR approach: the top-ranked
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Figure 1: Screen capture of an example citation in the Eco Evidence Database, with associated classifi-
cations and an evidence item.
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Figure 2: World map of Köppen-Geiger climate classification.

result is returned; in the event that coordi-
nates are unavailable for the first possibility
on the disambiguation page, no resolution is
recorded for the term.

2. the top-5 approach: up to the top-5 results are
used to represent a given toponym

Another tool we use for toponym resolution is
GeoNames (http://www.geonames.org), a
gazetteer which is based on data from a wide
variety of sources. A toponym query via the
GeoNames search API provides a ranked list of
geospatial results, each of which is linked to in-
formation such as geo-coordinates, and the popu-
lation of towns/cities.

3.3 Köppen-Geiger Climate Map
We map geographic coordinates from DBpedia to
a world map of Köppen-Geiger climate classifica-
tion (Peel et al., 2007). The Köppen-Geiger cli-
mate classification system divides climates into
five main groups, as detailed in Figure 2 (with
each climate type represented by subclasses of the
prefix indicated in parentheses): Tropical (“A*”),
Arid (“B*”), Temperate (“C*”), Cold (“D*”) and
Polar (“E*”).

4 Dataset

The dataset used in our experiments was sourced
from the collection of 3977 titles and abstracts
from the Eco Evidence database, each of which
has been manually annotated with a climate type.
The climate types are made up of 5 basic types
— Temperate, Tropical, Dry, Polar and Alpine
— in addition to Multiple (i.e. multiple basic cli-
mate types, without specification of which specific
types) and Other. Eco Evidence does not cap-
ture information on which basic classes make up
a Multiple label, so we are not able to treat the
problem as a multi-label classification task. In-
stead, Multiple is represented in the same way as
the basic classes. Note the slight mismatch with
the climate types used in the Köppen-Geiger cli-
mate classification.

The Eco Evidence dataset is quite unbalanced,
as detailed in Table 1: Temperate is the majority
class by a very large margin, and Polar and Other
are very small minority classes.

5 Methodology

We build classifiers using the continent-level study
region classification method of Willett et al.
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Climate EU AU AF AN AS NA SA OC MU OT TOTAL

Temperate 768 390 46 0 98 1055 9 98 13 1 2478
Tropical 1 102 45 0 65 51 98 10 7 1 380
Dry 9 89 67 0 21 162 7 0 1 0 356
Polar 2 0 0 1 0 5 1 1 2 0 12
Alpine 139 1 0 0 39 278 3 0 1 2 463
Multiple 22 24 9 0 13 102 1 1 113 1 286
Other 0 1 0 0 0 1 0 0 0 0 2
TOTAL 941 607 167 1 236 1654 119 110 137 5 3977

Table 1: Distribution for the gold standard climate classifications across the gold standard study region
classifications (EU = Europe, AU = Australia, AF = Africa, AN = Antarctica, AS = Asia, NA = North
America, SA = South America, OC = Oceania [other than Australia], MU = Multiple, OT = Other; the
boldfaced number indicates the majority-class for a given continent)

(2012). First, the Stanford Named Entity Recog-
niser (Finkel et al., 2005) is used to identify
location-type NEs in each abstract. Each NE is
then mapped to a set of toponyms, based on DB-
pedia or GeoNames, and the counts of toponyms
are aggregated into bag-of-toponyms (BoT) fea-
tures. Finally, a linear-kernel support vector ma-
chine (SVM) is used to train a supervised classi-
fier.

We experiment with both: (1) study region clas-
sification (at the continent level), and a majority-
class classification for that continent; and (2) re-
placement of continent-level classes from the orig-
inal paper with climate-based classes. In the latter
case, the toponyms are resolved to climates using
the Köppen-Geiger climate classification system.
One issue that arises with the use of the climate
map is that the classifications of the climate map
do not all directly correspond to labels used in the
dataset. Temperate, Tropical and Polar have di-
rect matches, but the climate map classes Cold and
Arid do not. These two labels were mapped to the
Alpine and Dry labels respectively for the bench-
mark system. Note that this is only relevant for the
majority-class classification; in the case of the to-
ponym resolution, the supervised classifier is able
to learn its own mapping between the Köppen-
Geiger climate classification system and the 5+2-
class climate system used by Eco Evidence.

We also include structured features. That is,
separate frequency distributions of the number of
tags resolving to each climate type are used for
each zone of the abstract, based on partitioning the
abstract into 4 equal-sized zones (based on word
count). Each of these frequency distributions are
treated as separate vectors of unique features. The

title of the paper is treated as an additional fifth
zone and feature vector.

We also present a majority class baseline, that
selects the majority climate type from the train-
ing data (Temperate). In addition, we experi-
ment with taking a majority vote across the climate
type(s) that each toponym in the abstract resolves
to.

Subsequent experiments attempt to target only
toponyms more likely to reliably identify cli-
mate. This was done by excluding toponyms
of the GeoNames feature code “A”, which iden-
tifies countries, states, regions, and similar en-
tities.1 These experiments are only completed
with the GeoNames multiple result classifiers, as
no reliable method of identifying the form of to-
ponym is available in DBpedia. These experi-
ments are performed based on the hypothesis that
the point-based representation of coordinates ex-
tracted from GeoNames for these coarse-grained
toponyms may prove problematic, as larger areas
are more likely to contain more than one climate
type. Precision may therefore be enhanced by fil-
tering these toponyms out.

For all classifiers, we evaluate our model with
classification accuracy, measured using 10-fold
stratified cross-validation over the full dataset. As
our learner, we use LIBSVM with a linear kernel
(Chang and Lin, 2011).

6 Results

We first present results based on the methodology
of Willett et al. (2012) for classifying study region,
simply mapping toponyms onto continental study

1See http://www.geonames.org/export/
codes.html for a comprehensive list.
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Classifier Accuracy
Zero-R 0.623
Bag-of-Toponyms (BoT) 0.681
Bag-of-Words (BoW) 0.654
BoT + BoW 0.659
DBpedia + GeoNames top result (“dbp+Geo:TR”) 0.623
dbp+Geo:TR + BoT 0.681
dbp+Geo:TR + BoW 0.681
dbp+Geo:TR + BoT + BoW 0.687

Table 2: Accuracy for classifiers based on the method of Willett et al. (2012) when trained and tested on
climate type labels.

Classifier dbp:TR Geo:TR dbp+Geo:TR dbp:MR Geo:MR dbp+Geo:MR Geo(F)
MV 0.550 0.518 0.555 0.543 0.536 0.555 0.554
SVM 0.662 0.656 0.667 0.652 0.664 0.674 0.650
+ S 0.658 0.661 0.667 0.650 0.657 0.663 0.645
+ T 0.692 0.689 0.695 0.687 0.692 0.692 0.690
+ ST 0.691 0.691 0.694 0.687 0.689 0.685 0.689
+ W 0.674 0.677 0.681 0.673 0.678 0.682 0.674
+ SW 0.668 0.674 0.682 0.671 0.681 0.682 0.675
+ TW 0.680 0.682 0.686 0.679 0.683 0.685 0.680
+ STW 0.673 0.677 0.683 0.673 0.686 0.686 0.676

Table 3: Accuracy for DBpedia/GeoNames classifiers resolving toponyms to climate type using the
climate map (“TR” = only the top resolution being collected for a given topoynm; “MR” = multiple
resolutions; “S” = zone-based structural features; “T” = bag-of-toponyms; “W” = bag-of-words; Geo(F)
= Geo:MR without toponyms of GeoNames feature class ’A’)

regions, and replacing the class set with climate
types. The results are presented in Table 2. The
best results are achieved by using the DBpedia
and GeoNames top results (“TR”) together with
both bag-of-toponyms and bag-of-words features,
although this performs only marginally better than
the bag-of-toponyms by itself. The results in this
table suggest the continent resolution features add
no relevant information for climate classification
over bag-of-words/toponyms features. However,
location-based features do appear to have added
relevance, as the bag-of-toponyms outperforms
the bag-of-words.

We next experiment with resolving toponyms
to climate types, as detailed in Table 3. As we
can see, our classifiers struggle to outperform our
baseline classifiers. The majority vote classifiers
(“MV”) — where the majority climate type for the
different toponyms is returned — performs very
poorly on this dataset, achieving an accuracy be-
low the Zero-R classifier which simply labels ev-
ery instance with the majority class. The SVM-

based supervised approach (“SVM”) is more suc-
cessful, with the top accuracy of 0.695 achieved by
the DBpedia (“dbp”) and GeoNames (“Geo”) top-
result (“TR”) classifier in combination with a bag-
of-toponyms (“T”). Bag-of-toponyms is clearly
the most effective set of the standalone features,
with classifiers of any toponym resolution method
consistently achieving the greatest accuracy when
used in combination with bag-of-toponyms fea-
tures. However, even the highest-performing clas-
sifiers achieve only a minor improvement over the
best baseline scores, and the overall accuracy is
well below that achieved in the study region task.

The difference between DBpedia and Geo-
Names is negligible on all supervised classifiers.
Features which provide structural data (“S”) have
no substantial effect on the performance of the
classifiers, consistent with the findings of Willett
et al. (2012). The granularity filter, although pro-
viding a slight boost to the majority vote classifier,
is similarly ineffective: a total of 2991 possible
resolutions were filtered out across 1280 unique
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Label Tropical Arid Temperate Cold Polar
Tropical 0.445 0.143 0.384 0.027 0.000
Dry 0.032 0.446 0.353 0.166 0.003
Temperate 0.009 0.186 0.541 0.260 0.004
Alpine 0.002 0.141 0.184 0.658 0.015
Polar 0.000 0.000 0.278 0.611 0.111
Multiple 0.023 0.202 0.427 0.344 0.004
Other 0.000 0.333 0.667 0.000 0.000

Table 4: Toponym mapping of resolved climate from the Köppen-Geiger climate map to the correspond-
ing abstract’s gold standard climate label.

toponyms, but due to the sparsity of toponyms in
the text, the loss of information from filtering out
these resolutions outweighs any gain in precision
from avoiding ambiguity in climate resolution.

In order to investigate how much of the problem
could be attributed to incorrect disambiguation, a
classifier with “oracle” toponym disambiguation
is also tested. This oracle determined the propor-
tion of instances in the dataset that had at least one
climate resolution of a toponym that matches the
gold standard label out of all the possible disam-
biguations from the top 5 results of both DBpedia
and GeoNames. The number of matches was only
2552 out of 3977 (64.2%) abstracts. This low per-
centage suggests that the source of error cannot be
primarily explained by toponym disambiguation.
Another possible source of error for correctly dis-
ambiguated toponyms is that the toponym is re-
solved to the incorrect climate.

Based on the chosen set of label mappings,
the distribution of resolved toponyms using the
top result in DBpedia across the set of abstracts
for each gold standard label was collected (Ta-
ble 4). For each map label, the highest propor-
tion of toponyms resolves to the expected dataset
label. However, significant proportions are mis-
matched in all cases. One cause of the poor accu-
racy in climate resolution is that identifying cli-
mate generally requires a greater degree of ge-
ographic accuracy than resolving toponyms to a
continent. Regions of continental scale generally
contain more than one climatic zone (as seen in
Figure 2). Therefore, coarse-grained toponyms
representing countries or continents that provided
valuable information in classification of study re-
gion are no longer of use. The granularity filter
classifiers were developed with the intention of
filtering these out of the dataset. However, there
was too much loss of information from the already

small number of available toponyms.

7 Conclusion

In this paper, we have explored NLP approaches
to classifying climate type in environmental sci-
ence abstracts based on resolving toponyms de-
tected within the abstract to their climate type.
This was done by first disambiguating the to-
ponym with DBpedia and/or GeoNames to a set of
geographic coordinates, then referencing the co-
ordinates on a world map of climate classifica-
tion. Supervised approaches with support vector
machines also included features based on bag-of-
words, bag-of-toponyms, and structural informa-
tion. The classifiers developed in these experi-
ments had limited success in outperforming base-
line approaches. Bag-of-toponyms were demon-
strated to be the most useful feature set, and
the highest-performing classifier was DBpedia and
GeoNames top-result toponym resolution in com-
bination with bag-of-toponyms, achieving 0.695
classification accuracy.
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Abstract

The 2013 ALTA shared task was the fourth
in the ALTA series of shared tasks, where
all participants attempt to solve the same
problem using the same data. This year’s
shared task was based on the problem of
restoring casing and punctuation. As with
last year, we used Kaggle in Class as the
framework to submit the results and main-
taining a leaderboard. There was a strong
participation this year, with 50 teams par-
ticipating, of which 21 teams submitted re-
sults that improved on the published base-
line. In this overview we describe the
task, the process of building the training
set, and the evaluation criteria, and present
the results of the submitted systems. We
also comment on our experience with us-
ing Kaggle in Class.

1 Introduction

There are many situations when a piece of En-
glish text does not have information about cap-
italisation or punctuation. These situations may
arise, for example, when the text is the result of
automatic transcription from speech, or when the
text has been typed in a hurry, such as when tak-
ing quick notes or in quick responses in Web fo-
rums, or when using media such as text messages.
If such a text is to be processed automatically,
one may want to restore the missing capitalisation
and punctuation, so that the text can be processed
using conventional text processing tools and re-
sources. It has been shown that introducing a pre-
liminary step that automatically restores case in-
formation improves the results of machine transla-
tion (Lita et al., 2003) and information extraction
from speech transcripts (Niu et al., 2004).

The task of case and punctuation restoration
takes text such as the following as input:

... stored at the ucla television
archives the archived episodes were
telecast march 8 16 and 24 1971 april 1
and ...

The expected output is:

... stored at the UCLA Television
Archives. The archived episodes were
telecast: March 8, 16, and 24, 1971,
April 1 and ...

An interesting feature of case and punctuation
restoration is that training data can be obtained
cheaply. One only needs to take a piece of text
and remove case and punctuation. By doing this
we can obtain the input data (the text with the case
and punctuation information removed) and the tar-
get data (the original text). It has been observed
that using this approach to generate training data
suffices to obtain reasonable results (Niu et al.,
2004), and this observation agrees with the results
obtained in this shared task, as we will show in this
paper.

2 The 2013 ALTA Shared Task

Case and punctuation restoration can be formu-
lated as a text classification task. Baldwin and
Joseph (2009) used a multi-label classification ap-
proach where a word can have multiple labels,
each label indicating the information to be re-
stored in the word. For example, the set of
labels CAP1+FULLSTOP+COMMA indicates that
the word has the first character as uppercase and
is followed by a full stop and a comma. Thus,
if the word was corp, the labels indicate that the
word should be restored to Corp.,. There is a
label ALLCAPS to indicate that all letters in the
word need to be uppercased, and the specific label
NOCHANGE indicates that the word does not need
any special restoration.

Diego Molla. 2013. Overview of the 2013 ALTA Shared Task. In Proceedings of Australasian Language
Technology Association Workshop, pages 132−136.



ID WORD
255 stored
256 at
257 the
258 ucla
259 television
260 archives
261 the
262 archived
263 episodes
264 were
265 telecast
266 march
267 8
268 16
269 and
270 24
271 1971
271 april
273 1
274 and

Figure 1: Example of input text

The ALTA shared tasks primarily target univer-
sity students with programming experience, but
without necessarily much background on text pro-
cessing techniques. For this reason, the 2013
ALTA shared task is a simplification of the more
general task of case and punctuation restoration.
The participants are asked to build automatic sys-
tems that predict where a word should have any of
its characters in uppercase, and whether the word
is followed by any punctuation mark. They are not
required to predict which specific characters are
in uppercase, or which specific punctuation marks
are attached to the word. Furthermore, the only
punctuation characters to consider for the task are:

,.;:?!

The shared task was presented as a task of
multi-label classification with two possible labels:
Case and Punct. A word could be labelled with
any of the labels, both, or none. The participants
were given text that had been tokenised, all case
removed, and all punctuation (,.;:?!) removed.
Figures 1 and 2 show an example of input text and
the target, using the specific format required for
the task. According to the example in the figures,
word with ID 258 (ucla) has at least one character
in uppercase, and word with ID 260 (archives) has

Id,documents
Case,258 259 260 261 266 272
Punct,260 265 267 268 270 271

Figure 2: Example of target output

uppercase characters and punctuation marks.

3 The Training and Test Sets

We used the data by Baldwin and Joseph (2009)
to produce a training set and two test sets, plus
text from Wikipedia to produce additional training
data.

The data by Baldwin and Joseph (2009) are
from the AP Newswire (APW) and New York
Times (NYT) sections of the English Gigaword
Corpus. Of the two test sets, one was used as
a “public” test set that participants could use to
check their progress in the development of their
systems. The participants did not have access to
the target output but they could submit the out-
put of their systems and they would receive instant
feedback with the results and how they compare
against other participants in the leaderboard. The
second test set was a “private” test set that was
used to determine the final scores. By having sep-
arate “public” and “private” test sets we aimed to
reduce the risk of some systems overfitting to the
actual test set, since each participant could submit
up to two runs every day. As training data we used
the third partition from Baldwin and Joseph (2009)
plus an extract from Wikipedia.

To download the Wikipedia text, shuffle the
paragraphs, and split the contents into smaller files
we used a method and scripts based on a blog
post1. We then used the Python NLTK toolkit
(Bird et al., 2009) to tokenise the words. We
lowercased the tokens and removed those that
matched our list of punctuation marks.

The Wikipedia training data consisted of 18
files with a total of 306,445 words. The data
from Baldwin and Joseph (2009) consisted of a
“train” file with 66,371 words, the “public” test
file with 64,072 words, and the “private” test file
with 65,903 words.

1http://blog.afterthedeadline.com/2009/12/04/generating-
a-plain-text-corpus-from-wikipedia/
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4 Kaggle in Class

Kaggle2 is a Web-based framework for the cre-
ation of data-driven competitions. Kaggle pro-
vides the means for competition designers to up-
load the training data to distribute among partici-
pants, and private test data that is used when par-
ticipants submit a run. The winner is automat-
ically determined as the team who produces the
highest score on the private data.

Kaggle targets data analytics companies who
can use this framework to hire data modelling spe-
cialists. At a cost, Kaggle offers their outreach
solutions to find participants to the competitions.
Kaggle in Class3 is a free variant that allows class
instructors and organisations hold shared tasks
without incurring in management fees. The main
differences between Kaggle and Kaggle in class
are that Kaggle in Class has limited support ser-
vices, it has less flexibility in its setup, and does
not use Kaggle’s outreach services.

A very attractive feature of Kaggle in Class is its
ability to maintain a leaderboard that allows par-
ticipants to keep track of how they stand against
other participants. Participants can submit results
up to two times a day using the test set. The test
set has a “public” partition that is used to dis-
play the participants’ results in a public leader-
board, and a “private” partition that is used for
the final rating. Kaggle in Class also includes a
competition-specific Web forum for communica-
tion among participants and between organisers
and participants.

Kaggle in Class offers an array of evaluation
metrics. For this shared task we used the macro-
averaged F1 score, which allowed the evaluation
of the output of multi-label classification tasks by
averaging the class-specific F1 score. For exam-
ple, if the target output is as shown in Table 2, and
a system returns the following output:

Id,documents
Case,258 259 260 262 270
Punct,259 260 265 270

Then the computed F-scores are:

Case: P = 3/5; R = 3/6; F1 = 0.54

Punct: P = 3/4; R = 3/6; F1 = 0.6

Final score: (0.54+0.6)/2 = 0.57
2http://www.kaggle.com
3http://inclass.kaggle.com

Training data F1 (private) F1 (public)

Train data 0.2895 0.4355
Wikipedia 0-5 0.2761 0.4077
Wikipedia 0-10 0.2791 0.4173
Wikipedia 0-17 0.2789 0.4226
Train + Wikipedia 0.2876 0.4493

Table 1: Impact of training data on the baseline

5 The Baseline

We built a simple baseline and made the code
available to the participants. The baseline was
written in Python and it used NLTK’s Hid-
den Markov Model (HMM) trained on a single-
labelling variant of the task. The single-labelling
variant had 4 classes, one for each combination of
the Case and Punct labels. Table 1 shows the re-
sult of the system when trained on the “train” data,
and when trained on increasing portions of the
Wikipedia train data. We observed that the “train”
data was better than the Wikipedia train data, but
adding more Wikipedia data might have improved
the results. These findings are in line with the
findings of the winner of the shared task (Lui and
Wang, 2013, in these proceedings), who observed
better results as they added more training data. We
also observed a considerable difference between
the results of the “public” and the “private” test.
This may indicate that these two partitions do not
represent each other, although as we will observe
in Section 6, the results of the top participants are
consistent across the two test partitions.

6 Results

The specific format required for submitting the re-
sults to Kaggle in Class using the macro-averaged
F1 score did not allow to specify “public” and
“private” partitions on the test file. For this rea-
son we created two Kaggle in Class competitions:
a “public” competition where participants could
submit and observe the results in the leaderboard,
and a “private” competition for the final results.
However, it turned out that many participants who
submitted to the public competition did not sub-
mit to the private competition. Table 2 shows the
results of all teams in the public competition, in-
cluding the baseline (in boldface), and a test sys-
tem that used the same training data as the base-
line plus the private set. Table 3 shows the re-
sults of the private submissions. All team names
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have been anonymised, and we have kept the same
names in both tables.

We can observe a number of participants with
the same score as the baseline. Since the code of
the baseline was made available, it is likely that
these participants simply ran the baseline. The two
top participants in the public competition submit-
ted to the private competition and obtained similar
results. We could not locate one of the two re-
maining participants of the private competition in
the public competition, but we observed a very dif-
ferent score for one participant (“Team A”) across
the two competitions. Unfortunately too few par-
ticipants submitted to the private competition to
confirm whether the “private” test data tends to
lower the scores of poor submissions. Given that
our baseline also had a reduced score with the pri-
vate test data, it appears that this is the case.

7 Conclusions

This year’s shared task had a much larger partici-
pation than in past tasks. The main reason for this
was the use of the task as part of an assignment of
a Masters unit at University of Melbourne.

A large percentage of participants outdid our
baseline task, and the top participants did much
better than our baseline. The best results outper-
formed the results reported by Baldwin and Joseph
(2009), who achieved an F-score of 0.619. Even
though our shared task was a simplification, it
shows the good skills of the top participants, who
were PhD and Masters students. The top team
used Conditional Random Fields and is described
elsewhere in these proceedings (Lui and Wang,
2013).

We observed that a key component to improve
the results was the use of additional training data.
Since training data is easy to obtain for this task,
the only issue would be the increasing computa-
tional costs involved in adding additional data.

The use of Kaggle in Class was very conve-
nient due to its easy interface for the creation of
the task, its ability to maintain a leaderboard, and
its automatic partition into public and private test
data. Unfortunately, the actual evaluation score
that we used, macro-averaged F1, did not allow
the automatic partition into public and private test
sets. Our solution was to create an additional “pri-
vate” competition, but very few participants sub-
mitted to the new competition, possibly because
they could observe that they were not at the top of

Rank Team Score

1 Winner 0.73763
2 Second 0.68360
3 (anonymous) 0.63232
4 (anonymous) 0.63109
5 (anonymous) 0.60251
6 (anonymous) 0.60147
7 (anonymous) 0.59517
8 (anonymous) 0.58332
9 (anonymous) 0.56832
10 (anonymous) 0.56747
11 (anonymous) 0.55793
12 (anonymous) 0.55606
13 (anonymous) 0.55087
14 (anonymous) 0.52261
15 (anonymous) 0.51954
16 (anonymous) 0.51167
17 (anonymous) 0.49311
18 (anonymous) 0.47622
19 (test system) 0.46667
20 (anonymous) 0.46490
21 (anonymous) 0.45986
22 (anonymous) 0.45291

Baseline 0.44930

23 (8 systems) 0.44930
32 (anonymous) 0.44914
33 (anonymous) 0.42710
34 (anonymous) 0.42257
35 (anonymous) 0.41692
36 (anonymous) 0.40239
37 (anonymous) 0.38812
38 (anonymous) 0.38113
39 (anonymous) 0.32594
40 (anonymous) 0.32320
41 (anonymous) 0.30988
42 (anonymous) 0.29891
43 (anonymous) 0.29304
44 (anonymous) 0.27642
45 (anonymous) 0.23504
46 Team A 0.23108
47 (anonymous) 0.21930
48 (anonymous) 0.21771
49 (anonymous) 0.21291
50 (anonymous) 0.20226
51 (anonymous) 0.13397
52 (anonymous) 0.00000

Table 2: Results of the public submissions

Rank Team Score

1 Winner 0.73660
2 Second 0.64934
3 (anonymous) 0.30037
4 Team A 0.07656

Table 3: Final results of the private submissions
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the leaderboard.
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Abstract

This paper describes the winning entry to
the ALTA Shared Task 2013. The theme
of the shared task was recovery of cas-
ing and punctuation information from de-
graded English text. We tackle the task
as a sequential labeling problem, jointly
learning the casing and punctuation labels.
We implement our sequential classifier us-
ing conditional random fields, trained us-
ing linguistic features extracted with off-
the-shelf tools with simple adaptations to
the specific task. We show the improve-
ment due to adding each feature we con-
sider, as well as the improvment due to uti-
lizing additional training data beyond that
supplied by the shared task organizers.

1 Introduction

The ALTA Shared Task 20131 required partici-
pants to recover casing and punctuation informa-
tion from degraded English text. The task fo-
cused specifically on English text where casing
and punctuation were entirely absent (i.e. all
characters had been reduced to lowercase, and
all non-alphanumeric symbols had been omitted).
Participants were required to submit word-level
predictions, identifying on a word-by-word basis
whether (1) the word in its original form has any
characters in uppercase, and (2) whether the word
is followed by one of a closed set of punctuation
marks.

Our approach to the task treats the task as a se-
quential labeling problem, a common technique in
modern natural language processing (NLP). We
implement a word-level sequential classifier us-
ing conditional random fields (CRFs), a sequen-
tial labeling technique that has been successfully

1http://www.alta.asn.au/events/
sharedtask2013

applied to a variety of NLP problems. We make
use of a number of linguistic features extracted
using off-the-shelf NLP tools, with some simple
adaptations to the specific problem at hand. We
also make use of additional training data beyond
that supplied by the shared task organizers, and
show that this has a large impact on the final re-
sult. Overall, our approach was the most effec-
tive in the shared task by a reasonable margin, out-
performing 50 other participants (22 of which out-
performed the organizer-supplied baseline).

2 Task Description

Participants were required to implement an auto-
mated system that could accept as input a stream
of words without any casing or punctuation. On
the basis of this stream, participants were asked
to infer which words in the stream should (1) have
some form of casing, and (2) be followed by punc-
tuation. The setting was meant to simulate scenar-
ios whereby such information is missing, such as
from audio transcriptions, or from user-generated
content in social media.

For purposes of the shared task, the text
supplied to participants was an automatically-
converted version of original English documents
with “standard” casing and punctuation. These
documents constitute the “original” goldstandard,
and were not supplied to participants. Partici-
pants only received the transformed (i.e. lower-
cased and punctuation removed) version. Addi-
tionally, for training documents, participants were
provided with a “simplified” goldstandard con-
sisting of word-level annotation of which words
in the original text (1) contained any uppercase
characters and/or (2) were followed by a punctua-
tion mark. Participants were only required to pro-
vide predictions corresponding to the “simplified”
goldstandard, not to restore the text to the “origi-
nal” goldstandard.

Marco Lui and Li Wang. 2013. Recovering Casing and Punctuation using Conditional Random Fields. In
Proceedings of Australasian Language Technology Association Workshop, pages 137−141.



The shared task was hosted on Kaggle2, a web
platform for crowdsourced competitive data ana-
lytics. Kaggle provides the infrastructure for run-
ning a shared task, including user management, re-
sults tabulation and discussion forums. For evalu-
ation, the macro-averaged F-score across the two
types of word-level labels (casing and punctua-
tion) was used. Participants were able to submit
two attempts daily and received immediate feed-
back on the score obtained, which was also posted
on a publicly-visible ranking known as the leader-
board. The initial data released to participants
consisted of a “basic” training set of ≈66k words
and a test set of≈64k words, with a further≈300k
words from English Wikipedia. The source of the
“basic” training data and the test data was not offi-
cially revealed, but manual inspection showed that
it was newswire data.

3 Methodology

Our main focus was to treat the task as a sequential
labeling problem, which in recent NLP research
has frequently been tackled using conditional ran-
dom fields (Lafferty et al., 2001), a class of prob-
abilistic graphical model that integrates informa-
tion from multiple features, and has enjoyed suc-
cess in tasks such as shallow parsing (Sha and
Pereira, 2003). We apply CRFs to learn a se-
quential labeler for the shared task on the basis
of 4 automatically-extracted features: the surface
form of the word (WORD), the part-of-speech of
the word in context (POS), IOB tags for verb and
noun phrases (CHUNK) and named entity recogni-
tion with NE type such as person (NER).

POS, CHUNK and NER were extracted using
SENNA v3.0 (Collobert et al., 2011), an off-the-
shelf shallow parsing system based on a neural
network architecture. We chose SENNA for this
task due to its near state-of-the-art accuracy on
tagging tasks and relatively fast runtime. One
challenge in using SENNA is that it expects in-
put to be segmented at the sentence level. How-
ever, this information is obviously missing from
the stream-of-words provided for the shared task.
Restoring sentence boundaries is a non-trivial
task, and automatic methods (e.g. Kiss and Strunk,
2006) typically make use of casing and punctua-
tion information (e.g. a period followed by a cap-
italized word is highly indicative of a sentence
boundary). In order to obtain POS, CHUNK and

2http://www.kaggle.com

NER tags from SENNA, we segmented the text
using a fixed-size sliding window approach. From
the original stream of words, we extracted pseudo-
sentences consisting of sequences of 18 consecu-
tive words. The start of each sequence was off-
set from the previous sequence by 6 words, re-
sulting in each word in the original appearing in
three pseudo-sentences (except the words right at
the start and end of the stream). SENNA was
used to tag each pseudo-sentence, and the final
tag assigned to each word was the majority label
amongst the three. The rationale behind this over-
lapping window approach was to allow each word
to appear near the beginning, middle, and end of
a pseudo-sentence, in case sentence position had
an effect on SENNA’s predictions. In practice, for
over 92% of words all predictions were the same.
We did not carry out an evaluation of the accu-
racy of SENNA’s predictions due to a lack of gold-
standard data, but anecdotally we observed that the
POS and CHUNK output generally seemed sensi-
ble. We also observed that for NER, the output
appeared to achieve high precision but rather low
recall; this is likely due to SENNA normally utiliz-
ing casing and punctuation in carrying out NER.

3.1 Sequence Labeler Implementation

To implement our sequence labeler, we made
use of CRFSUITE version 0.12 (Okazaki, 2007).
CRFSUITE provides a set of fast command-line
tools with a simple data format for training and
tagging. For our training, we used L2-regularized
stochastic gradient descent, which we found to
converge faster than the default limited-memory
BFGS while attaining comparable extrema. We
also made use of the supplied tools to facilitate se-
quential attribute generation. We based our feature
template on the example template included with
CRFSUITE for a chunking task. For WORD, sin-
gle words are considered for a (-2,2) context (i.e.
two words before and two words after, as well
as word bigrams including the current word. For
POS, CHUNK and NER, we used a (-2,2) con-
text for single tags, bigrams and trigrams. This
means that for word bigrams, we also utilized fea-
tures that captured (1) two words before, and (2)
two words after, in both cases excluding the target
word itself.

We treated the task as a joint learning problem
over the casing and punctuation labels, reasoning
that the two tasks are highly mutually informative,
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Feature Case Punc Avg
WORD 0.469 0.453 0.461
+POS 0.607 0.577 0.592
+CHUNK 0.627 0.592 0.610
+NER 0.636 0.597 0.617

Table 1: F-score attained by adding each feature
incrementally, using only the organizer-supplied
train data, broken down over the two compo-
nent tasks. The average of the two components is
the metric by which the shared task was judged.

as certain punctuation strongly influences the cas-
ing in the immediate context, e.g. a period often
ends a sentence and thus a word followed by a pe-
riod is expected to be followed by a capitalized
word. We trained the labeler to output four distinct
labels: (FF) the word should not be capitalized
and should not be followed by punctuation, (FT)
the word should not be capitalized and should be
followed by punctuation, (TF) the word should be
capitalized and should not be followed by punctu-
ation, and (TT) the word should be capitalized and
should be followed by punctuation.

We applied the same pseudo-sentence segmen-
tation to the text that was carried out to pre-process
the word stream for use with SENNA, and again the
majority label amongst the three predictions was
used as the final output.

Table 1 summarizes the effect of adding each
feature to the system, using only the “basic” train-
ing data. The result attained using only word
features is marginally better than the organizer-
supplied hidden Markov model baseline (0.461 vs
0.449). The biggest gain is seen by adding POS,
and further improvements are achieved by using
CHUNK and NER.

4 Additional Data Used

The feature set and labeler setup we outline above,
combined with the “basic” training data provided
by the shared task organizers resulted in a sys-
tem that attained F-score of 0.617, comfortably ex-
ceeding the organizer-posted baseline of 0.449 uti-
lizing a hidden Markov model on the same training
data. Adding the organizer-provided Wikipedia
data further improved this result to 0.664.

Banko and Brill (2001) observed that for confu-
sion set disambiguation, the performance of learn-
ers can benefit significantly from increasing the
training set size substantially. Confusion set dis-
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Figure 1: Effect of adding training data. Left to
right, each point represents the cumulative addi-
tion of training data. (i.e. a uses only train, and
f uses all the data in Table 2.) Datasets are added
in the order listed in Table 2.

ambiguation is representative of many NLP tasks,
in that it relies on statistical models of word se-
quences. Due to the large vocabulary, only a very
small proportion of valid sequences is observed in
any given dataset, and hence adding more data al-
lows us to better estimate the parameters of the
model. Our task suffers the same problem, and we
thus expect that increasing the quantity of train-
ing data will increase performance, a hypothesis
is supported by the results obtained by adding the
Wikipedia data to the “basic” training data.

Table 2 summarizes the training data we used in
our best-scoring system. As previously discussed,
manual inspection of the training data suggested
that it was derived from a newswire source. We
thus sought additional training data from newswire
sources. We made use of all the treebanked Wall
Street Journal (WSJ) data from the Penn Treebank
(Marcus et al., 1993), as well as a sample of data
from RCV1 (Lewis et al., 2004). We opted not
to use the organizer-supplied sample of English
Wikipedia in our further experiments, instead uti-
lizing our own sample which gave us access to a
larger number of documents. For purposes of dis-
cussion, we divide the Wikipedia and Reuters data
into two partitions each.

Table 2 also shows the score attained using
each dataset individually as training data. Here
we see the effect of affinity between datasets; the
organizer-supplied train is assumed to be the
most similar to the test data, and hence attains a
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Label Source Size (words) F-score
train Competition Organizer 66371 0.617
wsj Wall Street Journal 1082959 0.617
enwiki1

English Wikipedia
372547 0.553

enwiki2 383368 0.564
reut1

Reuters RCV1
2244959 0.604

reut2 2052119 0.606

Table 2: Datasets used in our best-scoring system. F-score is the macro-averaged F-score for the task
attained by using each dataset individually as training data, using the full feature set.

high score despite having a relatively low word
count. An interesting comparison can be made
with the wsj result, where much more data is
required to attain the same score. Figure 1 il-
lustrates the effect of training models on succes-
sively greater amounts of training data. The order
in which data was added for Figure 1 was largely
arbitrary, though several trends can be observed:
adding each successive dataset reduces the im-
provement obtained per word added, and for each
of Wikipedia and RCV1, adding the same amount
of data results in a near-linear increase in perfor-
mance.

5 Negative Results

CRFSUITE is not able to train a model incremen-
tally, and so adding additional training data re-
quired retraining the entire model from scratch.
We attempted to circumvent this problem by im-
plementing a voting system over models from dif-
ferent partitions of the training data, but found
that the performance was not competitive with the
monolithic model.

We also tested crfsgd,3 but found that
CRFSUITE was faster and attained slightly better
F-score for comparable setups. We believe that the
default parametrization of the CRF model differs
slightly between tools, but did not investigate.

Much of the additional training data we used
was pre-tokenized in Penn Treebank format,
which utilizes special sequences to represent dif-
ferent types of brackets. As the organizer-supplied
data did not follow this convention, we tested “de-
escaping” the Penn Treebank brackets (e.g. con-
verting -LCB- back to { ). Surprisingly, we found
that this actually reduced our F-score, though the
reasons for this remain unclear.

We introduced gazetteer features on the basis of
observing that despite low recall, the NER fea-

3http://leon.bottou.org/projects/sgd

tures produced by SENNA had an overall positive
impact on our task score. Our gazetteer features
are based on word lists of common named entities.
For place names, we used data from GeoNames,4

and for first names we used a wordlist included
with Apple’s OS X. We used each wordlist to pro-
duce a single Boolean feature indicating whether
the word was present in the given wordlist. This
approach showed some promise in internal cross-
validation, but was abandoned as we found that it
did not improve our score on the leaderboard.

6 Further Work

The CRF feature template (i.e. the set of rules for
generating sequential features) that we used was
derived with minimal modification from a tem-
plate for a chunking task. Tuning the template
to this task may yield further improvements. Fur-
thermore, CRFs are able to provide a probability
distribution over labels, and this information may
be useful in weighting a voting approach to model
combination. Finally, the amount of data we used
was primarily limited by computation resources
available, so it is likely that increasing data quan-
tity will further improve performance.

7 Conclusion

In this paper we detailed the winning entry to the
ALTA 2013 Shared Task. We treat the task as
a sequence labeling problem, jointly learning the
casing and punctuation labels. We implemented a
classifier using conditional random fields, trained
using linguistic features extracted using off-the-
shelf tools, using a simple windowing approach to
generate pseudo-sentences. We find that the lin-
guistic features out-perform simple word features,
and that further improvements can be made by fur-
ther adding training data. We briefly discussed

4http://www.geonames.org
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negative results in our development process, and
outlined some avenues for further work.
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Abstract

The 2013 ALTA Shared Task was utilised as a
class project for a subject taught at The Uni-
versity of Melbourne in the second semester of
2013. This paper reviews the experience of us-
ing an on-line, Kaggle in Class-based shared
task for class work. Adoption of the shared task
enables a blended learning paradigm that en-
gages students in problem-based learning in a
shared and open context.

1 Introduction

As in recent years, the Australasian Language Tech-
nology Association sponsored a shared task in 2013
to stimulate interest in language technology tasks
among university students (Molla, 2013). This year’s
task was primarily organised by Diego Molla of
Macquarie University and addressed the restoration
of normal case (capitalisation) and punctuation to a
noisy text input not conforming to conventional use
of case and punctuation. As described in (Molla,
2013) the task is framed as a simplification of the gen-
eral task explored by (Baldwin and Joseph, 2009).

Because the task is specifically aimed at university
students with programming skills, and as it can be ap-
proached as a classification task, it is appropriate to
consider as a project for a university subject that ad-
dresses machine learning algorithms. Furthermore,
it provides an opportunity to make use of blended
learning (Garrison and Kanuka, 2004) in the class-
room; that is, integrating face-to-face learning with
on-line asynchronous learning opportunities. Enrich-
ment of the traditional classroom learning experience
with on-line activities has been suggested to have
positive benefits for student learning, in addition to
student satisfaction and retention.

The task was therefore selected as a project for ap-
proximately 115 students registered for The Univer-
sity of Melbourne’s Knowledge Technologies subject,

a subject in the Department of Computing and Infor-
mation Systems for which the stated objective is to
“learn algorithms and data structures for extracting,
retrieving and storing explicit knowledge from vari-
ous data sources, and methods for data mining and
machine learning with complex data.” The students
were given the option to register for the shared task
formally through the Kaggle In Class system.

2 Organisation

To adapt the shared task to the classroom context, the
project was split into several stages.

2.1 Data pre-processing and task familiarisation

The students were introduced to the task through the
ALTA shared task data, without an explicit reference
to the shared task itself. They were given the context
of the task in a project specification, provided with
the training data and asked to write scripts to manip-
ulate the data in various ways. In one subtask, they
were asked to map the provided ALTA Shared Task
data format to the ARFF (Attribute-Relation File For-
mat) format which is used in several machine learn-
ing frameworks. This was intended to get the students
comfortable with regular expressions for simple data
transformations, and to enable them to produce files
appropriate for use in the next stage of the project.

A second subtask required the students to write a
program for producing training data for the task from
natural language data. That is, to write a program
that given normally cased and punctuated text, would
produce the appropriate lower-cased and unpunctu-
ated, but appropriately tokenised and labelled struc-
tured output for the task. The hope with this sub-
task was that students would realise that they could
in principle produce very large quantities of their own
training data for their eventual shared task solutions,
by downloading text sources and stripping case and
appropriate punctuation.

In a third subtask, post-graduate students (primar-
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ily Master by coursework students) were additionally
asked to explore some preliminary rule-based meth-
ods for solving the classification tasks. This step was
optional for undergraduate students, however they
were encouraged to attempt an initial solution. The
purpose of this subtask was to encourage the students
to begin thinking about the features that might be rel-
evant to addressing the problem, and to give them
some sense of the difficulty of a rule-based approach
to the task.

2.2 Machine learning-based problem
exploration

The students were introduced to various machine
learning algorithms in class, as well as approaches
to feature engineering and system evaluation. They
were pointed specifically towards the WEKA ma-
chine learning toolkit, which provides good imple-
mentations of many algorithms (Hall et al., 2009), al-
though they were allowed to use any machine learn-
ing implementation they were familiar with. The
students were instructed to construct and experiment
with different features that would be helpful for solv-
ing the two classification tasks (i.e. features that may
be useful indicators of the appropriate punctuation
and capitalisation of a word), and to explore different
classification algorithms on the shared task data. The
distributed ALTA Shared Task data was divided into
pre-defined training and development subsets, with
the test set provided as held-out (blind), unlabelled
data.

2.3 Kaggle In Class

Along with the project specification for the second,
machine learning-based problem exploration stage,
the students were introduced to the ALTA Shared
Task platform in the Kaggle in Class site and pro-
vided with invitation links associated to their student
IDs. Submission of the results to the Kaggle In Class
site for the shared task was entirely optional, although
the students were encouraged to participate. Sub-
mitting to Kaggle required the students to work out
how to map their system results (from WEKA, or
whatever toolkit they selected), back into the ALTA
Shared Task format.

Participation in the official shared task gave stu-
dents access to a baseline solution, and allowed them
to receive an immediate evaluation of their system re-
sults on the held-out test data. It provided an oppor-
tunity for immediate feedback on the effectiveness of
their solutions; through the Leaderboard the students

could see concretely how well their solutions were
performing relative to other students.

2.4 Report writing

The students were asked to write a report describing
their approach, summarising their exploration of the
features and algorithms on the task, and providing ob-
servations and critical analysis of their results. The
objective of the report was to demonstrate their un-
derstanding of the task, methods, and results and to
highlight creativity in their solution. Marks were pri-
marily based on the student’s critical analysis of their
results, rather than the overall score of their solution.

2.5 Peer review

Using an on-line peer review system, TurnItIn’s Peer-
Mark, that is integrated into The University of Mel-
bourne’s on-line Learning Management System, each
student provided feedback on two other students’ re-
ports. This enabled Contributing Student Pedagogy
(CSP) (Hamer et al., 2008), a participatory learning
strategy in which students are encouraged to con-
tribute to the learning of others and to value the con-
tributions of others.

The students were specifically asked to address
three points:

1. A summary of the author’s work; the approach
to the task and the analysis in the report.

2. What they felt that the author had done well, and
for what reasons. For example, novel use of fea-
tures, interesting methodology, or insightful dis-
cussion.

3. What they felt were the weak points of the sub-
mission, including suggestions of avenues for
further research.

The quality of the student peer review reports was
quite high; students largely provided thoughtful feed-
back and critical assessment of their peers’ work.

3 Results

The students generally appeared to find the task quite
challenging. For most students it was their first ex-
posure to hands-on application of machine learning
algorithms to solve a problem, as well as their first
exposure to text classification. Lectures covered al-
gorithms and evaluation strategies in detail, and sev-
eral pointers were provided about good features to
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experiment with, such as token “shape” and charac-
ter or token n-grams. However, many student solu-
tions applied WEKA in a narrow range of config-
urations and with a limited set of features. Some
students—typically those with prior exposure to nat-
ural language processing through another subject in
the department—made use of linguistic features such
as part of speech tags, and some used gazetteers of
English names or common words specifically to help
with the capitalisation task. A few students used ma-
chine learning frameworks other than WEKA.

A number of students did submit their results to the
main Kaggle ALTA Shared Task site, and some even
included those results in their project reports. It was
observed that several of the students’ submissions to
the Kaggle site displayed identical performance. Fur-
ther investigation revealed that their scores matched
exactly the performance of the baseline model pro-
vided along with the ALTA Shared Task data upon
registration to Kaggle In Class. This suggests that
these students likely made test submissions using the
baseline model, rather than submitting results based
on their own systems or solutions.

4 Discussion

4.1 Interaction with Kaggle

Since the ALTA Shared Task was run
using the Kaggle in Class framework
(https://inclass.kaggle.com/c/alta-
2013-challenge), students were encouraged to
submit results directly to the on-line system. This
required generating individual invitation links to
join the shared task site for each student. While
this was easily generated through the Kaggle system
by the organiser of the task, it was also important
to associate Kaggle logins with individual student
IDs, so that Kaggle submissions from our student
cohort could be identified. For a class with over
one hundred students, this created a logistical hassle
for managing login-student ID associations, and the
distribution of the invitation links to the individual
students.

4.2 Timing considerations

An important factor in the decision to utilise the
ALTA Shared Task as a class project was whether the
timing would fit in with the overall timeline for the
subject. The dates generally aligned well; the shared
task was announced in mid-July, while the semester
began at the end of July.

The final submission date for the official ALTA

Shared Task was set at 04 October. That date fell dur-
ing the non-teaching week of the semester (semester
break) and did not allow adequate time for a second
project during the second half of the semester. There-
fore it was decided to set the deadline for the class
project ahead of the final ALTA Shared Task dead-
line, on 20 September. In the end, as the students
found the assignment challenging, the deadline was
extended to 27 September (compressing the second
project somewhat) to give them more time to make
adequate progress.

Since the deadline for the class project was ahead
of the shared task deadline, the students were told
that they could continue to attempt to improve their
results after submission of the project report if they
were enjoying participating in the shared task. Re-
viewing the time stamps on the Kaggle Leaderboard,
most students did not continue working on the project
after the submission deadline. Three students did
at least take the time to submit results on the “fi-
nal” ALTA Shared Task data (on a sister Kaggle site,
https://inclass.kaggle.com/c/alta-
2013-challenge-final) on 06 October; two
did not do particularly well (obtaining scores of
0.3 and 0.08, respectively), while one student ob-
tained 0.65, second to the winning system score of
0.74. This second-place result was consistent with
the leader board results for the original shared task;
i.e. that student also placed second to the winning
system on the original data. Interestingly, one of
the students who submitted results on the final data
hadn’t participated in the original shared task leader
board at all.

4.3 Set-up of the Shared task
Due to the separation of the ALTA Shared Task into a
development competition and a “final” competition,
with the final data not being released until well after
the class project deadline, it proved difficult for the
students enrolled in the subject to submit results to
the final test. As indicated above, only three students
did so while there were about 50 students who made
at least one submission to the original Kaggle ALTA
Shared Task site.

4.4 The Leaderboard
The students who participated in the on-line compe-
tition were not systematically compared to the stu-
dents who did not participate on-line; significant vari-
ations in how students set up their training and test-
ing scenarios for their final reports would have made
this very difficult. In contrast, the availability of the
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on-line framework and the Leaderboard provided a
consistent testing scenario for comparing student per-
formance on the task: the relative performance of
different systems over the same held-out data were
immediately available upon submission. While we
did not systematically cross-reference Kaggle results
with student reports, our general impression was that
students who showed creativity in their feature en-
gineering did appear to achieve higher results on
the leader board for the shared task. Participating
in the on-line task seemed to spur experimentation.
While we cannot know how many configurations the
students who did not participate on-line explored,
most students participating on-line submitted multi-
ple runs. This suggests that they were experimenting
with various configurations to obtain better results.
One student made 14 entries, and indeed the winning
system submitted 13 sets of results.

4.5 Emphasis

The focus of the shared task is competitive; entrants
aim to achieve the best possible results on the task.
In contrast, the aim of the class project was to pro-
vide the students with an opportunity to apply newly
acquired knowledge of machine learning and fea-
ture engineering, and to demonstrate understanding
of that application through critical exploration of the
problem and different approaches to solving it. A stu-
dent who scored high on the leader board was not
guaranteed to have a good mark for the project; as
indicated above, the mark was based on the report.
Conversely, a student could achieve a good mark for
the project without creating a high-performing solu-
tion to the task, for instance by exploring and explain-
ing the performance of a broad range of features that
may not have proven particularly effective for solv-
ing the task. However, given the above observation
that participation in the on-line shared task seemed to
result in substantial experimentation, and the context
of comparative, immediate feedback, it seems likely
that students who actively participated on-line would
have been thinking relatively more creatively about
their approach. In turn, the objectives of the project
would have been met, and their marks would likely
have reflected this creativity.

5 Conclusions

Nearly one-half of the students in a subject taught
at The University of Melbourne who were given the
(completely voluntary) opportunity to participate in
the Kaggle in class on-line component for the ALTA

Shared Task elected to sign up and participate in the
open competition. While the emphasis of the stu-
dents’ assignment was on problem exploration rather
than system performance, it appeared, based on an in-
formal and unsystematic review of the assignments,
that students who performed well on the on-line task
also had made a significant effort to explore creative
strategies for solving the task.

Use of the ALTA Shared Task as a class project
was generally successful despite some differences in
objectives. Participation in the on-line experience af-
forded by the ALTA Shared Task seemed to enhance
overall student learning.
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