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Abstract

Learning embeddings of words and
knowledge base elements is a promising
approach for open domain question
answering. Based on the remark that
relations and entities are distinct object
types lying in the same embedding
space, we analyze the benefit of adding
a regularizer favoring the embeddings
of entities to be orthogonal to those of
relations. The main motivation comes
from the observation that modifying the
embeddings using prior knowledge often
helps performance. The experiments show
that incorporating the regularizer yields
better results on a challenging question
answering benchmark.

1 Introduction

Having a system which is able to answer questions
based on a structured knowledge base is a chal-
lenging problem. The problem has been addressed
recently by researchers working on large knowl-
edge bases such as Reverb (Fader et al., 2011) and
Freebase (Bollacker et al., 2008). The creation
of question answering (QA) benchmarks for these
knowledge bases (KB) has a significant impact on
the domain, as shown by the number of QA sys-
tems recently proposed in the literature (Berant
and Liang, 2014; Berant et al., 2013; Bordes et
al., 2014a; Bordes et al., 2014b; Fader et al., 2013;
Fader et al., 2014; Yao and Van Durme, 2014; Yih
et al., 2014; Dong et al., 2015).

We identify two types of approaches for KB-
centric QA systems: parsing-based approaches
and information retrieval (IR) based approaches.
Parsing-based approaches (Yih et al., 2014; Be-
rant et al., 2013; Berant and Liang, 2014; Reddy
et al., 2014) answer factoid questions by learn-
ing a structured representation for the sentences,

called logical form. This logical form is then used
to query the knowledge base and retrieve the an-
swer. IR-based approaches try to identify the best
possible match between the knowledge base and
the question (Bordes et al., 2014a; Bordes et al.,
2014b; Yao and Van Durme, 2014; Dong et al.,
2015). In this work, we focus on the second ap-
proach, using embedding models, mainly because
it is robust to invalid syntax and can exploit infor-
mation of the answer.

We focus on the Wikianswers (Fader et al.,
2013) dataset constructed for Reverb. On Wikian-
swers, the underlying semantics is very simple
(just one single triple). However, the task remains
challenging due to the large variety of lexicaliza-
tions for the same semantics. We follow the ap-
proach of Bordes et .al (2014b) which learns the
embeddings of words and KB elements. They
model the semantics of natural language sentences
and KB triples as the sum of the embeddings of the
associated words and KB elements respectively.
Despite its simplicity, this model performs surpris-
ingly well in practice. Something even more in-
teresting (Bordes et al., 2014b) is that the system
can have a good performance even without using
a paraphrase corpus. This makes the system very
attractive in practice because in many specific do-
mains, we might have a KB but there may be no
paraphrase corpus as in Wikianswers.

In our work, we push the results further when
learning a QA system based only on the KB. Our
contribution is to introduce a new orthogonality
regularizer which distinguishes entities and rela-
tions. We also investigate the tradeoff captured by
the orthogonality constraints. With a synthetic ex-
ample, we show that if entities and relations are in-
dependent, orthogonal embeddings generate better
results. The orthogonality constraint in the con-
text of question answering is new, although it has
been successfully used in other contexts (Yao et
al., 2014). Like (Bordes et al., 2014b), we use al-
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most no linguistic features such as POS tagging,
parsing, etc.

2 The ReVerb Question Answering Task

The ReVerb question answering task was first in-
troduced in (Fader et al., 2013) as follows. Given a
large RDF KB and a natural language (NL) ques-
tion whose answer is given by a triple contained in
that KB, the task is to find a correct triple. For ex-
ample, a correct answer to the NL question “What
is the main language in Hong Kong ?” would
be the KB triple (cantonese.e, be-major-language-
in.r, hong-kong.e). RDF triples are assertions of
the form (e1, r, e2) where r is a binary relation
from some vocabulary R and e1, e2 are entities
from a vocabulary E.

The KB used is ReVerb1, a publicly available
set of 15 million extractions (Fader et al., 2011)
defined over a vocabulary of approximately 600K
relations and 3M entities. The test set used for
evaluation includes 698 questions extracted from
the website Wikianswers, many of which involve
paraphrases.

3 Related Work

Fader et al. (2013) present one of the first ap-
proaches for dealing with open domain question
answering. To map NL questions to KB queries,
they first induce a lexicon mapping NL expres-
sions to KB elements using manually defined pat-
terns, alignments and a paraphrase corpus. Using
this lexicon, multiple KB queries can be derived
from a NL question. These queries are then ranked
using a scoring function.

Bordes et al. (2014b) introduce a linguistically
leaner IR-based approach which identifies the KB
triple most similar to the input NL question. In
their approach, KB triples and NL questions are
represented as sums of embeddings of KB sym-
bols and words respectively. The similarity be-
tween a triple and a question is then simply the
dot product of their embeddings. Interestingly,
Bordes’ (2014b) system performs relatively well
(MAP score 0.34) on the Wikianswers dataset
even without using the paraphrase corpus. This
suggests that the embedding method successfully
captures the similarity between NL questions and
KB queries. Our work continues this direction by
further separating relations with entities.

1http://reverb.cs.washington.edu

The idea of distinguishing entities and relations
in question answering can also be found in (Yih
et al., 2014). However, they base their work by
supposing that we can cut the sentence into “en-
tity part” and “relation part” and then calculate the
matching score. Our model does not need this cut
and simply enforces the entity embeddings and re-
lation embeddings (on the KB side) to be different.

Orthogonality or near orthogonality is a prop-
erty which is desired in many embedding tech-
niques. In random indexing (Sahlgren, 2005), a
near orthogonality is ensured amongst the embed-
dings of different contexts. In (Zanzotto and
Dell’Arciprete, 2012), to approximate tree kernels
in a distributed way, different subtree feature em-
beddings are also constructed to be near orthogo-
nal.

Our work gives yet another motivation for or-
thogonal embeddings for the special case where
the semantics of a sentence is modeled as the sum
of its associated word embeddings. In this case,
orthogonal word embeddings help to model their
independence.

4 Embedding model

Word embeddings are generally learned (Deer-
wester et al., 1990; Mikolov et al., 2013; Le-
bret and Collobert, 2015; Faruqui et al., 2014)
such that words with similar context will naturally
share similar embeddings as measured for instance
by cosine similarity. The embeddings learned
in (Bordes et al., 2014b) also encode context in-
formation. They link the embedding of words with
the whole triple-answer in their scoring function.
By this means, the word embedding carries the in-
formation of the whole triple.

Our model further distinguishes entities and re-
lations. Noting that entities and relations may have
some independence (knowing that ‘a man eats’
doesn’t help to tell ‘which man’), the distinction
is done via orthogonality. We show in the toy ex-
ample that orthogonality helps to capture this in-
dependent structure of the data.

4.1 Scoring function

The model learns the embedding of each word and
KB element by trying to score the correct answers
highest. Mathematically, let q be the query, and
a be the answer-triple to align. Denote the total
number of words as Nw and the number of KB el-
ements as Nkb. Then denote by φ(q) ∈ {0, 1}Nw
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Algorithm 1 Training with orthogonality regular-
izer
1. Sample a positive training pair (qi, ai) from D.
2. Create a corrupted triple a′i
3. If S(qi, ai)− S(qi, a′i) < 0.1 :

make a stochastic gradient ascent on
S(qi, ai)− S(qi, a′i)− λ|E.R|
4. Normalize the embedding vector

the 1-hot representation indicating the presence or
absence of words in the query. Similarly we de-
note the sparse representation on the KB side as
ψ(a). Let M ∈ Rd×Nw be the embedding ma-
trix for words and K ∈ Rd×Nkb be the embedding
matrix for the elements in the KB. d is the low di-
mension chosen by the user.

The embedding of the sentence is then calcu-
lated as M φ(q) and similarly the embedding of
the answer-triple as K ψ(a). We can score the
matching of these embeddings:

S(q, a) = (M φ(q))>(K ψ(a))

which is the dot product between the embedding
of the sentence and the embedding of the triple.
The model is introduced in (Bordes et al., 2014b)
and we use the same scoring function. Note that
the model actually sums up each word embedding
to form the embedding of the sentence.

4.2 Inference
The inference procedure is straightforward. Given
a question q and a set of possible answer triples
noted A(q), the model predicts the answer by re-
turning the triple with the highest score:

a′ = argmaxa∈A(q)S(q, a)

4.3 Training
Originally in (Bordes et al., 2014b), given a ques-
tion to be answered, training is performed by im-
posing a margin-constraint between the correct an-
swer and negative ones. More precisely, note a′ a
negative answer to the question q (the correct an-
swer to q being a). Then for each question answer
pair, the system tries to maximize the following
function by performing a gradient ascent step:

min(ε, S(q, a)− S(q, a′))

with ε the margin set to 0.1. In addition, the norms
of columns in M and K are constrained to be in-
ferior to 1. The training is done in a stochastic

way by randomly selecting a question answer pair
at each step. For each gradient step, the step size
is calculated using Adagrad (Duchi et al., 2011).
The negative example is created by randomly re-
placing each element of (e1, r, e2) by another one
with probability 2/3.

4.4 Enforcing Orthogonal Embeddings

In this work, we are especially interested in the
additional assumptions we can make on the model
in order to cope with data sparsity. Indeed, when
the number of training data supporting the com-
putation of embeddings is small, embedding mod-
els are brittle and can lead to disappointing results.
We noticed that one important assumption that is
not discussed in the basic approach is that the em-
bedding space is the same for relations and enti-
ties. That approach has a tendency to learn similar
embeddings for entities and relations, even if they
have different meanings. Intuitively, we would
like to balance that tendency by a “prior knowl-
edge” preference towards choosing embeddings of
entities and relations which are orthogonal to each
other.

To justify this assumption, consider a simple
case where the underlying semantics is (e, r) as
in the sentence “John eats”. We will use the same
letter to indicate an entity or relation and their cor-
responding embeddings. In (Bordes et al., 2014b),
the embedding of the semantics is then calculated
as e + r for this very simple case. Now suppose
that ∀e′ 6= e, ||e − e′||2 ≥ ε (i.e John is differ-
ent from Mary with margin ε) and that the same
kind of constraints also holds for relations. How-
ever, even when these constraints are satisfied, it is
not guaranteed that ||e+ r− e′ − r′||2 ≥ ε, which
means that the model may still get confused on the
whole semantics even if each part is clear.

One obvious and linguistically plausible solu-
tion is to say that the entities and relations lie in
orthogonal spaces. Indeed, if relations and entities
are orthogonal (∀r, e (r ⊥ e)), then if two enti-
ties e, e′ and two relations r, r′ are distinct (i.e.,
||e− e′||2 ≥ ε and ||r − r′||2 ≥ ε ), it follows that
||e+ r− e′− r′||2 = ||e− e′||2 + |||r− r′||2 ≥ 2ε
by Pythagorean theorem. That is, two sentences
whose semantic representations involve two dis-
tinct entities and/or relations will have different
values.

In real problems, however, posing a hard or-
thogonality constraint largely reduces the model’s
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sentence Embedding This work

What is the argument on gun control ? (short-gun.e be-type-of.r gun.e) (giuliani.e support.r gun-control.e)

What year did minnesota become part of US ? (minnesota.e become-state-on.r may-11-1858.e) (minnesota.e be-part-of.r united-states.e)

What is the religious celebration of christians ? (christian.e be-all-about.r original-sin.e) (easter.e be-most-important-holiday.r christian.e)

What do cassava come from ? (cassava.e be-source-of.r security.e) (cassava.e be-grow-in.r africa.e)

Table 1: Some examples for which our system differs from ( (Bordes et al., 2014b)). Gold standard answer triples are marked

in bold.

expressive power2, so we decide to add it as a reg-
ularizer. More concretely, let the correct triple
be (e1, r, e2) and the negative one be (e′1, r′, e′2).
Consider that we are in a case not satisfying
the margin constraint, then we will try to maxi-
mize the following regularized function S(q, a)−
S(q, a′) − λ|E.R| with a gradient step. The
regularizer |E.R| = |e1.r| + |e2.r| + |e′1.r′| +
|e′2.r′| is minimized when all the entities and re-
lations live in orthogonal space. The regulariza-
tion parameter λ is chosen via an automatically
constructed development set for which we ran-
domly selected 1/2000 of all the triples in the
KB and generate associated questions. We dis-
card these triples from training and choose the λ
value based on the score on the development set.
The λ value is by this means set to 0.01 with λ in
{0.5,0.1,0.05,0.01,0.005,0.001}. Once the λ value
is chosen, we retrain the whole system.

5 Experimental results

5.1 Toy example

In this section, we illustrate the benefits of orthog-
onality via a toy example. We construct a KB con-
taining 50 entities (E) and 50 relations (R) then
generate all their cross products obtaining 2500
fact pairs. In consequence the entities and rela-
tions are independent.

For every ei ∈ E, we suppose that there is a sin-
gle word lexicalizing the entity noted “ei” . Sim-
ilarly, we note the lexicalization of rj “rj”. We
separate these 2500 pairs into training (2450) and
test (50). Notice that similarly to Wikianswers,
this toy dataset involves KB entities and relations
whose type is known a priori.

The training corpus is built using one simple
generation rule : (ei, rj)→ “ei rj” . Negative ex-
amples are created by replacing with probability
1/2 both entity and relation with another one. We

2Especially, if the embeddings are orthogonal between en-
tities and relations, the knowledge of a given entity can not
help to infer the relation and vice versa.

Model Accuracy (1) Accuracy (2)

Embedding 76% 54%

Ortho Embedding 90% 68%

Table 2: Results on toy example.

embed all the words and KB symbols in a space
of 20 dimensions. We compare the model (Bordes
et al., 2014b) with the model where we enforce E
and R (and also “E” and “R”) to be orthogonal.
This means that words or KB symbols in fact live
in an embedding space of dimension 10.

At test time, for a given sentence “ei rj”, a set
of (e, r) pairs is ranked and we compute the pro-
portion of cases where the first ranked pair is cor-
rect. Table 2 shows the results for both systems on
two configurations: a configuration (Accuracy(1))
where the number of pairs to be ranked is 1250
and another (Accuracy(2)) with 2500 pairs.3 In
both cases, imposing the orthogonality constraint
improves performance by a large margin.

5.2 Wikianswers

Wikianswers contains a set of possible triples for
each question and we re-rank these triples to re-
port our system’s performance. This is the “re-
ranking” setting used in (Bordes et al., 2014b).
Table 3 compares different systems in this setting.
The Embedding scores are taken from (Bordes et
al., 2014b) for which we have reimplemented and
confirmed the results.

Method Prec Recall F1 MAP

Embedding 0.60 0.60 0.60 0.34

This work 0.63 0.63 0.63 0.36

Table 3: Performance for re-ranking question answer pairs

of test set for different systems on Wikianswers

Table 3 shows that our technique improves the
performance also on the larger, non-synthetic,

3We make sure that the correct answer is included .
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dataset provided by Fader (2013) over the Bor-
des (2014b)’s method. In addition, Table 1 shows
some examples where the two systems differ and
where the orthogonality regularized embeddings
seem to better support the identification of simi-
lar relations. For instance, “is the argument on”
is mapped to support.r rather than be-type-of.r
and “is the religious celebration of” to be-most-
important-holiday.r rather then be-all-about.r.

6 Conclusion

This paper introduces an embedding model for
question answering with orthogonality regular-
izer. We show that orthogonality helps to capture
the differences between entities and relations and
that it helps improve performance on an existing
dataset.
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