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Abstract 

We present an approach to identifying 
Twitter paraphrases using simple lexical over-
lap features. The work is part of ongoing re-
search into the applicability of knowledge-
lean techniques to paraphrase identification. 
We utilize features based on overlap of word 
and character n-grams and train support vector 
machine (SVM). Our results demonstrate that 
character and word level overlap features in 
combination can give performance compara-
ble to methods employing more sophisticated 
NLP processing tools and external resources. 
We achieve the highest F-score for identifying 
paraphrases on the Twitter Paraphrase Corpus 
as part of the SemEval-2015 Task1. 

1 Introduction 

This paper presents an approach to identifying 
Twitter paraphrase pairs using lexical overlap fea-
tures. Paraphrase identification (PI) may be de-
fined as “the task of deciding whether two given 
text fragments have the same meaning” (Lintean & 
Rus 2011). Methods for identifying paraphrases 
thus take a pair of texts and make a binary judg-
ment. The PI task has practical importance in the 
Natural Language Processing (NLP) community 
because of the pervasive problem of linguistic var-
iation. Accurate methods for PI should help im-
prove the performance of NLP systems that would 
seem to require language understanding. This in-
cludes key applications such as question answer-
ing, information retrieval and machine translation, 
amongst others. Acquired paraphrases have been 

shown to improve the performance of Statistical 
Machine Translation (SMT) systems, for example 
(Callison-Burch et al. 2006, Owczarzak et al., 
2006; Madnani et al., 2007)  

Many researchers on PI make use of existing 
NLP tools and other resources to identify para-
phrases. For example, Duclaye et al., (2002) ex-
ploits the NLP tools of a question answering 
system for reformulating rules to identify para-
phrases. Other researchers (Finch et al 2005, 
Mihalcea et al 2006, Fernando & Stevenson 2008, 
Malakasiotis 2009, Das & Smith 2009) have em-
ployed lexical semantic similarity information 
based on resources such as WordNet (Miller, 
1995).  

Although the PI task aims to identify sentenc-
es that are semantically equivalent, a number of 
researchers have shown that classifiers trained on 
lexical overlap features may achieve relatively 
high accuracy. Good performance is achieved 
without the use of knowledge-based semantic fea-
tures or other external knowledge sources such as 
parallel corpora (Lintean & Rus 2011, Blacoe & 
Lapata, 2012). We consider methods as 
knowledge-lean if they make use of just the text at 
hand and avoid the use of external processing tools 
and other resources. Knowledge-lean PI methods 
may thus employ shallow overlap measures based 
on lexical items or n-grams, but they might also 
make use of distributional techniques where these 
are based on simple text statistics.  

The work described here is part of ongoing 
research that is investigating the extent to which 
knowledge-lean techniques may help to identify 
paraphrases. Preliminary work has been conducted 
using the Microsoft Research Paraphrase Corpus 
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(MSRPC) (Dolan & Brockett, 2005). However, the 
approach may be of particular value where 
knowledge-based language resources are not readi-
ly available or applicable. In this context, Twitter 
presents interesting challenges. Its short texts 
(tweets), widespread use of non-standard grammar, 
spelling and punctuation, as well as slang, abbrevi-
ations and neologisms, etc. make syntactic and se-
mantic analysis difficult.   

We apply a supervised learning approach us-
ing SVMs and learn classifiers based on simple 
lexical and character n-gram overlap features. 
SVM classifiers benefit from features that are in-
terdependent and informative, so good choice of 
feature combinations is crucial. We also experi-
mented with different kernels to find out whether a 
non-linear kernel works well for this task. 

2 Related Work 

A number of researchers have investigated whether 
near state-of-the-art PI results can be obtained 
without use of external sources. Blacoe & Lapata 
(2012) use distributional methods to find composi-
tional meaning of phrases and sentences. They find 
that performance of shallow approaches is compa-
rable to methods that are computationally intensive 
or that use very large corpora. Lintean & Rus 
(2011) apply word unigrams and bigrams. Bigrams 
capture word order information, which can in turn 
capture syntactic similarities between two text 
fragments. Finch et al. (2005) combines several 
MT metrics and uses them as features. Madnani et 
al. (2012) also shows that good results are obtained 
by combining different MT metrics. Ji & Eisen-
stein (2013) attains state-of-the-art results based on 
latent semantic analysis and a new term-weighting 
metric, TF-KLD.1   

A variety of classifiers has been employed for 
the purpose of identifying paraphrases. Kozarova 
& Montoyo (2006) measures lexical and semantic 
similarity with the combination of different classi-
fiers: k-Nearest Neighbours, Support Vector Ma-
chines, and Maximum Entropy. The SVM 
Classifiers remains the most applicable in recent 
research whether applied solely (Finch et al., 2005; 
Wan et al., 2006) or part of combined classifiers 
(Kozoreva & Montotyo, 2006; Lintean & Rus, 
2011; Madnani et al, 2012).  

                                                             
1 State-of-the-art results are shown in Section 5. 

3 The Task 

The Semeval-2015 task “Paraphrase and Semantic 
Similarity in Twitter” involves predicting whether 
two tweets have the same meaning. Training and 
test data are provided in the form of a Twitter Par-
aphrase Corpus (TPC) (Xu, 2014). The TPC is 
constructed semi-randomly and annotated via Am-
azon Mechanical Turk by 5 annotators. It consists 
of around 35% paraphrases and 65% non-
paraphrases. Training and development data con-
sists of 18K tweet pairs and 1K test data. Test data 
is drawn from a different time period and annotat-
ed by an expert. 

4 Approach 

4.1 Text Preprocessing 

Text preprocessing is essential to many NLP appli-
cations. It may involve tokenizing, removal of 
punctuation, PoS-tagging, and so on. For identify-
ing paraphrases, this may not always be appropri-
ate. Removing punctuation and stop words, as 
commonly done for many NLP applications, argu-
ably results in the loss of information that may be 
critical in terms of PI. We therefor keep text pre-
processing to a minimum. 

The TPC is already tokenized (O’Connor et 
al., 2010), part-of-speech tagged (Derczynski et al., 
2013), and named entity tagged (Ritter et al., 
2011). Here we only experiment on tokenized data, 
ignoring part-of-speech and named entity tagged 
data. In the next section we also report results for 
the MSR Paraphrase Corpus. We used the Rasp 
Toolkit (Briscoe et al., 2006) to perform tokeniza-
tion in this case. 

A particular issue in dealing with Twitter is 
the use of capitalization. Variability in the use of 
capitals (some tweets may be uncapitalised, others 
written in all uppercase) presents a problem for 
simple lexical overlap measures between candidate 
paraphrase pairs. To help overcome this, tokenized 
tweets are lowercased. Although this potentially 
causes confusion between proper nouns and com-
mon nouns (e.g. apple the fruit v. Apple the com-
pany) our experimental work shows that it most 
likely increases the quantity of identified para-
phrase pairs.  

Tweets tend to have a higher proportion of 
out-of-vocabulary (OOV) words than other texts. 
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Due to the character limit, words are often short-
ened or abbreviated and standard spelling rules 
ignored. In addition, characters may be added for 
emphasis. Nevertheless, we have not normalized 
the original texts to compensate for this. 

A novel aspect of the TPC compared to other 
paraphrase corpora is the inclusion of topic infor-
mation, which is also used during the construction 
process. Despite the possibility that topic features 
might be utilized, we have not made use of this 
information in our approach. 

4.2 Features and Instances 

As the basis for deriving a number of overlap fea-
tures, we consider different representations of a 
text as a set of tokens, where a token may be either 
a word or character n-gram. For the work de-
scribed here we restrict attention to word and char-
acter unigrams and bigrams. Use of a variety of 
machine translation techniques (Madnani et al., 
2012) that utilise word n-grams motivated their use 
in representing texts for this task. In particular, 
word bigrams may provide potentially useful syn-
tactic information about a text. Character bigrams, 
on the other hand, allow us to capture similarity 
between related word forms. Possible overlap fea-
tures are constructed using basic set operations: 
Size of union: the size of the union of the tokens 
in the two texts of a candidate paraphrase pair.  
Size of intersection: the number of tokens com-
mon to the texts of a candidate paraphrase pair.  
Text Size: the size of the set of tokens representing 
a given text. 
This yields a total of eight possible overlap fea-
tures for a pair of texts, plus four ways of measur-
ing text size. Each data instance is a vector of 
features representing a pair of tweets. In order to 
select an optimal set of features we ran a number 
of preliminary experiments. Table 1 presents the 
results for different features and combinations of 
features on the development data. We present re-
sults obtained for a linear kernel. The general pat-
tern for an RBF kernel is similar.  

Intuitively, knowing about the union, intersec-
tion or size of a text in isolation may not be very 
informative. However, for a given token type, the-
se four features in combination provide potentially 
useful information about similarity of texts. In the 
following, C1 and C2 each denote four features 
(union, intersection, sizes of tweet 1 and tweet 2) 

produced by character unigrams and bigrams, re-
spectively. Similarly, W1 and W2 denote the four 
features generated by word unigrams and bigrams, 
respectively. Combinations (e.g. C1W2) represent 
eight features: those for C1 plus those for W2.  
 

Features Acc  Pre.  Rec.  F-sc. 
C1 64.5 0.0 0.0 0.0 
C2 74.5 70.2 48.4 57.7 
C1C2 74.5 70.3 48.5 57.4 
W1 74.1 70.5 46.5 56.0 
W2 70.5 63.9 38.8 48.3 
W1W2 74.0 69.9 46.9 56.2 
C1W1 74.2 70.4 47.2 56.5 
C2W2 74.9 71.1 49.1 58.1 
C1W2 71.4 72.0 31.9 44.2 
C2W1 75.6 72.4 50.6 59.6 
Baseline 72.6 70.4 38.9 50.1 
Table 1: Individual and Combined Results by Linear SVM 

It is clear that features based on character bi-
grams are more informative than character uni-
grams (for C1, all instances are classified 
negative). For words, on the other hand, use of bi-
grams did not improve performance over uni-
grams. However, combining features for words and 
characters proved beneficial. Although, the combi-
nation of character and word bigrams increases 
performance, combining word unigrams and char-
acter bigrams is more informative. We therefore 
chose to represent instances using a combination of 
character bigrams and word unigrams. 2 

An important step in SVM classification is 
rescaling of the features. Apart from a simple scal-
ing mechanism, which is applied during the classi-
fication process, features are kept as they are.  

4.3 SVM Classifiers  

An SVM classifier maps the feature vectors into 
high dimensional vector space and computes the 
dot product of the two vectors inside the kernel. Its 
applicability to both linear and non-linear systems 
has been proven for different NLP applications. 
We used SVM implementations from scikit-learn 
(Pedregosa et al., 2011) and experimented with a 
number of classifiers. We report here on results 
obtained using SVC adapted from libsvm (Chang 
& Lin, 2011) by embedding different kernels. We 
                                                             
2 The submitted system used just six features: four character 
bigram features together with just the union and intersection of 
word unigrams. This had no impact on performance. 
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experimented with linear and Radial Basis Func-
tion (RBF) kernels. Linear kernels are known 
to work well with large datasets and RBF kernels 
are the first choice if small number of features are 
applied (Hsu et al., 2003), which both cases to ap-
ply our datasets. Classifiers are used with their de-
fault parameters and trained on the data provided. 

5 Results 

Table 2 shows that SVC with a linear kernel 
achieved an F-score of 67.4. This represent the 
highest score amongst those systems participating 
in Task 1, though still some way below Xu et al 
(2014) and the human upper-bound. Xu et al. 
(2014)’s approach constructs a joint word-sentence 
paraphrase model (MULTIP) and utilizes topic 
information, which outperforms other features in-
dividually. Table 2 also shows the result for the 
RBF kernel, which was not submitted for the task. 
For this task the non-linear kernel does not provide 
any performance gain over the linear SVM. 
 

Model Acc. Pre. Rec. F-sc. 
Human Upperbound -- 75.2 90.8 82.3 
Xu et al. (2014) -- 72.2 72.6 72.4 
SVC (linear kernel) 86.5 68.0 66.9 67.4 
SVC (rbf kernel) 85.7 64.9 68.6 66.7 
Baseline    -- 67.9 52.0 58.9 

Table 2: TPC Results 

For comparison, Table 3 shows state-of-the-
art results for the PI task on the MSRPC, together 
with our classifiers trained using of same set of 
features as for the TPC. Our method performs well 
above baseline, but with relatively lower precision 
than other systems. In contrast to Table 2, our 
highest result is obtained using the RBF kernel. 
 

Model Acc. Pre. Rec. F-sc.  
Ji&Eisenstein(2013) 80.4   85.96 
Madnani et al (2012) 77.4 - - 84.1 
Socher et al. (2011) 76.8 - - 83.6 
Wan et al. (2006) 75.6 77.0 90.0 83.0 
 SVC(rbf kernel) 74.4 74.8 92.9 82.8 
Das & Smith (2009)  76.1 79.6 86.1 82.7 
Finch et al. (2005) 75.0 76.6 89.8 82.7 
Fernando&Stevenson (2008) 74.1 75.2 91.3 82.4 
SVC (linear kernel) 73.7 75.0 90.1 82.1 
Qiu et al. (2006) 72.0 72.5 93.4 81.6 
Zhang and Patrick (2005) 71.9 74.3 88.2 80.7 
BASELINE 65.4 71.6 79.5 75.3 

Table 3: Paraphrase Identification State-of-the-art Results on MSRPC 

We note that the features that we adopt as in-
formative for the Twitter PI task outperform some 
recent approaches to PI on the MSRPC. This is 
encouraging and indicates applicability of 
knowledge-lean approaches to other data sets.  

6 Conclusions 

Our results demonstrate that knowledge-lean 
methods based on character and word level overlap 
features in combination can give good results in 
terms of the identification of Twitter paraphrases. 
SVM classifiers were successfully used to identify 
paraphrase pairs given just a few simple features. 
Our approach performed as well as and generally 
much better (in terms of F-score) than other, more 
sophisticated participating systems.  

Overlap of character bigrams was more in-
formative than that of character unigrams. We hy-
pothesize that measuring overlap of character 
bigrams provides a way of detecting similarity of 
related word-forms. It thus performs a similar 
function to stemming or lemmatization in other 
domains, whilst retaining some information about 
difference. This may be especially helpful with 
Twitter, where a variety of idiosyncratic spellings 
and short forms may be observed alongside the 
usual morphological variants. 

A strength of our approach is that pre-
processing is kept to a minimum. This may explain 
why our system outperforms other approaches that 
use a similar set of overlap features. Methods that 
require the removal of stop words, punctuation, 
OOV words etc., lose potentially useful infor-
mation. On the other hand, we found that normaliz-
ing tweets with regard to capitalization enhanced 
performance of the classifier.  

The current work on paraphrase identification 
is ongoing. There is clearly room for reaching to 
human upper bound shown in Table 2. Our latest 
work shows that extending character and word n-
grams to up to 4 is promising and gives perfor-
mance that is close to the state–of-the-art results on 
TPC obtained by Xu et al. (2014). We intend to 
report on these results in a future paper.   
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