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Abstract

This paper describes SimpLex,1 a Lexical
Simplification system that participated in the
English Lexical Simplification shared task at
SemEval-2012. It operates on the basis of
a linear weighted ranking function composed
of context sensitive and psycholinguistic fea-
tures. The system outperforms a very strong
baseline, and ranked first on the shared task.

1 Introduction

Lexical Simplification revolves around replacing
words by their simplest synonym in a context aware
fashion. It is similar in many respects to the task of
Lexical Substitution (McCarthy and Navigli, 2007)
in that it involves elements of selectional preference
on the basis of a central predefined criterion (sim-
plicity in the current case), as well as sensitivity to
context.

Lexical Simplification envisages principally a hu-
man target audience, and can greatly benefit chil-
dren, second language learners, people with low lit-
eracy levels or cognitive disabilities, and in general
facilitate the dissemination of knowledge to wider
audiences.

We experimented with a number of features that
we posited might be inherently linked with tex-
tual simplicity and selected the three that seemed
the most promising on an evaluation with the trial
dataset. These include contextual and psycholin-
guistic components. When combined using an SVM

1Developed by co-organizers of the shared task

ranker to build a model, such a model provides re-
sults that offer a statistically significant improve-
ment over a very strong context-independent base-
line. The system ranked first overall on the Lexical
Simplification task.

2 Related Work

Lexical Simplification has received considerably
less interest in the NLP community as compared
with Syntactic Simplification. However, there are
a number of notable works related to the topic.

In particular Yatskar et al. (2010) leverage the
relations between Simple Wikipedia and English
Wikipedia to extract simplification pairs. Biran et al.
(2011) extend this base methodology to apply lexi-
cal simplification to input sentences. De Belder and
Moens (2010), in contrast, provide a more general
architecture for the task, with scope for possible ex-
tension to other languages.

These studies and others have envisaged a range
of different target user groups including children
(De Belder and Moens, 2010), people with low liter-
acy levels (Aluisio et al., 2008) and aphasic readers
(Carroll et al., 1998).

The current work differs from previous research
in that it envisages a stand-alone lexical simpli-
fication system based on linguistically motivated
and cognitive principles within the framework of a
shared task. Its core methodology remains open to
integration into a larger Text Simplification system.

3 Task Setup

The English Lexical Simplification shared task at
SemEval-2012 (Specia et al., 2012) required sys-
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tems to rank a number of candidate substitutes
(which were provided beforehand) based on their
simplicity of usage in a given context. For example,
given the following context with an empty place-
holder, and its candidate substitutes:

Context: During the siege , George
Robertson had appointed Shuja-ul-Mulk,
who was a boy only 12 years old and
the youngest surviving son of Aman-ul-
Mulk, as the ruler of Chitral.

Candidates: {clever} {smart}
{intelligent} {bright}

a system is required to produce a ranking, e.g.:

System: {intelligent} {bright} {clever,
smart}

Note that ties were permitted and that all candi-
dates needed to be included in the system rankings.

4 The SimpLex Lexical Simplification
System

In an approach similar to what Hassan et al. (2007)
used for Lexical Substitution, SimpLex ranks can-
didates based on a weighted linear scoring function,
which has the generalized form:

s (cn,i) =
∑

m∈M

1

rm (cn,i)

where cn,i is the candidate substitute to be scored,
and each rm is a standalone ranking function that
attributes to each candidate its rank based on its
uniquely associated features. Based on this scoring,
candidates for context are ranked in descending or-
der of scores.

In the development of the system we experi-
mented with a number of these features including
ranking based on word length, number of syllables,
scoring with a 2-step cluster and rank architecture,
latent semantic analysis, and average point-wise mu-
tual information between the candidate and neigh-
boring words in the context.

However, the features which were intuitively the
simplest proved, in the end, to give the best results.
They were selected based on their superior perfor-
mance on the trial dataset and their competitiveness
with the strong Simple Frequency baseline. These
stand-alone features are described in what follows.

4.1 Adapted N-Gram Model
The motivation behind an n-gram model for Lexical
Simplification is that the task involves an inherent
WSD problem. This is because the same word may
be used with different senses (and consequently dif-
ferent levels of complexity) in different contexts.

A blind application of n-gram frequency search-
ing on the shared task’s dataset, however, gives sub-
optimal results because of two main factors:

1. Inconsistently lemmatized candidates.

2. Blind replacement of even correctly lemma-
tized forms in context producing ungrammat-
ical results.

We infer the correct inflection of all candidates for
a given context based on the appearance of the orig-
inal target word (which is also one of the candidate
substitutes) in context. To do this we run a part-of-
speech (POS) tagger on the source text and note the
POS of the target word. Then handcrafted rules are
used to correctly inflect the other candidates based
on this POS tag.

To resolve the issue of ungrammatical textual out-
put, we further use a simple approach of popping
words in close proximity to the placeholder and per-
forming n-gram searches on all possible query com-
binations. Take for instance the following example:

Context: He was away.

Candidates: {going} {leaving}

where “going” is evidently the original word in con-
text, but “leaving” has also been suggested as a sub-
stitute (there are many such cases in the datasets).
One of the possible outcomes of popping context
words leads to the correct sequence for the latter
substitute, i.e. “He was leaving” with the word
“away” having been popped.

The rationale behind this approach is that if one of
the combinations is grammatically correct, the num-
ber of n-gram hits it returns will far exceed those
returned by ungrammatical ones.

The n-gram (2 ≤ n ≤ 5) searches are performed
on the Google Web 1T corpus (Brants and Franz,
2006), and the number of hits is weighted by the
length of the n-gram search (such that longer se-
quences obtain higher weight). This may seem like
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a simplistic approach, especially when the candidate
words appear in long-distance dependency relations
to other parts of the sentence. However, it should be
noted that since the Web 1T corpus only consists of
n-grams with n ≤ 5, structures that contain longer
dependencies than this are in any case not consid-
ered, and hence do not interfere with local context.

4.2 Bag-of-Words Model

The limitations of performing queries on the Google
Web 1T are that n-grams hits must be in strict lin-
ear order of appearance. To overcome this diffi-
culty, we further mimic the functioning of a bag-
of-words model by taking all possible ordering of
words of a given n-gram sequence. This approach,
to some extent, gives the possibility of observing co-
occurrences of candidate and context words in vari-
ous orderings of appearance. This results in a num-
ber of inadequate query strings, but possibly a few
(as opposed to one in a linear n-gram search) good
word orderings with high hits as well.

As with the previous model, only n-grams with
2 ≤ n ≤ 5 are taken. For a given substitute the total
number of hits for all possible queries involving that
substitute are summed (with each hit being weighted
by the length of its corresponding query in words).
To obtain the final score, this sum is normalized by
the actual number of queries.

4.3 Psycholinguistic Feature Model

The MRC Psycholinguistic Database (Wilson, 1988)
and the Bristol Norms (Stadthagen-Gonzalez and
Davis, 2006) are knowledge repositories that asso-
ciate scores to words based on a number of psy-
cholinguistic features. The ones that we felt were
most pertinent to our study are:

1. Concreteness - the level of abstraction associ-
ated with the concept a word describes.

2. Imageability - the ability of a given word to
arouse mental images.

3. Familiarity - the frequency of exposure to a
word.

4. Age of Acquisition - the age at which a given
word is appropriated by a speaker.

We combined both databases and compiled a sin-
gle resource consisting of all the words from both
sources that list at least one of these features. It may
be noted that these attributes were compiled in simi-
lar fashion in both databases and were normalized to
the same scale of scores falling in the range of 100
to 700.

In spite of a combined compilation, the coverage
of the resource was poor, with more than half the
candidate substitutes on both trial and test sets sim-
ply not being listed in the databases. To overcome
this difficulty we introduced a fifth frequency feature
that essentially simulates the “Simple Frequency”
baseline, 2 but with scores that were normalized to
the same scale of the other psycholinguistic features.

This composite of features was used in a linear
weighted function with weights tuned to best perfor-
mance values on the trial dataset. This function sums
the weighted scores for each candidate, and normal-
izes this sum by the number of non-zero features (in
the worst-case scenario, – when no psycholinguistic
features are found – the scorer is equivalent to the
“Simple Frequency” baseline). It is interesting to
note that the frequency feature did not dominate the
linear combination; rather there was a nice interplay
of features with Concreteness, Imageability, Famil-
iarity, Age of Acquisition and Simple Frequency be-
ing weighted (on a scale of -1 to +1) as 0.72, -0.22,
0.87, 0.36 and 0.36, respectively.

4.4 Feature Combination

We combined the three standalone models using
the ranking function of the SVM-light package
(Joachims, 2006) for building SVM rankers. The pa-
rameters of the SVM were tuned on the trial dataset,
which consisted of only 300 example contexts. To
avoid overfitting, instead of taking the single best
parameters, we took parameter values that were the
average of the top 10 distinct runs.

It may be noted that the resulting model makes no
attempt to tie candidates, although actual ties may be
produced by chance. But since ties are rarely used
in the gold standard for the trial dataset, we reasoned
that this should not affect the system performance in
any significant way.

2The “Simple Frequency” baseline scores each substitute
based on the number of hits it produces in the Google Web 1T
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bline-SFreq w-ln n-syll psycho a-n-gram b-o-w pmi lsa SimpLex
Trial 0.398 0.176 0.118 0.388 0.397 0.395 0.340 0.089 –
Test 0.471 0.236 0.163 0.432 0.460 0.460 0.404 0.054 0.496

Table 1: Comparison of Models’ Scores

5 Results and Discussion

The results of the SimpLex system trained and tuned
on the trial set, in comparison with the Simple Fre-
quency baseline and the other stand-alone features
we experimented with are presented in Table 1. The
scores are computed through a version of the Kappa
index over pairwise rankings, and therefore repre-
sent the average agreement between the system and
the gold-standard annotation in the ranking of pairs
of candidate substitutes.

Table 1 shows that while in isolation the features
are unable to beat the Simple Frequency model, to-
gether they form a combination which outperforms
the baseline. The improvement of SimpLex over
the other models is statistically significant (statisti-
cal significance was established using a randomiza-
tion test with 1000 iterations and p-value ≤ 0.05).

We believe that the reason why the context aware
features were still unable to score better than the
context-independent baseline is the isolated focus
on simplifying a single target word. People tend
to produce language that contains words of roughly
equal levels of complexity. Hence in some cases
the surrounding context, instead of helping to dis-
ambiguate the target word, introduces further noise
to queries, especially when its individual component
words have skewed complexity factors. A simul-
taneous simplification of all the content words in a
context could be a possible solution to this problem.

As an additional experiment to assess the impor-
tance of the size of the training data in our simplifi-
cation system, we pooled together the trial and test
datasets, and ran several iterations of the combina-
tion algorithm with a regular increment of number of
training examples and noted the effects it produced
on eventual score. Three hundred examples were ap-
portioned consistently to a test set to maintain com-
parability between experiments. Note that this time,
no optimization of the SVM parameters was made.
The results were inconclusive, and contrary to ex-

pectation, revealed that there is no general improve-
ment with additional training data. This could be
because of the difficulty of the learning problem, for
which the scope of the combined dataset is still very
limited. A more detailed study with a corpus that is
orders of magnitude larger than the current one may
be necessary to establish conclusive evidence.

6 Conclusion

This paper presented our system SimpLex which
participated in the English Lexical Simplification
shared-task at SemEval-2012 and ranked first out of
9 participating systems.

Our findings showed that while a context agnostic
frequency approach to lexical simplification seems
to effectively model the problem of assessing word
complexity to a relatively decent level of accuracy,
as evidenced by the strong baseline of the shared
task, other elements, such as interplay of context
awareness with humanly perceived psycholinguistic
features can produce better results, in spite of very
limited training data.

Finally, a more global approach to lexical sim-
plification that concurrently addresses all the words
in a context to normalize simplicity levels, may be
a more realistic proposition for target applications,
and also help context aware features perform better.
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