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Abstract

African American Vernacular English
(AAVE) is a widely-spoken dialect of En-
glish, yet it is under-represented in ma-
jor speech corpora. As a result, speak-
ers of this dialect are often misunderstood
by NLP applications. This study explores
the effect on transcription accuracy of an
automatic voice recognition system when
AAVE data is used. Models trained on
AAVE data and on Standard American En-
glish data were compared to a baseline
model trained on a combination of the two
dialects. The accuracy for both dialect-
specific models was significantly higher
than the baseline model, with the AAVE
model showing over 18% improvement.
By isolating the effect of having AAVE
speakers in the training data, this study
highlights the importance of increasing di-
versity in the field of natural language pro-
cessing.

1 Introduction

There have been tremendous improvements in re-
cent years in automatic speech recognition (ASR).
Models which approach or even surpass human
performance on transcription tasks have been re-
ported (Xiong et al., 2017). However, these in-
creases in accuracy have not been evenly dis-
tributed across all speakers, performing worse for
speakers of dialects other than Standard Ameri-
can English (SAE) (Tatman and Kasten, 2017).
ASR systems are becoming more and more inte-
grated into society, used in everything from call
centers to medical transcriptions to asking for the
weather. Poorer performance for individuals with
accents leads to discrimination against significant
percentages of the population, many of whom be-

long to already marginalized groups. This paper
looks specifically at the dialect of African Ameri-
can Vernacular English (AAVE), which is spoken
by an estimated 80% of African Americans in the
United States (Lippi-Green, 1997) or about 35-40
million people.

A major cause of the bias against AAVE is the
lack of examples of this dialect in major speech
corpora. The TIMIT dataset is the most popular
speech corpus offered by the Linguistic Data Con-
sortium and is often used for training and bench-
marking speech recognition systems. It does not
specifically provide statistics for AAVE speakers,
but of the 630 speakers, only 26 (4%) are black,
compared to the 538 (85%) who are white (Garo-
folo et al., 1993). Switchboard 1, another of the
most commonly-used speech datasets, does pro-
vide a list of included dialects, yet AAVE is not
among them (Godfrey and Holliman, 1993). A
model which is trained on biased data will result
in uneven performance.

Despite this bias against AAVE in many ASR
systems, there has been very little scholarship ei-
ther identifying this issue or proposing solutions.
A number of popular press articles have called at-
tention to the challenges faced by speakers with
accents attempting to use products such as Ama-
zon Alexa (Paul, 2017) or Google Assistant (Har-
well, 2018), but there is a gap in the academic lit-
erature on AAVE in ASR, which this paper aims
to fill.

Many papers have been published related to
ASR systems for under-resourced dialects in En-
glish and other languages, using a variety of tech-
niques. (Cucu et al., 2012) apply the technique
of statistical machine translation to Romanian.
(Elmahdy et al., 2013) and (Lehr et al., 2014) use
transfer learning to adapt ASR systems trained on
news corpora to under-resourced dialects. Using
a sequence-to-sequence model, (Li et al., 2018)
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Description SAE Example AAVE Example
consonant cluster reduction first office firs’ office
devoicing of final consonants bad bat
variation of interdental fricatives the da
r-lessness forever fo’eva
-ing endings walking walkin’

Table 1: Common Phonetic Features of African American Vernacular English (Kendall et al., 2018)

combine language and pronunciation models into
a single neural network for transcribing a variety
of English dialects. Comparing all of these meth-
ods, and the many others which have shown suc-
cess, for AAVE is beyond the scope of this paper,
though these are promising avenues for future re-
search. This preliminary study takes the approach
of training a dialect-specific model for AAVE and
SAE, drawing from the approach of (Soto et al.,
2016).

1.1 African American Vernacular English
AAVE is a dialect of English commonly spoken
some or all of the time by black persons in the
United States, many of whom code-switch. It goes
by other names including African American Lan-
guage, Black English, and Ebonics (Kendall et al.,
2018). While there are regional variations within
the dialect, the majority of the phonetic and gram-
matical traits remain common across regions. Ta-
ble 1 enumerates a few of the common phonetic
features of AAVE; grammatical features were left
out as this study’s focus is on pronunciation.

1.2 Standard American English
SAE is the baseline to which other dialects are
compared to; speakers of this dialect are perceived
to be speaking without an accent. It is the language
taught in classrooms and that spoken by newscast-
ers and those in formal settings (Kretzchmar Jr.,
2008). Labov observed that individuals exhibit
more of the features of SAE as they increase at-
tention to their language, indicating that the fea-
tures of SAE are generally known and agreed
upon, whether or not speakers use them in every-
day speech (Labov, 2012).

2 Methodology

2.1 Data
Both the AAVE and the SAE speech data came
from the Corpus of Regional African American
Language (CORAAL) published by the University

of Oregon (Kendall and Farrington, 2018). This
dataset consists of audio files and time-aligned
transcripts of interviews between SAE-speaking
interviewers and AAVE-speaking interviewees. A
subset of speakers located in Washington D.C. was
used, to minimize the effects of regional accents
within the dialect.

There were forty-two speakers–six interview-
ers and thirty-six interviewees–and 31,468 utter-
ances across the training and testing sets. All
speakers were adults, ranging in age from eighteen
to seventy-seven. The gender-split of the AAVE
speakers was ten female and twenty-six male; the
genders of the interviewers were not provided.

2.2 Preprocessing

All audio files were split into utterances by the
timecodes given in the transcripts. Each utterance
was of a single speaker and was an average of four
seconds long. These audio files were converted
to 16-bit 16kHz mono WAVE files. The tran-
scripts were sanitized to remove punctuation, low-
ercase all letters, and expand numerals into words.
Regex matching was used to remove instances of
sound effects, pauses, and other non-verbal enti-
ties present in the transcripts.

2.3 Model Training

Recent advances in neural networks have shifted
the state of the art away from the hidden Markov
models previously common in the field. Neu-
ral network models, rather than being passed lists
of possible words, iteratively learn to match the
patterns of words and phonemes to their written
equivalents. The tool used for training in the study
is Mozilla’s DeepSpeech (Hannun et al., 2014),
which is built on recurrent neural networks. This
tool was chosen for ease of use as well as its
demonstrated performance on noisy environments
and with high speaker variation.

An AAVE model was trained using just the data
from the AAVE-speaking interviewees. An SAE
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Utterance Dialect Model Dialect Word Error Rate Levenshtein Distance
AAVE Combined 1.1509 18.7501
AAVE AAVE 0.9363 15.2848
AAVE SAE 1.1886 21.1567
SAE Combined 1.1254 15.0589
SAE SAE 1.0413 12.9967
SAE AAVE 1.0492 15.5483

Table 2: Error Rates by Dialect

Gold Standard: you know take care of hisself

AAVE Model: you know tay car sef

Combined Model: you know tha co sa

Figure 1: Model Outputs for an Example AAVE
Utterance

model was similarly trained on data from only the
interviewers. To provide a baseline during evalu-
ation, a model was trained using a combined set
of all the data. Additionally, the dialect models
were tested on the opposite dialect’s utterances to
examine whether there were major differences in
the difficulty of the two datasets contributing to
the error rates and to simulate how a large model
trained only on SAE data would perform. A 70-
20-10 split was used for the training, dev, and test
sets. The splits were done to ensure that all speak-
ers had proportional representation in each of the
sets. For AAVE, the training set had 15,857 utter-
ances, the dev set had 4,467, and the test set had
2,266. The SAE training set had 6,199 utterances,
the dev set had 1,783, and the test set had 902.
There were an average of 6.2 words per utterance
for AAVE and 4.6 words per utterance for SAE.

3 Results

Transcripts were generated by passing each utter-
ance in the test set through the baseline combined
model, the dialect-specific model corresponding to
the dialect of the utterance, and the dialect-specific
model of the other dialect. These outputs were
then compared to the gold standard transcripts pro-
vided by CORAAL.

Accuracy of the transcripts was measured us-
ing both word error rate (WER) and Levenshtein
distance. The WER is a measure of the number
of full word matches between the output and the
gold standard, as a percent of the word count. It

provides a good metric for judging the readabil-
ity of the output, but the drawback of this measure
is it does not allow for partial credit. The neu-
ral network based approach to building ASR mod-
els does not pass pre-defined word lists and often
results in matches on certain phonemes within a
word rather than the entire word. For instance,
in the example output shown in Figure 1, both
the AAVE-only and the combined model correctly
matched ”you know” but missed the other three
words, resulting in equal WER scores. However,
the AAVE model picked up on the ”ar” sound
in ”care” and the ”f” sound in ”hisself”, both
of which the combined model incorrectly tran-
scribed. In order to quantify this behavior, the
Levenshtein distance was used, which is a measure
of the number of character insertions, deletions, or
substitutions needed to transform the output into
the gold standard. For both WER and Levenshtein
distance, a lower score indicates higher accuracy.

The hypothesis of the study was that the high-
est performance for each dialect’s data would be
from the same-dialect model and that the worst
performance would result from running the oppo-
site dialect’s model. The results support this hy-
pothesis, as Table 2 illustrates. In each section, the
bottom row shows the performance when the utter-
ance dialect is opposite that of the model. For both
AAVE and SAE, this had the highest error rate as
measured by the Levenshtein Distance. The mid-
dle row of each section, when the dialects were
aligned between utterances and the model, the er-
ror rates were lowest for both WER and Leven-
shtein distance.

The WER rates are nearly all above 1 due to
the outputs putting in extra word breaks. Though
the overall accuracy is low, both the AAVE and
the SAE models significantly improved accuracy
over the baseline combined model for WER and
Levenshtein Distance. Table 3 shows the percent
improvement over the combined-dialect baseline
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for the two dialect models for both accuracy mea-
sures. The improvement for the AAVE model was
over 18% when using the Levenshtein Distance to
provide a character-level error rate. There was a
larger increase for the AAVE utterances, likely due
to the higher number of utterances for that dialect
as well as the utterances being longer. Many of the
SAE utterances were short interjections such as ”I
see” and ”mm hm”.

Dialect WER Levenshtein Distance
AAVE 16.6% 18.5%
SAE 7.5% 13.7%

Table 3: Improvements in Error Rate Between
Dialect-Specific Model and Combined Model

4 Conclusions and Future Work

Different dialects or accents within the same lan-
guage can have conflicting patterns of phonemes.
An automatic voice recognition tool which tries to
handle all dialects with the same model is setting
itself up for challenges. The ambiguities arising
from having to learn opposing patterns can cause
errors and lower overall accuracy. If the model
does not handle these ambiguities, whatever pat-
tern was seen more in the training data could win
out, causing a bias against dialects with lower rep-
resentation. Frequently, the majority dialect in
training sets is Standard English. Those who do
not speak Standard English, such as speakers of
African American Vernacular English, are more
often misunderstood. This study shows the poten-
tial of using dialect-specific models to remedy this
situation.

Applications which handle diverse speech can
benefit from using dialect-specific models for
speech recognition. This is particularly useful in
contexts where the speech data is gathered in ad-
vance, rather than in real-time. In this case, the
increase in transcription accuracy would outweigh
the small increase in processing time to classify
the dialect of the speech.

Future directions for this research are growing
the AAVE dataset used for training to improve the
overall accuracy of the model and expanding to
other dialects. A classifier could also be trained
to automatically select the appropriate model for a
given utterance to remove the preprocessing step
of manually separating the utterances by dialect
before passing them to the speech-to-text models.

Additionally, transfer learning techniques could be
explored as a comparison to the dialect-specific
method explored in this study.
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