
Proceedings of Recent Advances in Natural Language Processing, pages 357–364,
Hissar, Bulgaria, 7-13 September 2013.

Towards Domain Adaptation for Parsing Web Data

Mohammad Khan

Indiana University
Bloomington, IN USA

khanms@indiana.edu

Markus Dickinson

Indiana University
Bloomington, IN USA
md7@indiana.edu

Sandra Kübler
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Abstract

We improve upon a previous line of work

for parsing web data, by exploring the im-

pact of different decisions regarding the

training data. First, we compare train-

ing on automatically POS-tagged data vs.

gold POS data. Secondly, we compare

the effect of training and testing within

sub-genres, i.e., whether a close match of

the genre is more important than training

set size. Finally, we examine different

ways to select out-of-domain parsed data

to add to training, attempting to match the

in-domain data in different shallow ways

(sentence length, perplexity). In general,

we find that approximating the in-domain

data has a positive impact on parsing.

1 Introduction and Motivation

Parsing data from the web is notoriously diffi-

cult, as parsers are generally trained on news data

(Petrov and McDonald, 2012). The problem, how-

ever, varies greatly depending upon the particular

piece of web data: what is often termed web data

is generally a combination of different sub-genres,

such as Facebook posts, Twitter feeds, YouTube

comments, discussion forums, blogs, etc. The

language used in such data does not follow stan-

dard conventions in various respects (see Herring,

2011): 1) The data is edited to varying degrees,

with Twitter on the lower end and professional

emails and blog on the upper end of the scale.

2) The sub-genres often display characteristics of

spoken language, including sentence fragments

and colloquialisms. 3) Some web data, especially

social media data, typically contains a high num-

ber of emoticons and acronyms such as LOL.

At the same time, there is a clear need to de-

velop basic NLP technology for a variety of types

of web data. To perform tasks such as sentiment

analysis (Nakagawa et al., 2010) or information

extraction (McClosky et al., 2011), it helps to part-

of-speech (POS) tag and parse the data, as a step

towards providing a shallow semantic analysis.

We continue our work (Khan et al., 2013) on

dependency parsing web data from the English

Web Treebank (Bies et al., 2012). We previously

showed that text normalization has a beneficial ef-

fect on the quality of a parser on web data, that

we can further improve the parser’s accuracy by

a simple, n-gram-based parse revision method,

and that having a balanced training set of out-of-

domain and in-domain data provides the best re-

sults when parsing web data. The current work

extends this previous work by more closely exam-

ining the data given as input for training the parser.

Specifically, we take the following directions:

1. All previous experiments were carried out on

gold part of speech (POS) tags. Here, we in-

vestigate using a POS tagger trained on out-

of-domain data, thus providing a more realis-

tic setting for parsing web data. We specifi-

cally test the impact of training the parser on

automatic POS tags (section 4).

2. The web data provided in the English Web

Treebank (EWT) is divided into five differ-

ent sub-genres: 1) answers to questions, 2)

emails, 3) newsgroups, 4) reviews, and 5) we-

blogs. Figure 1 shows examples from the dif-

ferent sub-genres. So far, we used the whole

set across these genres, which raises ques-

tions about whether a closer match of the

genre is more important than the data size,

and we thus investigate parsing results within
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1. Answer: where can I get morcillas in tampa bay
, I will like the argentinian type , but I will try
anothers please ?

2. Email: Michael : <s> Thanks for putting the
paperwork together . <s> I would have interest
in meeting if you can present unique investment
opportunities that I do n’t have access to now .

3. News: complete with original Magnavox tubes -
all tubes have been tested they are all good - stereo
amp

4. Review: Buyer Beware !! <s> Rusted out and
unsafe cars sold here !

5. Blog: The Supreme Court announced its ruling
today in Hamdan v. Rumsfeld divided along ide-
logical lines with John Roberts abstaining due to
his involvement at the D.C. Circuit level and An-
thony Kennedy joining the liberals in a 5 - 3 deci-
sion that is 185 pages long .

Figure 1: Example sentences from each sub-genre

(<s> = sentence boundary)

each sub-genre, and whether adding easy-to-

parse data to training improves performance

for the difficult sub-genres (section 5).

3. Finally, from our previous work, we know

that combining the EWT training set with

sentences from the Penn Treebank is benefi-

cial. However, we do not know how to best

select the out-of-domain sentences. Should

they be drawn randomly; should they match

in size; should the sentences match in terms

of parsing difficulty (cf. perplexity)? We ex-

plore different ways to match the in-domain

data (section 6).

2 Related Work

There is a growing body of work on parsing web

data, as evidenced by the 2012 Shared Task on

Parsing the Web (Petrov and McDonald, 2012).

There have been many techniques employed for

improving parsing models, including normaliz-

ing the potentially ill-formed text (Foster, 2010;

Gadde et al., 2011; Øvrelid and Skjærholt, 2012)

and training parsers on unannotated or reannotated

data, e.g., self-training or uptraining, (e.g., Sed-

dah et al., 2012; Roux et al., 2012; Foster et al.,

2011b,a). Less work has gone into investigating

the impact of different genres or on specific details

of the sentences given to the parser.

Indeed, Petrov and McDonald (2012) mention

that for the shared task, “[t]he goal was to build a

single system that can robustly parse all domains,

rather than to build several domain-specific sys-

tems.” Thus, parsing results were not obtained

by genre. However, Roux et al. (2012) demon-

strated that using a genre classifier, in order to em-

ploy specific sub-grammars, helped improve pars-

ing performance. Indeed, the quality and fit of data

has been shown for in-domain parsing (e.g. Hwa,

2001), as well as for other genres, such as ques-

tions (Dima and Hinrichs, 2011).

One common, well-documented ailment of web

parsers is the effect of erroneous tags on POS ac-

curacy. Foster et al. (2011a,b), e.g., note that prop-

agation of POS errors is a serious problem, es-

pecially for Twitter data. Researchers have thus

worked on improving POS tagging for web data,

whether by tagger voting (Zhang et al., 2012)

or word clustering (Owoputi et al., 2012; Sed-

dah et al., 2012). There are no reports about the

impact of the quality of POS tags for training—

i.e., whether worse, automatically-derived tags

might be an improvement over gold tags—though

Søgaard and Plank (2012) note that training with

predicted POS tags improves performance.

Researchers have trained parsers using addi-

tional data which generally fits the testing domain,

as mentioned above. There has been less work,

however, on extracting specific types of sentences

which fit the domain well. Bohnet et al. (2012) no-

ticed a problem with parsing fragments and so ex-

tracted longer NPs to include in training as stand-

alone sentences. From a different perspective,

Søgaard and Plank (2012) weight sentences in the

training data rather than selecting a subset, to bet-

ter match the distribution of the target domain. In

general, identifying sentences which are similar to

a particular domain is a concept familiar in active

learning (e.g., Mirroshandel and Nasr, 2011; Sas-

sano and Kurohashi, 2010), where dissimilar sen-

tences are selected for hand-annotation to improve

parsing.

3 Experimental Setup

3.1 Data

For our experiments, we use two main resources,

the Wall Street Journal (WSJ) portion of the Penn

Treebank (PTB) (Marcus et al., 1993) and the En-

glish Web Treebank (EWT) (Bies et al., 2012).

The EWT is comprised of approx. 16 000 sen-
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tences from weblogs, newsgroups, emails, re-

views, and question-answers. Note that our data

sets are different from the ones in Khan et al.

(2013) since in the previous work we had removed

sentences with POS labels AFX and GW.

To create training and test sets, we broke the

data into the following sets:

• WSJ training: sections 02-22 (42 009 sent.)

• WSJ testing: section 23 (2 416 sent.)

• EWT training: 80% of the data, taking the

first four out of every five sentences (13 298

sent.)

• EWT testing: 20% of the data, taking every

fifth sentence (3 324 sent.)

• EWT sub-genre training and test data: here,

we create individual training and test sets

for the 5 genres: EWTblog, EWTnews,

EWTemail, EWTreview, and EWTanswer, us-

ing the same sampling described above

The two corpora were converted from PTB con-

stituency trees into dependency trees using the

Stanford dependency converter (de Marneffe and

Manning, 2008).1 Since the EWT uses data that

shows many of the characteristics of non-standard

language, we decided to normalize the spelling of

the EWT training and the test set.

For the normalization, we reduce all web URLs

to a single token, i.e., each web URL is replaced

with the place-holder URL. Similarly, all emoti-

cons are replaced by a single marker EMO. Re-

peated use of punctuation, e.g., !!!, is reduced to a

single punctuation token.

3.2 POS Tagger

We use TnT (Brants, 2000), a Markov model POS

tagger using a trigram model. It it is fast to

train and has a state-of-the-art model for unknown

words, using a suffix trie of hapax legomena.

3.3 Parser

We use MSTParser (McDonald and Pereira,

2006),2 a freely-available parser that reaches state-

of-the-art accuracy in dependency parsing for En-

glish. MST is a graph-based parser which op-

timizes its parse tree globally (McDonald et al.,

2005), using a variety of feature sets, i.e., edge,

1
http://nlp.stanford.edu/software/

stanford-dependencies.shtml
2
http://sourceforge.net/projects/mstparser/

Train Test POS acc.

WSJ WSJ 96.73%

EWT EWT 94.28%

WSJ EWT 88.73%

WSJ+EWT (balanced) EWT 93.48%

Table 1: Results of using TnT in and out of domain

sibling, context, and non-local features, employ-

ing information from words and POS tags. We use

its default settings for all experiments.

3.4 Evaluation

For parser evaluation, we report unlabeled attach-

ment scores (UAS) and labeled attachment scores

(LAS), the percentage of dependencies which are

attached correctly or attached and labeled cor-

rectly (Kübler et al., 2009). Parser evaluation

is carried out with MSTParser’s evaluation mod-

ule. For POS tagger evaluation, we report ac-

curacy based on TnT’s evaluation script. Signif-

icance testing was performed using the CoNLL

2007 shared task evaluation using Dan Bikel’s

Randomized Parsing Evaluation Comparator.3

4 The effect of POS tagging

We here explore the effect of POS tagging on pars-

ing web data, to see how closely the conditions for

training should match the conditions for testing.

However, first we need to gauge the effect of

using the TnT POS tagger out of domain. For this

reason, we conducted a set of experiments, train-

ing and testing TnT in different conditions. The

results are shown in table 1. They show that TnT

reaches an accuracy of 96.7% when trained and

tested on the WSJ. This corroborates findings by

Brants (2000). When we train TnT on EWT train-

ing data, running it on the EWT testing data deliv-

ers an accuracy of 94.28%, already 2–3% below

performance on news data. However, note that the

EWT is much smaller than the full WSJ. In con-

trast, if we train TnT on WSJ and then use it for

POS tagging EWT data, we only reach an accu-

racy of 88.73%. Even if we balance the source

and target domain data, which proved beneficial in

our previous experiments on parsing (Khan et al.,

2013), we reach an accuracy of 93.48%, well be-

low the in-domain tagging result for the EWT.

This means that in contrast to parsing, the POS

tagger requires less training data and profits more

3
http://nextens.uvt.nl/depparse-wiki/SoftwarePage
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Train Test POS acc. UAS LAS

Gold Gold 100% 85.78% 83.14%

Gold TnT 94.28% 81.89% 77.69%

TnT TnT 94.28% *82.52% *78.54%

Table 2: The effect of POS tagging on parser per-

formance, using the base EWT data split (*=sig.

at the 0.01 level, as compared to Train=Gold/

Test=TnT)

from the small target domain training set than from

a larger training set with out-of-domain data.

Given this degree of error in tagging, a parser

trained with similar noise in POS tags may out-

perform one which is trained on gold tags. Thus,

we run TnT on the training data, using a 10-fold

split of the training set: each tenth of the train-

ing corpus is tagged using a POS tagger trained on

the other 9 folds. Then we use the combination of

all the automatically POS tagged folds and insert

those POS tags into the gold standard dependency

trees before we train the parser.

The three conditions for POS tagging are shown

in table 2. The first point to note is the impact of

switching from gold to automatic POS tags: test-

ing on TnT tags results in a degradation of about

4.5–5.5% in LAS, as compared to gold standard

POS tags in the test set, consistent with typical

drops in performance (e.g., Rehbein et al., 2012).

More to the point for our purposes, we see in

table 2 that training a parser on automatically-

assigned POS tags outperforms a parser trained

on gold POS tags. LAS increases from 77.69%

to 78.54%. This supports the notion that training

data should match testing closely. However, it also

shows that we need to investigate methods for im-

proving POS tagger accuracy.

5 The effect of domain

As mentioned, the EWT contains subcorpora from

five different genres, and, while they share many

common features (misspellings, unknown words),

they have many unique properties, as illustrated

in the examples in figure 1. In terms of sen-

tence length, domains such as weblogs lend them-

selves more easily to longer, more well-edited sen-

tences, matching news data better. Reviews, on the

other hand, often have shorter sentences—similar

to, e.g., email greetings. Run-ons are common

across genres, but we see them here in the answer

and news sub-genres. The example for the answer

sub-corpus shows some of the difficult challenges

faced by a parser, as it contains a declarative sen-

tence embedded within the question, where the fi-

nal word (please) attaches back to the question.

To gauge the effect of different sub-genres, we

trained and tested the parser within each sub-

genre. In order to concentrate on the differences

in parsing, we used gold POS tags for these exper-

iments. Results for the five individual sub-corpora

are given in the first five rows of table 3. It is note-

worthy that there is nearly a 5% difference in LAS

between the best sub-genre (EWTemail) and the

worst (EWTanswer). We also show various prop-

erties of the sub-corpora, including number of to-

kens (Tokens), the average sentence length (Sen-

Len), and the number of finite verbal roots (Fin-

Root)4 in training; and also the percentage of un-

known word tokens in the test corpus, as compared

to the training corpus (Unk.)

In general, emails and reviews fare the best,

likely due to a combination of shorter sentences

(11.84 and 14.58, respectively) and text that tends

to follow grammatical conventions. Blogs and

newsgroups are in the middle, with longer, harder-

to-parse sentences (18.17 and 22.07, respectively)

and higher levels of unknown words in testing

(12.2% and 10.2%), but being consistently fairly

well-edited. While it might be surprising that the

results for these two sub-genres are lower than

emails and reviews, note that the training for both

domains is significantly lower, on the order of

10,000 words less than the other corpora. It is

possible that with more data, these well-edited do-

mains would see improved parser performance.

On the lower end of the parsing spectrum is

the domain of answers, which is a curious trend.

There is nearly as much training data as with

emails and reviews, and the average sentence

length is comparable. If we look at the number

of non-finite sentence roots—as a way to approxi-

mate the number of non-fragment sentences—it is

nearly identical to the email sub-genre. We sus-

pect that the fragments are not as systematic as

greetings and that users may post replies quickly,

leading to less well-formed text, but this deserves

future consideration.

Given the poor performance on the answer do-

main and the higher performance of the parser on

4The Stanford converter treats the predicate as the head of
copular sentences, e.g., a noun or adjective; thus, the number
of finite roots does not correspond directly to the number of
non-fragmentary sentences.
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Train Tokens Sen-Len Fin-Root Test Unk. UAS LAS

EWTanswer 43 173 15.47 767 EWTanswer 8.2% 81.25% 78.03%

EWTemail 46 473 11.85 765 EWTemail 8.0% 85.04% 82.82%

EWTnews 34 762 18.17 558 EWTnews 12.2% 81.65% 79.12%

EWTreview 44 483 14.58 1 048 EWTreview 8.5% 82.92% 79.64%

EWTblog 35 868 22.07 635 EWTblog 10.2% 81.68% 79.00%

EWTanswer+EWTemail 89 646 13.36 1 532 EWTanswer 6.5% **82.16% **79.05%

EWTanswer+EWTnews 77 935 16.57 4571 EWTanswer 6.3% **82.84% **79.59%

EWTanswer+EWTblog 79 041 17.90 4874 EWTanswer 6.5% **82.53% **79.43%

EWTanswer+EWTbalanced 102 717 19.13 1 482 EWTanswer 5.7% **83.07% **79.74%

EWTanswer+EWTrest 204 759 19.24 12 312 EWTanswer 4.4% **84.01% **80.97%

Table 3: The effect of domain on parser performance, using gold POS tags (** = sig. at the 0.01 level,

testing all conditions below the line, as compared to the first row Train=EWTanswer)

emails, we decided to see whether parsing could

be improved by adding data to the small answer

training set 1) from the domain that is easiest to

parse: emails, 2) from the news domain because of

its similar average sentence length, and 3) from the

blog domain because it has the longest sentences.

We compare these configurations with one where

we add the same number of sentences, but sam-

pled from all four remaining domains (balanced)

and one where we add all the training data from all

other genres (rest). We see a clear improvement

for all settings, in comparison with using only the

answer data for training. The best results are ob-

tained by using all other genres as additional train-

ing data, showing that the size of the training set is

the most important variable.

The results also show that the sampling from all

remaining sub-genres results in higher parsing ac-

curacy than just using the easiest to parse data set,

illustrating that we should not look for data which

is generally easy to parse, but data which is the

best fit for the test data.

6 The effect of sentence selection

In our previous work (Khan et al., 2013), we

showed that we obtain the best results when we

use a balanced training corpus with the same num-

ber of sentences from the EWT and the WSJ. On

the one hand, these results show that in-domain

data is critical for the success of the parser; on

the other hand, out-of-domain data is important

to increase the size of the training set. It is thus

important to find a good balance between using

more training data and not overpowering the in-

domain data. This leads to the question of whether

it is possible to choose sentences from an out-of-

Train Tokens UAS LAS

EWT+WSJ 1 205 621 85.73% 83.12%

EWT+WSJSent 524 236 86.34% 83.83%

EWT+WSJToken 399 915 86.26% 83.69%

EWT+WSJDist 424 297 86.34% 83.73%

EWT+LowP 619 591 *86.68% **84.20%

EWT+AllLowP 819 856 *86.64% *84.08%

EWT+MedLowP 568 666 86.41% 83.85%

EWT+MidP 529 936 86.13% *83.54%

Table 4: The effect of selection on parser perfor-

mance: all experiments on EWT testing data with

gold POS tags; WSJ data defined in the text (*/**

= sig. at the 0.05/0.01 level, testing the 4 perplex-

ity models as compared to EWT+WSJSent)

domain data set that are similar to the sentences in

the target domain rather than just selecting a por-

tion of consecutive sentences. In other words, can

we identify sentences from the WSJ that will have

the best impact on a parser for web data?

In the first set of experiments, we investigate

simple heuristics to choose a good set of training

sentences from the WSJ: In the first experiment,

we use the full WSJ (EWT+WSJ). Then we restrict

the WSJ part to match the number of sentences

from the EWT (EWT+WSJSent). However, since

WSJ sentences are longer on average than EWT

sentences, we repeat the experiment but choose

the WSJ subset so that it matches the number of

words in the EWT training set (EWT+WSJToken).

Finally, we choose the WSJ sentences so that they

match the distribution of sentence lengths in EWT

(EWT+WSJDist). For example, if EWT has 100

sentences with 10 words, we select 100 sentences
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of length 10 from the WSJ. All of these experi-

ments are again carried out with gold POS tags.

The results of these experiments are shown in

the first two parts of table 4. The results for the se-

lection methods show that selecting the WSJ part

based on the number of words results in the lowest

parsing accuracy. Choosing the WSJ part based

on the number of sentences or the distribution of

sentence length results in the same unlabeled ac-

curacy (UAS) of 86.34%, as compared to 86.26%

for the word based selection. However, the selec-

tion based on the number of sentences results in

a higher labeled accuracy of 83.83%, as opposed

to 83.73% for the distribution of sentence length.

We suspect that the random selection of sentences

gives more variety, which is beneficial for training.

However, note that the difference in the number of

words in the training set across these three meth-

ods is minimal: they vary only by 41 words.

In a second set of experiments, we decided to

use a more informed method for choosing simi-

lar sentences: perplexity. Thus, we trained a lan-

guage model on the (stemmed) words of the test

set based on a 5-gram word model, and then cal-

culated perplexity for each sentence in the WSJ,

normalized by the length of the sentence. We used

the CMU-Cambridge Statistical Language Model-

ing Toolkit5 for calculating perplexity. Perplexity

should give an approximation of distance between

sentences in the two corpora. We experimented

with different selection strategies:

1. Low Perplexity (LowP): We select the sen-

tences with the lowest perplexity, i.e., the

most similar ones to the test set; we restricted

the number of sentences from the WSJ to

match the size of the EWT training set.

2. All Low Perplexity (AllLowP): Here, we also

selected sentences with low perplexity, but

this time used all sentences below the me-

dian, i.e. half the WSJ sentences.

3. Low Perplexity close to the median (Med-

LowP): Here, we investigate the effect of

choosing sentences that are less similar to

the test sentences: we select the same num-

ber of sentences as with LowP, but this time

from the median down. In other words, the

sentences with the lowest perplexity, i.e., the

most similar sentences, are excluded. This

5
http://www.speech.cs.cmu.edu/SLM_info.html

is based on the assumption that if the cho-

sen sentences are too similar, it will not have

much effect on the trained model.

4. Mid-range Perplexity (MidP): In this set, we

choose sentences that are even less similar to

the test sentences. We again choose the same

number of sentences as in the EWT training

set, but half of them from the median and

down and half from the median up.

The results are in the final four rows of ta-

ble 4. Interestingly, the best-performing method

adds low-perplexity data to training. Thus, select-

ing data which is more similar to the domain helps

the most. Furthermore, once the data is farther

away, it starts to harm parsing performance, as can

be seen in the (albeit minimal) difference between

the EWT+LowP and EWT+AllLowP models.

7 Summary and Outlook

Exploring the parsing of web data, we have inves-

tigated different decisions that go into the train-

ing data, demonstrating how the better the fit of

the training data to the testing data—in properties

ranging from the nature of the POS tags to which

sentences go into the data—the better performance

the parser will have. We first compared training

on automatically POS-tagged data vs. gold POS

tag data, showing that performance improves by

automatically tagging the training data. Next, we

compared the effect of training and testing within

sub-genres and saw that features such as sentence

length have a strong effect. Finally, we examined

ways to select out-of-domain parsed data to add to

training, attempting to match the in-domain data in

different shallow ways, and we found that match-

ing training sentences to a language model im-

proves parsing. In short, fitting the training data to

the in-domain data, in even fairly superficial ways,

has a positive impact on parsing results.

There are several directions to take this work.

First, the sentence selection methods, for exam-

ple, can be combined with self-training techniques

to not only increase the training data size, but to

only add sentences which fit the test domain well.

Secondly, the work on understanding sub-genres

of web parsing deserves more thorough treatment

in the future to tease apart which components are

most problematic (e.g., sentence fragments), how

they can be automatically identified, and how the

parser can be adjusted to accommodate them.
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