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Abstract

In the biomedical domain, many terms
are neoclassical compounds (composed of
several Greek or Latin roots). The study of
their morphology is important for numer-
ous applications since it makes it possible
to structure, translate, retrieve them effi-
ciently...
In this paper, we propose an original yet
fruitful approach to carry out this morpho-
logical analysis by relying on Japanese,
more precisely on terms written in kanjis,
as a pivot language. In order to do so, we
have developed a specially crafted align-
ment algorithm relying on analogy learn-
ing. Aligning terms with their kanji-based
counterparts provides at the same time a
decomposition of the term into morphs,
and a kanji label for each morph.
Evaluated on a dataset of French terms,
our approach yields a precision greater
than 70% and shows its relevance com-
pared with existing techniques. We also
illustrate the interest of this approach
through two direct applications of the pro-
duced alignments: translating unknown
terms and discovering relationships be-
tween morphs for terminological structur-
ing.

1 Introduction

In many domains, accessing the information in
documents or collections of documents is guided
by the use of well-defined terms, which form a
terminology of the domain. This is particularly
true in the biomedical domain where there is a
long tradition of terminologies development for
structuring the knowledge as well as accessing it.
An example is the MeSH (Medical Subject Head-
ings) www.nlm.nih.gov/mesh terminology

which is used to index the very popular PubMED
database (www.pubmed.gov). Knowing how to
handle these terms, understanding them, translat-
ing them or building semantic relationships be-
tween them are thus essential operations for ap-
plications like enrichment of bilingual lexicons, or
more generally machine translation, information
retrieval...

In this framework, the work presented here is
interested in the morphology of simple terms from
the biomedical domain as a basis for the termi-
nological analysis. More precisely, we present
a technique aiming at breaking up a term into
its morphological components, namely morphs,
and associating in the same time semantic knowl-
edge to these morphs. Note that in this pa-
per, we distinguish morphs, elementary linguistic
signs (segments), from morphemes, equivalence
classes with identical signified and close signifi-
cants (Mel’čuk, 2006). We therefore tackle the
same issue already raised in some studies (Deléger
et al., 2008; Markó et al., 2005, for example), but
we try here to suppress the costly human opera-
tions required by these studies.

The original idea at the heart of our approach
is to use the multilingualism of existing termino-
logical databases. We exploit Japanese as a pivot
language, or more precisely terms written in kan-
jis, to help decomposing the terms of other lan-
guages into morphs and associate them with the
corresponding kanjis, in a fully automatic way.
Thus, kanjis play the role of a semantic represen-
tation for morphs. The main advantage of kanjis
in this respect is that Japanese terms can be seen
as a concatenation of elementary words which are
easier to find in general language dictionaries. For
example, the term photochimiotherapy can be
translated in Japanese by I�fBÕ; splitting
and aligning these two terms gives: photo ↔ I
(’light’), chimio ↔ �f (’chemistry’), thérapie
↔ BÕ (’therapy’). Our approach chiefly relies
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on the hypothesis that the composition of terms in
kanjis is the same than those of English or French
simple terms. This hypothesis can be seen as
peremptory, but the results presented below in this
paper show that it is a reasonable hypothesis. Fi-
nally, our approach provides, at the same time 1)
an effective way to split terms into morphs, 2) the
semantic meaning of each morph as they are actu-
ally used.

This morphological analysis thus relies on an
essential step which consists in aligning English
or French terms with Japanese ones taken from a
multilingual terminology. To do so, we propose
a new alignment technique, particularly suited to
this kind of data, which mixes Forward-Backward
algorithm and analogy-based machine learning.
After a presentation of related work in Section 2,
either in terms of applications or methods, we de-
scribe this alignment technique in Section 3. Re-
sults of the morphological analysis are detailed in
Section 4. In Section 5, we illustrate the interest of
such analysis through two applications. The first
one shows that our technique can be used to trans-
late and analyse never-seen-before terms. The sec-
ond application illustrates how the morphs and
their obtained semantic labels can be used from
a terminological point of view.

2 Related work

Many studies have used morphology for termino-
logical analysis. This is more particularly the case
in the biomedical domain where terminologies are
central to many applications and where terms are
constructed by operations like neo-classical com-
position (e.g. chemotherapy, built from the Greek
pseudo-word chemo, and therapy), which are very
regular, and very productive. Unfortunately, no
comprehensive database of morphs with seman-
tic information is available, and splitting a term
into morphs is still an issue. One can distinguish
two views of the use of morphology as a tool for
term (or word) analysis. In the lexematic view, re-
lations between terms rely on the word form, but
without the need to split them into morphs (Grabar
and Zweigenbaum, 2002; Claveau and L’Homme,
2005, for example). Beside this implicit use of
morphology, the morphemic view chiefly relies
on splitting the term into morphs as a first step.
Many studies have been made in this framework.
They either rely on partially manual approaches,
as the already mentioned ones (Deléger et al.,

2008; Markó et al., 2005) in which morphs and
combination rules are provided by an expert, or
on more automatic approaches. The latter usu-
ally try to find recurrent letter patterns as morph-
candidate. But such techniques cannot associate
a semantic meaning with these morphs. To our
knowledge, no existing work makes the most of a
pivot language to perform an automatic morpho-
logical analysis, as we propose in this study.

From a more technical point of view, the use
of a bilingual terminology also evokes studies
in transliteration, particularly Katakana or Arabic
(Tsuji et al., 2002; Knight and Graehl, 1998, for
example), or in translation. In this framework,
let us cite the work of Morin and Daille (2010).
They propose to map complex terms written in
kanjis with French ones, by using morphologi-
cal rules. Yet, here again, these rules are to be
given by an expert, and this study only concerns a
special case of derivation. Moreover such an ap-
proach cannot handle neo-classical compounds. In
other studies, translation methods for biomedical
terms which considers terms as simple sequences
of letters have been proposed (Claveau, 2009, in-
ter alia). Even if the goal is different here, such ap-
proaches share some similarities with the one pre-
sented here. Indeed, they all require aligning the
words at the letter level. In most cases, this is per-
formed with 1-1 alignment algorithm, that is, algo-
rithm only capable to align one character, which
can be empty, of the source language word with
one another character of the target language word.
Yet, in recent work about phonetization (Jiampoja-
marn et al., 2007), authors have shown that many-
to-many alignment could yield interesting results.

3 Analogy for alignment

Our alignment technique is mainly based on an
Expectation-Maximization (EM) algorithm that
we briefly present in the next sub-section (Jiampo-
jamarn et al., 2007, for more details and exam-
ples of its use). The second sub-section explains
the modification made to this standard algorithm
so that it can naturally and automatically handle
morphological variation, which is a phenomenon
inherent to our morph splitting problem.

3.1 EM Alignment

The alignment algorithm at the heart of our ap-
proach is standard: it is a Baum-Welch algorithm,
extended to map symbol sub-sequences and not
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only 1-1 alignments. In our case, it takes as
input French terms with their kanji translations,
taken from a multilingual terminology for in-
stance. The maximum length of the sub-sequences
of letters and kanjis considered for alignment are
parametrized by maxX and maxY .

For each term pair (xT , yV ) to be aligned (T
and V being the lengths of the terms in letters
or kanjis), the EM algorithm (see Algorithm 1)
proceeds as follows. It first computes the partial
counts of every possible mapping between sub-
sequences of kanjis and letters (Expectation step).
These counts are stored in table γ, and are then
used to estimate the alignment probabilities in ta-
ble δ (Maximization step).

The Expectation step relies on a forward-
backward approach (Algorithm 2): it computes
the forward probabilities α and backward prob-
abilities β. For each position t, v in the terms,
αt,v is the sum of the probabilities of all the pos-
sible alignments of (xt1, y

v
1), that is, from the be-

ginning of the terms to the current position, ac-
cording to the current alignment probabilities in δ
(cf. Algorithm 4). βt,v is computed in a similar
way by considering (xTt , y

V
v ). These probabilities

are then used to re-estimate the counts in γ. In
this version of the EM algorithm, the Maximiza-
tion (Algorithm 3) simply consists in computing
the δ alignment probabilities by normalizing the
counts in γ.

Algorithm 1 EM Algorithm
Input: list of pairs (xT , yV ) , maxX , maxY
while changes in δ do
initialization of γ to 0
for all pair (xT , yV ) do
γ = Expectation(xT , yV , maxX , maxY , γ)
δ = Maximization(γ)

return δ

Algorithm 2 Expectation
Input: (xT , yV ) , maxX , maxY , γ
α := Forward-many2many( xT , yV , maxX , maxY )
β := Backward-many2many( xT , yV , maxX , maxY )
if αT,V > 0 then
for t = 1...T do
for v = 1...V do
for i = 1...maxX s.t. t− i ≥ 0 do
for j = 1...maxY s.t. v − j ≥ 0 do
γ(xtt−i+1, y

v
v−j+1) +=

αt−i,v−jδ(xtt−i+1,y
v
v−j+1)βt,v

αT,V

return γ

Algorithm 3 Maximization
Input: γ
for all sub-sequence a s.t. γ(a, ·) > 0 do
for all sub-sequence b s.t. γ(a, b) > 0 do
δ(a, b) = γ(a,b)P

x γ(a,x)

return δ

Algorithm 4 Forward-many2many
Input: (xT , yV ) , maxX , maxY
α0,0 := 1
for t = 0...T do
for v = 0...V do
if (t > 0 ∨ v > 0) then
αt,v = 0

if (v > 0 ∧ t > 0) then
for i = 1...maxX s.t. t− i ≥ 0 do
for j = 1...maxY s.t. v − j ≥ 0 do
αt,v += δ(xtt−i+1, y

v
v−j+1)αt−i,v−j

return α

The EM process is repeated until the probabili-
ties δ are stable. When the convergence is reached,
the alignment simply consists in finding the map-
ping that maximizes α(T, V ). In addition to this
resulting alignment, we also store the final align-
ment probabilities δ, which are used to split un-
seen terms (cf. Section 5.1).

This technique is not very different from the one
used in statistical translation. Yet, some particular-
ities are worth noting: this approach allows us to
handle fertility, that is the capacity to align from
or to empty substrings (for lack of space, it does
not appear in the above simplified version); con-
versely, distortion, that is reordering of morphs,
cannot be handled easily without major changes
in this algorithm.

3.2 Automatic morphological normalisation

The maximization step simply compute the trans-
lation probabilities of a kanji sequence into a letter
sequence. For example, for the kanji Ì (’bac-
teria’), there may exist one entry in δ associat-
ing it with bactérie, one with bactério (as in
bactério/lyse) and another one with bactéri (in
myco/bactéri/ose), each with a certain proba-
bility. This dispersion of probabilities, which is
of course harmful for the algorithm, is caused
by morphemic variation: bactério, bactérie, and
bactéri are 3 morphs of the same morpheme, and
we would like their probabilities to reinforce each
other. The adaptation we propose aims at mak-
ing the maximization phase able to automatically
group the different morphs belonging to a same
morpheme. To achieve this goal, we use a simple
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but well suited technique relying on formal ana-
logical calculus.

3.2.1 Analogy

An analogy is a relation between 4 elements that
we note: a : b :: c : d which can be read
a is for b what c is for d (Lepage, 2000, for
more details about analogies). Analogies have
been used in many NLP studies, especially for
translation of sentences (Lepage, 2000) or terms
(Langlais and Patry, 2007; Langlais et al., 2008).
Analogies are also a key component in the previ-
ously mentioned work on terminology structuring
(Claveau and L’Homme, 2005). We rely on this
latter work to formalize our normalization prob-
lem. In our framework, one possible analogy may
be: dermato : dermo :: hémato : hémo. Know-
ing that dermato and dermo belong to a same
morpheme, one can infer that this is the case for
hémato and hémo. Such an analogy, build on
the graphemic representation of words, is said a
formal analogy. After Stroppa and Yvon (2005),
formal analogies can be defined in terms of fac-
torizations. Let a be a string (a term in our case)
over an alphabet Σ, a factorization of a, noted fa,
is a sequence of n factors fa = (f1

a , ..., f
n
a ), such

that a = f1
a ⊕ f2

a ⊕ ...⊕ fna , where ⊕ denotes the
concatenation operator. A formal analogy can be
defined by as:

Definition 1 ∀(a, b, c, d) ∈ Σ, [a : b :: c : d] iff
there exist factorizations (fa, fb, fc, fd) ∈ (Σ∗n)4

of (a, b, c, d) such that, ∀i ∈ [1, n], (f ib , f
i
c) ∈{

(f ia, f
i
d), (f

i
d, f

i
a)

}
. The smallest n for which this

definition holds is called the degree of the analogy.

As for most European languages, French mor-
phology is mostly concerned with prefixation and
suffixation. Thus, we are looking for formal analo-
gies of degree at most 3 (ie, 3 factors: prefix ⊕
base ⊕ suffix). In our approach, such analogies
are searched by trying to build a rule rewriting the
prefixes and the suffixes to move from dermato
to dermo and to check that this rule also applies
to hémato-hémo. The base is considered as the
longest common sub-string (lcss) between the 2
words. In the previous example, the rewriting rule
r would be:
r = lcss(morph1,morph2) ª ato ⊕ o.
This rule makes it possible to rewrite dermato
into dermo and hémato into hémo; thus, hé-
mato,hémo is in analogy with dermato,dermo.

3.2.2 Using analogy for normalization
The main problem is that we do not have exam-
ples of morphs that are known a priori to be re-
lated (like dermato and dermo in the previous
example). Thus, we use a simple bootstrapping
technique: if two morphs are stored in γ as pos-
sible translations of the same kanji sequence, and
if these two morphs share a sub-string longer than
a certain threshold, then we assume that they both
belong to the same morpheme. From these boot-
strap pairs, we build the prefixation and suffixation
rewriting rules allowing us to detect analogies, and
thus to group pairs of morphs (which can be very
short, unlike the bootstrapping pairs). The more a
rule is found, the more certain it will be. There-
fore, we keep all the analogical rules generated
at each iteration along with their number of oc-
currence, and we only apply the most frequently
found ones. The whole process is thus completely
automatic.

This new Maximization step is summarized in
Algorithm 5. It ensures that all the morphs sup-
posed to belong to the same morpheme have equal
and reinforced alignment probabilities.

Algorithm 5 Maximization with analogical nor-
malization

Input: γ
for all sub-sequence a s.t. γ(a, ·) > 0 do
for all m1,m2 s.t. γ(a,m1) > 0 ∧ γ(a,m2) > 0∧
lcss(m1,m2) > threshold do
build the prefixation and suffixation rule r for m1,m2

increment the score of r
for all sub-sequence b s.t. γ(a, b) > 0 do
build the set M of all morphs associated to b with the
help of the n most frequent analogical rules from the
previous iteration

δ(a, b) =

X
c∈M

γ(a, c)

P
x γ(a, x)

return δ

4 Experiments

4.1 Evaluation Data
The data used for our experiments are extracted
from the UMLS MetaThesaurus (Tuttle et al.,
1990), which group several terminologies for sev-
eral languages. In the MetaThesaurus, each term
is associated with a concept identifier (CUI) which
facilitates the Japanese/French pairs extraction.
We only consider Japanese terms composed of
kanjis, and only simple (one-word) French terms.
About 8,000 pairs are formed this way. An ending
mark (’;’) is added to each term.
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We randomly selected 1,600 pairs among these
8,000 pairs in order to evaluate the performance of
our alignment technique. These 1,600 pairs have
been aligned manually to serve as gold standard.

4.2 Alignment results

We evaluate our approach in terms of precision:
an alignment is considered as correct only if all
the components of the pair are correctly aligned
(thus, it is equivalent to the sentence error rate in
standard machine translation).

For each pair, the EM algorithm indicates the
probability of the proposed alignment. Therefore,
it is possible to only consider alignments having
a probability greater than a given threshold. By
varying this threshold, we can compute a precision
according to the number of terms aligned. Fig-
ure 1 presents the results obtained on the 1,600 test
pairs. We indicate the curves produced by the EM
algorithm with and without our morphemic nor-
malization. For comparison purpose, we also re-
port the results of GIZA++ (Och and Ney, 2003), a
reference tool in machine translation. The differ-
ent IBM models and sets of parameters available
in GIZA++ were tested; the results reported are the
best ones (obtained with IBM model 4).
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Figure 1: Precision of alignment according to the
number of test pairs aligned

As expected, the interest of the morphemic nor-
malization appears clearly in this figure; it yields a
70% precision in the worst case (that is, when all
the terms are kept for alignment). Indeed, the nor-
malization brings a 10% improvement whatever
the number of aligned pairs.

A manual examination of the results shows that
most of the errors are caused by the falsification
of our hypothesis: some French-Japanese pairs
cannot be decomposed in a similar way. For ex-

ample, the French term anxiolytiques (anxiolyt-
ics) is translated by a sequence of kanjis mean-
ing literally ’drugs for depression’. Among these
errors, some pairs imply terms that are not neo-
classical compounds in French, Japanese or both
(eg. méninges (meninges) is translated by 3�
’brain membrane’). Other errors are caused by a
lack of training data: some morphs or sequences
only appear once, or only combined with another
morph, which mislead the segmentation.

5 Using the morph/kanji alignments

In this section, we present two ways of exploiting
the results produced by our morphological analy-
sis technique. The first one aims at translating un-
seen terms and the second one aims at structuring
terminologies by finding related terms or morphs.

5.1 Translating and analysing unknown
terms

The alignment technique that we propose can be
used as a first step to translate an unknown term
(i.e a term absent from the training data of our
alignment algorithm). Translating terms has al-
ready been tackled in several studies, mostly to
reduce the out-of-vocabulary errors in machine
translation tasks. Most of these studies look for
translations in textual resources: parallel or com-
parable corpora (Chiao and Zweigenbaum, 2002;
Fung and Yee, 1998), Web (Lu et al., 2005). Oth-
ers have considered this problem without exter-
nal resources; in this case, the approach rely on
the similarities between the terms in the two lan-
guages (cognates) (Schulz et al., 2004, for ex-
ample), or on the similarities of rewriting op-
erations to go from one term to its equivalent
in the other language (Langlais and Patry, 2007;
Claveau, 2009). Our work falls into this category.

In the experiment reported here, we translate
French terms into Japanese. In practice, we use
the probabilities from δ to generate the most prob-
able translation. The approach is straightforward:
the morph translation probabilities in δ are used in
a Viterbi-like algorithm; thus, we do not use a lan-
guage model in addition to the translation model.

It is important to note that this translation pro-
cess also produce the alignment of the source term
into its translation. As a result, it also segments the
initial term and label them with the corresponding
kanjis. Therefore, it corresponds to the morpho-
semantic analysis of the unknown term.
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For the need of this experiment, 128 terms and
their kanji translations have been selected at ran-
dom to form the test set (of course, they have been
removed from the alignment training set). These
French terms are translated as explained above
with the help of the delta table, and the generated
translations are compared with the expected ones.

Reference UMLS Web
Correctly translated (and segmented) 58 82
Incorrectly translated (or segmented) 34 10
Not translated 36 36

Table 1: Unknown terms translation results

The results of this small experiment are pre-
sented in Table 1. 58 of 128 terms, that is 45%,
have been correctly translated and segmented.
There are two types of errors: either a wrong trans-
lation has been proposed (it concerns 34 terms),
or no translation was found (36 terms). When ex-
amining these untranslated terms, we find without
any surprise that they are either words which are
not neo-classical compounds, or compounds hav-
ing one or several components that do not appear
in the training data of the alignment algorithm.
The precision on the terms for which a translation
is proposed is thus 63%; this result is very promis-
ing given the simplicity of our implementation of
the translation. It is also worth noting that, among
the errors, most of the proposed translations are
correct paraphrase, absent from the UMLS but at-
tested on the Web in bio-medical Japanese web-
sites; with this wider reference, the precision on
translated terms reaches 89 %.

5.2 Morph analysis

Once all the terms are aligned, one can study
the recurrent correspondences between French
morphs and kanjis. These correspondences can
be shed into light through different techniques:
Galois lattices (kanjis would be the intention and
morph the extension), in a distributional analysis
manner, or by analysing the kanji-morph graph
with small-world, connected components... In this
paper we propose to use such a graph representa-
tion: the vertices represent kanjis and morphemes
(i.e a set of morphs grouped during the analogical
step of the alignment), and the edges are weighted
according to the number of times that a particular
morpheme is aligned with a kanji sequence among
the 8,000 training pairs from the UMLS. Figure 2

shows a small excerpt of the resulting graph. The
size of the edge lines is proportional to the associ-
ated weight.

Figure 2: Morpheme-kanji graph

This representation allows us to easily explore
the different kinds of neighbourhood of a mor-
pheme: each vertex receives an amount of en-
ergy which is propagated to the connected vertices
proportionally to the edge’s weight. Figures 3
and 4 respectively present the kanjis (manually
translated in English in this figure) and the mor-
phemes reached, in the form of tag clouds, for the
French morpheme ome (oma in English, a suf-
fix for cancer-related terms). The size and color
represent the energy that reach the neighbouring
kanji (respectively the morpheme) vertices. The
reached vertices are expected to be conceptually
related and to exhibit translation relations or syn-
onymy, as one can see in these examples. Thus,
Figure 3 represents a sort of semantic profile of
the morpheme ome, in which the kanjis are used
as semantic tags, while Figure 4 proposes syn-
onyms and quasi-synonyms morphemes of the suf-
fix ome. It is interesting to see that other related
suffixes are found, but also prefixes like onco.

The alignment and the segmentation produced
by our algorithm also make it possible to study

Figure 4: Morpheme cloud for morpheme ome
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Figure 3: Kanji cloud for ome

Figure 5: Morpheme cloud for gastro second-
order affinities

the co-occurrences of morphemes in French terms.
One can study first-order affinities (which mor-
phemes are frequently associated with other
morphemes) and, more interesting, second or-
der affinities (morphemes sharing the same co-
occurring morphemes). The second-order affinity
allows us to group morpheme according to their
paradigm. For instance, the tag cloud in Figure 5
illustrates the morphemes associated with gastro
(morpheme for stomach) according to this second
order affinity. Most of the morphemes identify
organs, and the closest ones are for biologically
close organs.

This information of different nature (other ben-
efits from these alignments can be derived) makes
it possible to identify relationships between terms,
or build synonyms, or explore the termbase using
these morphological elements. Yet, to our knowl-
edge, such specialized morpho-semantic resources
do not exist. It makes a direct evaluation of these
three different uses of the alignment results impos-
sible.

6 Conclusion

The original idea of making the most of another
language like Japanese in order to help the mor-
phologically decomposition and analysis of com-
pounds offers many new opportunities to automat-
ically handle biomedical terms. The new align-
ment approach based on analogy that we propose
takes the particularities of the data into account
in order to yield high quality results. Since this
whole process is entirely automatic, it makes it
possible to overcome the limits of terminologi-
cal systems, like the one of Deléger et al. (2008),
which heavily rely on manually populating a mor-
phological database.

Many perspectives are foreseen for this work.
First, from a technical point of view, we plan to
consider more complex segmentation than the lin-
ear one we implemented. Indeed, the syntactic
properties of the kanjis (some of them expect an
agent or object), could help to better structure the
different morphemes. One could also exploit the
semantic relations between kanjis that can be eas-
ily found in general Japanese dictionaries.

Concerning the analysis aspects illustrated in
the last section, many possibilities are also un-
der consideration. As the links between morphs
that we produce are not typed, the use of heuris-
tics (such as string inclusion used by Grabar and
Zweigenbaum (2002)) or techniques from distri-
butional analysis could provide useful additional
information to better characterize the relation-
ships. Yet, the problem of evaluating this type of
work arises, especially the ground truth construc-
tion, since such resources do not exist.

Finally, an adaptation of these principles for
complex terms is under study. The main diffi-
culty in this case is to manage the reordering of
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the words composing these terms, and thus man-
age the distortion in the alignment algorithm.
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