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Abstract
In this paper, we explore the task of automati-
cally identifying educational materials, by clas-
sifying documents with respect to their educa-
tive value. Through experiments carried out on
a data set of manually annotated documents,
we show that the generally accepted notion of
a learning object’s “educativeness” is indeed a
property that can be reliably assigned through
automatic classification.
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1 Introduction

With the rapid growth of the amount of information
available online and elsewhere, it becomes increasingly
difficult to identify documents that satisfy the user
needs. Current search engines target broad coverage
of information, at the cost of providing limited support
for well defined verticals.

In particular, an increasingly large number of users,
consisting primarily of students, instructors and self-
taught learners, are often seeking educational materi-
als online, to use as standalone instructional materials
or to supplement existing class resources. The typi-
cal solution is to either refer to existing collections of
learning materials, which often lack breadth of cov-
erage, or to search the Web using one of the current
search engines, which frequently lead to many irrele-
vant results. For example, as shown later in Section 3,
from the top 50 documents returned by a search per-
formed on a major search engine1 for the query “tree
data structure,” only four were found to be strongly
educative, while as many as 29 documents were found
to be non-educative.

In this paper, we address the task of automatically
identifying educational materials. We formulate the
task as a text categorization problem, and try to au-
tomatically classify the “educativeness” of a document
(defined as a property that reflects the educative value
of a document). Through annotation experiments car-
ried out on a data set of materials from the domain of
computer science, we show that the educativeness of a
document is a property that can be reliably assigned
by human judges. We also identify several features
characteristic to educational resources, which can be
used to identify the educativeness of a document. We

1 Throughout our experiments, we conduct our searches using
the Google search engine.

perform a number of classification experiments, and
show that the document educativeness can be learned
and automatically assigned.

2 Background

A learning object is formally defined as “any entity,
digital or non-digital, that may be used for learning,
education or training” [2], or “any digital resource that
can be reused to support learning” [12].

The idea that a document can have an educative
property is widely accepted in the growing body of
work dedicated to learning objects. Learning object
repositories (e.g., [6, 8]) target improved access to
learning materials through ”sharing and reuse,” by
providing a common interface to entire collections of
learning materials that can be shared among students
and instructors and can be reused across courses and
disciplines. These definitions are representative for the
notion of “educativeness” as used in this paper.

While there has been a large body of work focused
toward Learning Object Metadata harnessing [7, 4, 1],
we are not aware of any work that has tried to har-
ness the power of the Web as an educational resource
through the automatic identification of learning assets
on the Web. The work closest to ours is perhaps [9],
where the authors addressed the problem of finding
educational resources on the Web. However, the fo-
cus of their work was limited to metadata extraction
for a limited set of fine grained properties. Instead,
in this paper, we introduce a method to automatically
annotate the educativeness property of a document,
which can be used to assist learners in their search for
educational materials.

It is important to note that the classification of the
educativeness of a document cannot be modeled as a
genre classification task. While recognizing the educa-
tiveness of a document is relatively easy to do with
accomplished readers, different educational materials
can have major stylistic inconsistencies, which invali-
date their membership to a unified genre [3]. For ex-
ample, a diagram, textbook, and a blog could all serve
as useful and educative resources despite their obvious
stylistic differences.

3 Building A Data Set for the

Classification of Educational

Materials

What is an educational material? The purpose of ed-
ucational materials is primarily decided by the author
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or the presenter of the resource, who furthermore de-
cides the target audience and the delivery style (e.g.,
textbooks, presentation, diagram). While the purpose
of the resource is a property that is mainly determined
by its author, the strength of the educative resource
(“educativeness”) is a property evaluated cumulatively
by the target audience of the resource (e.g., students
or educational experts) . Hence, in the construction of
our data set and in the evaluations we run, we focus
on the educativeness property of a learning resource as
determined by the agreement of their potential users
(students).

Educational materials can be located in a variety
of sources and formats, including lectures, tutorials,
online books, blog articles, publications, even techni-
cal forums or expert networks. Most of these learning
objects typically include several of the following com-
ponents: definitions, examples, questions and answers,
diagrams, and illustrations.

In order to build a data set for the classification of
educational materials, we mimic a hypothetical learner
who tries to locate and identify learning assets using
current online resources. We use a typical search sce-
nario, which involves the use of a search engine with
a disambiguated query to identify candidate materi-
als, followed by a filtering step that selects only those
materials that have educational relevance.

We collect a data set covering the domain of com-
puter science. We select fourteen topics frequently
addressed in data structures and algorithms courses,
as shown in Table 2. Starting with each of the four-
teen topics, a query is constructed and run against the
Google search engine, and the top 60 ranked search
results are collected.2 Note that the meaning of some
terms can be ambiguous, e.g., “tree” or “list,” and
thus we explicitly disambiguate the query by adding
the phrase “data structure.” By performing this ex-
plicit disambiguation, we can focus on the educative-
ness property of the documents returned by the search,
rather than on the differences that could arise from
ambiguities of meaning.

3.1 Properties of Educational Materi-
als

We define a set of features largely based on the prop-
erties associated with learning objects, as defined in
standards such as IEEE LOM [2]. Some of the features
are also motivated by previous work on educational
metadata [11]. The following features are associated
with each document in the data set.

Educativeness

To be able to capture the educativeness of a resource,
the annotators had to score each page on its overall
educative value. This feature serves as the major class
of the documents in the data set. The annotators were
instructed to evaluate the resource as a necessary asset
for a student to understand the topic, and score each
document on a four point scale ranging from ”non-
educative” to ”strongly-educative.”

2 From the top 60 documents, some had to be removed prior to
any further processing, because they were either unreachable
or they contained non-English characters.

Relevance
We want to measure how human-assigned relevance
can contribute to our task, and see if an accurate (man-
ual) measure of relevance can result in a better identi-
fication of learning objects, as compared to the search
engine ranking. We measure relevance on a four point
scale ranging from “non-relevant” to “very relevant.”

Content Categories
The content category is a feature that classifies the
type of content found on the target page. We assume
that the typical content of a learning object can be
categorized into one or more of the following types:

Definition: The content presents a textual definition
of a concept or any of its associated properties.

Example/Use: The content presents examples that
help clarify a concept, demonstrative use of a concept,
or the use of operations in that concept. (e.g., the
queue data structure push and pop operations)

Questions & Answers: The content presents a ques-
tion and answer dialogue, as usually found in technical
forums and sometime in blog articles.

Illustration: The content presents an illustration of a
concept or a process, either through the use of images,
or through diagrams.

Other: This group contains all the other types that do
not fit in the previous categories.

Resource Type
One of the interesting properties of the learning asset
is its source. Under the assumption that the type of
the resource can contribute to the document educa-
tiveness, the annotators were instructed to choose all
the possible types that apply from a pre-compiled list.
The list was generated by observing and inspecting the
collection of retrieved documents. These types are not
mutually exclusive.

Class webpage: A typical class home page where the
teacher would provide lecture notes, tips, quizzes and
answers for the class homework.

Encyclopedia: A resource for educative materials, rep-
resenting semi-structured or fully structured knowl-
edge contributed by experts in the field.

Blog: Web log or blog represents an online personal
journal. It varies in format and purpose and it is an
increasing popular online form of self-expression.

Mailing list/forums: It is a typical example of expert
network where users pose their questions to an expert
(or group of experts) in the field and receive one or
more answers. Usually such content is very technical
but not always useful.

Online book: This category represents electronic books
in an online format (e.g., HTML, PDF).

Presentation: A demonstrative material that consists
of a set of slides or pages, representing the main points
to be addressed with respect to a topic.

Publication: This group includes scientific publica-
tions, such as journal articles, conference proceedings,
article abstracts, and patent descriptions.

How-To article: This source type addresses the use of
a specific concept on a step by step basis.
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Reference manual: A technical reference or manual,
which explains the use and the inner workings of a
concept (e.g., Java language documentations).

Other: This category includes all other content (e.g.
product catalogs, company homepages)

Expertise
Learning objects are very diverse and are subject to
the judgment of the learner. An expert in the field
needs little introduction to the topic, and may require
a high level of technical insight. Instead, the same
information might seem non-educative and irrelevant
from the perspective of a novice user, who seeks basic
fundamentals. To address this problem, we asked the
annotators to indicate their expertise in each of the
selected topics on a four point scale.

3.2 Final Set of Features

Taken together, all the features defined above are re-
ferred to as “user features,” and are listed in Table
1. In addition to these features, for each document in
the data set we also collect its search engine ranking
and its document type (ppt, pdf, html, doc, etc.). We
also calculate the hubness of each page as a ratio of its
hyper-linked contents to its original content.

HasDefinition IsForum HasExamples
HasQA IsManual HasIllustrations
HasOther IsBook IsOther
IsHowTo IsClassWebpage IsPublication
Rank Relevance Hubness
IsBlog IsPresentation IsEncyclopedia
DocType Expertise Educativeness

Table 1: User features

3.3 Agreement Study

Two judges individually annotated the collected doc-
uments based on a set of annotation guidelines. The
annotators were required to identify the value associ-
ated with all the document features described above,
along with the educativeness property of a document.
The annotators were instructed to evaluate the re-
source from a college student perspective, therefore
discarding highly technical and specific resources as
non-educative or marginally-educative.

We measure the inter-annotator agreement by cal-
culating the kappa statistic for the annotations made
by the two human annotators. The inter-annotator
agreement and the kappa statistic for all the features
are shown in Figure 1.

The final data set is created by asking a third an-
notator to arbitrate the disagreements among the first
two annotators. The final distribution across the ed-
ucativeness class labels is shown in Table 2. As seen in
the table, the distribution across educative and non-
educative classes is relatively balanced with a few ex-
ceptions. Topics such as “queue” and “tree” tend to
have more non-educative pages, unlike topics such as
“binary search,” which tend to have more educative
pages.
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Fig. 1: Kappa statistic and inter-annotator agreement

Topic NE ME E SE Total
Array 22 13 17 6 48
Queue 23 15 18 4 50
Stack 20 13 20 7 60
Tree 29 11 11 4 55
Linked list 22 10 19 9 60
Skip list 18 3 18 10 49
Heap 21 10 15 6 52
Priority queue 18 7 21 5 51
Hash table 22 9 17 7 55
Dictionary 28 6 17 3 54
Graph 25 9 14 6 54
Sorting algorithms 20 8 22 10 60
Binary search 12 6 28 14 60

Table 2: Distribution of classes across the topics.
Number of non-educational (NE), marginally educa-
tional (ME), educational (E) and strongly educational
(SE) materials.

4 Experiments

Using the data set described in the previous section,
we experiment with automatic classifiers to annotate
the educativeness of a given document. Through these
evaluations, we measure the ability of a system to au-
tomatically detect and classify documents according
to their educative value.

The four-point scale used for the educativeness an-
notation allows us to perform both a fine grained
and a coarse grained evaluation. In the fine grained
evaluation, all four dimensions are considered, and
thus we run a four-way classification. In the coarse
grained evaluation, we combine the non-educative and
marginally educative documents into one class (non-
educative), and the educative and strongly educative
pages into another class (educative), and run a two-
way classification. All the evaluations are conducted
using a ten-fold cross validation.

Through our experiments, we seek answers to the
following questions:

1. Can the content of a document be used to classify
its educativeness? We evaluate the use of the doc-
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ument content to learn and detect its educativeness.
The content is used to construct a feature represen-
tation of each document. The terms appearing in the
learning objects serve as features in the learning algo-
rithm, with a weight indicating their frequency in the
learning object.

2. Are the user-features useful for the classification of
a document educativeness? We evaluate the selected
user features as possible dimensions to learn and detect
the educativeness of target examples. We use all the
user features summarized in Table 1 to construct a
feature vector representation for each learning asset.
Since these features were manually assigned by the
annotators, these annotations serve as an upper bound
on the accuracy that can be achieved by using such
features.

3. Can the content of a document be used to automat-
ically predict the user-features? We run an evaluation
where each of the selected user-features serves as its
own class. The learning assets in which this feature
has been selected by the annotators serve as positive
examples, while the documents in which the feature
was not encountered serve as negative examples. The
content of the documents is used to build the feature
vectors. The examples are then used to train a classi-
fier to classify each of the features automatically.

4. Can the automatically predicted user-features be
used to learn and detect the educativeness of a doc-
ument? Finally, given the set of classifiers generated
in the previous experiment, we use their output to
construct a machine weighted user-feature representa-
tion of the given document. This evaluation is similar
to the one relying on manually assigned user-features.
However, instead of using the user annotations, we use
the output automatically predicted by the classifiers.

For the experiments, we used two classifiers: Näıve
Bayes[5] and SVM [10], selected based on their perfor-
mance and diversity of learning methodologies.

5 Results

We run a first experiment where we use the content
of the documents, with minimal pre-processing (tok-
enization, stopword removal), and classify them with
respect to the fine-grained and coarse-grained educa-
tiveness class. We use a 10-fold cross validation on
the entire data set. The rows labeled with “document
content” in Tables 3 show the results of this experi-
ment. To answer the first question, these experiments
show that the use of raw content is useful and can be
effectively used to classify the educativeness of a doc-
ument. In fact, compared to the baseline of selecting
the most common class across all the documents, the
content-based classification results in a 22-23% abso-
lute increase in F-measure.

Next, we use the manual annotations for the user-
features to classify the educativeness of a document.
The results obtained in this experiment are shown in
Table 3 in the rows labeled with “user-features (man-
ual).” The results are clearly superior, which answers
the second question and suggests the usefulness of

these features for the classification of educativeness.
Note that these results represent an upper bound for
our evaluations, since they rely on manually annotated
features.

Features NB SVM
Fine-grained

Document content 53.88 61.25
User-features (manual) 74.33 76.24
User-features (predicted) 58.70 62.38
Baseline 38.63 38.63

Coarse-grained
Document content 77.00 78.65
User-features (manual) 87.80 88.56
User-features (predicted) 78.78 77.38
Baseline 55.02 55.02

Table 3: Classification results

Since the user-features seem to exhibit the best per-
formance, next we evaluate the ability of automatically
labeling these features using the content of the docu-
ments. The accuracy of the automatic classification
of the user-features is shown in Figure 2. Both SVM
and Naive Bayes seem to be able to label these features
with relatively high accuracy. The lowest performance
is achieved for Relevance (50-56% F-measure) and the
highest for IsEncyclopedia (86-95% F-measure). This
experiment provides an answer to the third question:
all the user-features that proved useful for the classifi-
cation of educativeness can be predicted based on the
document content.
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Fig. 2: Classification results for user-features

Finally, we answer the fourth question by running
an experiment where the automatically predicted user-
features are used as input to a classifier to annotate
the educativeness of a document. The results obtained
in this experiment are shown in Table 3, under the
rows labeled “user-features (predicted).” The perfor-
mance obtained by this classifier shows slight advan-
tage (1-5% absolute increase in F-measure) over the
one obtained by using the raw content alone. This in-
dicates that a prediction of high accuracy might help
in closing the gap with the upper-bound obtained with
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the manually annotated user-features. This result can
be the basis for future improvements, by seeking im-
provements in the classification of the individual fea-
tures prediction (e.g., by using syntactic or semantic
features in addition to lexical features).

6 Discussion

Based on our experiments, we found that the educa-
tiveness of a document is a property that can be au-
tomatically identified. Not surprisingly, the classifica-
tion with respect to a set of coarse-grained classes is
significantly higher than the fine-grained classification.
In terms of features, the raw content of a document
was found useful, as were other properties associated
with a document (referred to as “user-features”).

To evaluate how each of the user-features contribute
to the accuracy of the classification, we measured the
information gain associated with each feature based
on the manual annotations. Figure 3 shows the fea-
ture weights. Not surprisingly, the content cate-
gories (e.g., HasDefinition, HasExample, HasIllustra-
tion) score the highest, indicating their significant dis-
criminative power. Interestingly, the Relevance fea-
ture has a higher discriminative power than the Rank
feature, which indicates that the relevance of a docu-
ment might be a good feature to consider when mod-
eling its educativeness. Other intuitive features such
as resource types (e.g., IsHowTo, IsPresentation) seem
to also contribute to the classification. Note however
that the degree of their contribution might be affected
by the implicit dependency on content categories (e.g.,
pages classified as IsEncyclopedia often include defini-
tions, which also activate the HasDefinition feature).
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Fig. 3: Information gain for user-features

7 Conclusion

In this paper, we addressed the task of automatically
identifying learning materials. We constructed a data
set by manually annotating the educativeness of the

documents retrieved for fourteen topics in computer
science. An annotation experiment carried out on this
data set showed that the educativeness of a document
is a property that can be reliably assigned by human
judges. Moreover, through a number of classification
experiments, we showed that the educativeness prop-
erty can also be automatically assigned, with up to
23% absolute increase in F-measure as compared to
the most common class baseline.

Through our experiments, we identified several
promising lines for future research. First, we plan
to explore ways of improving the classification accu-
racy for the individual user-features, as well as ways
of combining them with the features extracted from
the content of a document, in order to improve the
overall accuracy of the classification of educativeness.
Second, we plan to carry out larger-scale experiments
to explore the portability across different domains.

The data set introduced in the paper can be down-
loaded from http://lit.csci.unt.edu/index.php/Downloads
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