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Abstract

Syntax-based distributional models of lexical
semantics provide a flexible and linguistically
adequate representation of co-occurrence infor-
mation. However, their construction requires
large, accurately parsed corpora, which are un-
available for most languages.

In this paper, we develop a number of meth-
ods to overcome this obstacle. We describe
(a) a crosslingual approach that constructs a
syntax-based model for a new language requir-
ing only an English resource and a translation
lexicon; and (b) multilingual approaches that
combine crosslingual with monolingual infor-
mation, subject to availability. We evaluate
on two lexical semantic benchmarks in Ger-
man and Croatian. We find that the models
exhibit complementary profiles: crosslingual
models yield higher accuracies while monolin-
gual models provide better coverage. In addi-
tion, we show that simple multilingual models
can successfully combine their strengths.

1 Introduction

Building on the Distributional Hypothesis (Harris,
1954; Miller and Charles, 1991), which states that
words occurring in similar contexts are similar in
meaning, distributional semantic models (DSMs) rep-
resent a word’s meaning via its occurrence in context
in large corpora. Vector spaces, the most widely used
type of DSMs, represent words as vectors in a high-
dimensional space whose dimensions correspond to
features of the words’ contexts. Word spaces repre-
sent the simplest case of DSMs in which the dimen-
sions are simply the context words (Schütze, 1992).
A notable subclass of DSMs are syntax-based mod-
els (Lin, 1998; Baroni and Lenci, 2010) which use

(lexicalized) syntactic relations as dimensions. They
are able to model more fine-grained distinctions than
word spaces and have been found to be useful for
tasks such as selectional preference learning (Erk et
al., 2010), verb class induction (Schulte im Walde,
2006), analogical reasoning (Turney, 2006), and alter-
nation discovery (Joanis et al., 2006). Despite their
flexibility and usefulness, syntax-based DSMs are
used less often than word-based spaces. An impor-
tant reason is that their construction requires accurate
parsers, which are unavailable for many languages.
In addition, syntax-based DSMs are inherently more
sparse than word spaces, which calls for a large cor-
pus of well parsable data. It is thus not surprising
that besides English (Baroni and Lenci, 2010), only
few other languages possess large-scale syntax-based
DSMs (Padó and Utt, 2012; Šnajder et al., 2013).

This paper develops methods that take advantage
of the resource gradient between English and other
languages, exploiting the higher-quality resources of
the former to induce resources for target languages
among the latter, by translating the word-link-word
co-occurrences that underlie syntax-based DSMs.
This directly provides a crosslingual method to con-
struct syntax-based DSMs for target languages with-
out any target language data, requiring only an En-
glish syntax-based DSM and a translation lexicon.
Such lexicons are available for many language pairs,
and we outline a method to reduce ambiguity inherent
in such dictionaries. We describe a set of multilin-
gual methods that can combine corpus evidence from
English and the target language to further improve
the performance of the obtained DSM.

We consider two target languages, German and
Croatian, as examples of one close and one more
remote target language. For evaluation, we use two
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Figure 1: Distributional Memory sample around to push represented as a graph (a) and two matrices (b, c)

tasks, namely synonym choice and semantic similar-
ity prediction. For both languages and tasks, mono-
lingually constructed DSMs can provide strong base-
lines. We find similar patterns across tasks and target
languages: the crosslingually constructed DSM can
be parametrized so that it becomes superior to an
existing monolingual DSM in quality, even if inferior
in coverage. A simple multilingual backoff can com-
bine the crosslingual model’s high quality with the
monolingual model’s high coverage.

Structure of the paper. We begin by sketching the
structure of Distributional Memory, a general frame-
work for syntax-based semantic spaces, in Section 2.
Our main contributions follow in Sections 3 and 4,
namely, a family of models for the crosslingual and
multilingual construction of DSMs. The second part
of the paper is concerned with evaluation. Section 5
describes our experimental setup after which we dis-
cuss our results for German (Section 6) and Croatian
(Section 7). The paper concludes with related work
(Section 8) and a general discussion (Section 9).

2 Distributional Memory: A General
Model of Syntax-based Vector Spaces

2.1 Motivation and Definition

Simple syntax-based DSMs represent target words
in terms of dimensions labeled with word-relation
pairs (Lin, 1998; Grefenstette, 1994). Unfortunately,
this representation only supports tasks that compare
pairs of words with regard to their meaning (e.g., in
synonymy detection or selectional preferences), but
not for tasks such as analogical reasoning, where sets
of word pairs are compared (Turney, 2006).

To unify syntax-based DSMs, Baroni and Lenci
(2010) proposed the Distributional Memory (DM)
model which captures distributional information at
the more general level of word-link-word triples,

stored as a third order co-occurrence tensor. The
DM tensor can be seen as a set of ordered word-
link-word tuples such as 〈pencil obj use〉 associated
with a scoring function σ : W × L×W → R+ that
scores, for example, 〈pencil obj use〉 more highly
than 〈elephant obj use〉.

The DM tensor can be visualized as a directed
graph whose nodes are labeled with lemmas and
whose edges are labeled with links and scores. As
an example, Figure (1a) shows five links for the verb
push in the English DM, including subject, object,
prepositional adjunct, and governing verbs.

DSMs for individual tasks can be obtained by “ma-
tricizing” the tensor into two-dimensional matrices
corresponding to standard vector spaces. The matrix
in Figure (1b) shows the word by link-word space
(W × LW ). It represents words w in terms of pairs
〈l, w〉 of a link and a context word. This space models
similarity among words, e.g. for thesaurus construc-
tion (Lin, 1998). The example matrix in Figure (1c)
represents a word-link by word space (WL×W ). It
characterizes pairs 〈w, l〉 through context words w,
which can be understood as selectional preferences.

DM does not assume a specific source for building
the graph. However, all existing DM resources were
extracted from large dependency-parsed corpora such
as UKWAC (Baroni et al., 2008). In the simplest case,
the set of labels L is (a subset of) the dependency
relations in the corpus, and the scoring function σ is a
measure of association between the governor and the
dependent (see Baroni and Lenci (2010) for details).
However, the most robust DMs (including Baroni
and Lenci’s LexDM and TypeDM) use both syntactic
and lexicalized links, i.e. links which contain words
themselves, as well as surface form-based links, e.g.,
observed subject-verb-object triples in the corpus
lead to a 〈subject verb object〉 edge in the DM graph.
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2.2 DMs for Other Languages

Given the appealing properties of Distributional
Memory, it may be surprising that not many com-
parable resources exist for other languages. To our
knowledge, comparable resources exist only for Ger-
man (Padó and Utt, 2012) and Croatian (Šnajder et al.,
2013). Both studies replicate the monolingual DM
construction process outlined by Baroni and Lenci for
the respective languages. For German, the process is
relatively unproblematic, since German is relatively
well-equipped in terms of corpora and parsers. In
contrast, Šnajder et al. (2013) faced serious resource
scarcity while building a Croatian DM and had to
go to considerable lengths to clean a large web cor-
pus and to optimize the linguistic processing tools.
The resulting DM outperforms a monolingual con-
text word model for nouns and verbs, but performs
worse than the word-based model for (generally rarer)
adjectives. As a direct consequence, high-quality
syntax-based DSMs can only be constructed for a
limited set of languages.

3 Crosslingual Construction of DMs

3.1 Motivation

As outlined in the previous section, there is a bottle-
neck in many languages regarding both large, clean
corpora as well as processing pipelines that result in
high-accuracy dependency parses. To address this
problem, we propose to induce Distributional Memo-
ries for such languages crosslingually by translating
a source language DM into the target language.

By adopting English as the source language we
can take advantage of the resource gradient, that is,
the higher maturity of English NLP techniques, such
as parsers, compared to most other languages. For
many languages, treebanks have become available
only within the last ten years (Buchholz and Marsi,
2006), if at all, while English has been at the fore-
front of NLP development for several decades, and a
number of highly accurate dependency parsers exist
(McDonald et al., 2005; Nivre, 2006). At the same
time, English arguably possesses the widest range of
large and well-cleaned corpora of any language.

To make our approaches applicable to as many
target languages as possible, we assume in this sec-
tion that very few resources for the target language
are available. The crosslingual methods we develop

woodN

HolzNWaldN

forestN timberN

GehölzNHainN

copseNgroveN

Figure 2: Sample of the English-German dict.cc
dictionary; translations shown as dashed lines.

here work without any target language corpora, either
monolingual or bilingual. The only knowledge we
use is a simple translation lexicon, that is, a list of
translation pairs without translation probabilities, as
shown in Figure 2. Translation lexicons of this type
are arguably the most common bilingual resource
and accurate ones exist for virtually any language
pair (Soderland et al., 2009), even for languages with
few available corpora. Furthermore, such translation
lexicons are often crowdsourced and are available
for download. For example, the website dict.cc
provides numerous such lexicons for German and
English.

This approach promises in particular to yield mod-
els with a quality-coverage profile complementary
to that of monolingual models (Mohammad et al.,
2007; Peirsman and Padó, 2011): Crosslingual DMs
are extracted from source language corpora which
we assume to be parsed more accurately than target
language corpora. In addition, the translation pro-
cess can be designed to act as a further filtering step
(cf. Section 3.4 below), thus optimizing crosslingual
models for higher quality at the expense of cover-
age. In contrast, monolingual models – in particular
for under-resourced languages – often hit a quality
ceiling, but can generally guarantee high coverage.

3.2 Translating DMs with Translation Lexicons

We conceptualize DM as a directed graph (see Fig-
ure 1), which allows us to phrase translation in graph
terms (Mihalcea and Radev, 2011). A DM is a triple
(V,E, σ) where V is a set of vertices (i.e., the vocab-
ulary), E a set of typed edges between words, repre-
sented as word-link-word triples (cf. Section 2), and
σ, an edge-weighting function. We will use S and T
to refer to the source and target language vocabular-
ies, respectively, and (VS , ES , σS) and (VT , ET , σT )
to denote source and target language DMs.

We can now ask how the shape of the graph
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changes under translation. In an ideal world, a
translation lexicon would be a bijective function be-
tween the source and target language vocabularies:
Tr : S → T . Then, the transformation would merely
constitute a relabeling. We would then construct the
German DM graph by exchanging all English node
labels with German node labels, i.e., VT = T , and
creating a German edge for each English edge.1

3.3 Ambiguity in Unfiltered Translation
The dictionary fragment in Figure 2 shows that trans-
lation is not bijective but a many-to-many relation.
In fact, taking the English–German dict.cc lex-
icon as an example, there is an average of 2.3 Ger-
man translations for each English lemma, and an
average of 1.9 English translations for each German
lemma. We model this situation using two functions:
Tr : S → 2T translates source words into sets of
target words, and Tr−1 : T → 2S translates target
words back into the source language.

The naive way to translate nodes using Tr is to use
all translations for a given word. Thus, for each edge
in the source DM between lemmas s1 and s2, we ob-
tain |Tr(s1)| · |Tr(s2)| edges in the target language:

ET = {(t1, l, t2) | ∃(s1, l, s2) ∈ ES :

t1 ∈ Tr(s1) ∧ t2 ∈ Tr(s2)}
(1)

The score σT of a target edge is defined as the mean
of the scores of all source edges that map to it.

σT (t1, l, t2) =
∑

s1∈Tr−1(t1)
s2∈Tr−1(t2)

σS(s1, l, s2)

|Tr−1(t1)| · |Tr−1(t2)|

(2)

We take the mean as it is less sensitive to outliers than
maximum or minimum. In addition, unlike taking the
sum, it is also automatically normalized regarding the
number of translations, thus penalizing words with
many unrelated senses.

A look at Figures 1 and 3, however, indicates that
this procedure overgenerates. This is problematic
on two levels. First, the target language graph will
contain a very large number of edges (e.g., using
dict.cc, the edge 〈text sbj_tr use〉 has 42 German

1We build on the assumption that dependency relations are
language-independent which, while incorrect, represents a rea-
sonable simplification (McDonald et al., 2013).

woodN

precutA

HolzN

zugeschnittenA

WaldN

mod mod

greatA großA

mod

mod

mod
mod

Figure 3: Unfiltered edge translation (EN–DE)

translations). Second, the correctness of the target
DM suffers. For some cases, such as copse – Gehölz,
Hain, the various translations are synonymous, and
Eq. (1) is appropriate. In other cases, multiple trans-
lations indicate lexical ambiguity of the source term.
For example, the two translations of wood correspond
to its senses as forest (Wald) and timber (Holz), re-
spectively. In such cases, Eq. (1) confuses the senses,
as the example in Figure 3 illustrates. The left-hand
side shows DM edges between wood and two adjec-
tival modifiers, namely precut (which is more plau-
sible for the timber sense) and great (which is more
plausible for the forest sense). The right-hand side
shows (part of) the German translations according
to Eq. (1): both Holz (timber) and Wald (forest) are
linked to both adjectives, leading to spurious edges
in the German DM.

3.4 Filtering by Backtranslation

Since the nature of the translation is not indicated
in the translation lexicon, we exploit typical redun-
dancies in the source DM, which often contains
“quasi-synonymous” edges that express the same
relation with different words, e.g., 〈book obj read〉
and 〈novel obj read〉. This allows us to score target
edge candidates by how well we can “backtranslate”
(Somers, 2005) them into the source language.

This idea is illustrated in Figure 4. We still
assume, as above, that wood has two translations,
but that precut has only one. For the English
edge 〈precut mod wood〉, we obtain two German
candidate edges, namely 〈zugeschnitten mod Holz〉
and 〈zugeschnitten mod Wald〉. When back-
translating these candidates, the first one,
〈zugeschnitten mod Wald〉, maps only onto the origi-
nal edge. The second one, 〈zugeschnitten mod Holz〉,
is backtranslated into a different source edge,
〈precut mod timber〉, which makes it more probable.
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Figure 4: Backtranslation filtering. Original and
winning edges shown in boldface.

We operationalize this by adding another condition
to Eq. (1), namely that target edges must be among
the highest-scoring edges for some source edge.
Recall that our target scores σT are already defined
in terms of source edge scores, so no redefinition of
the scoring function is necessary.

ET = {(t1, l, t2) | ∃ (s1, l, s2) ∈ ES :

t1 ∈ Tr(s1) ∧ t2 ∈ Tr(s2)∧
σT (t1, l, t2) = max

t∈Tr(s1)
t′∈Tr(s2)

σT (t, l, t
′), }

(3)

where σT (t, l, t′) is the score as defined in Eq. 2.
This filtering scheme is fairly liberal: we do not limit
the number of target edges that a source edge can
translate to. A stricter variant could, e.g., abstain
from translating a source edge if no unique best edge
exists. We leave such variants to future work.

3.5 Defining Similarity

Recall from Figure 1 that DM contains information
about both “incoming” as well as “outgoing” links.
Monolingually constructed DMs by default use all
of these relations since the information is reliable.
The situation is not as clear in a crosslingual setting.
Our intuition is that selectional preferences are most
informative and most likely to survive translation.
For example, for verbs we expect knowledge about
their arguments to be more informative than about
their governors. Conversely, for nouns we want to
use knowledge about the verbs that they occur with
rather than their arguments or modifiers.

We implement this idea by computing semantic
similarity between word vectors either on complete
vectors (condition “AllL”) or on a filtered version
that uses only inverse links for verbs and only regular
links for nouns and adjectives (condition “SPrfL”).

Covered items
Model Corr. Cov.
DM.DE (AllL) .43 .60
DM.DE (SPrfL) .43 .60
DM.XL EN→DE filter (AllL) .42 .61
DM.XL EN→DE filter (SPrfL) .49 .49

Table 1: Coverage and Correlation (Pearson’s r)
for predicting word similarity, contrasting link types
(all links vs. selectional preference links)

Table 1 shows the results of preliminary experiments
on a semantic similarity dataset (details in Section 5).
They bear out our hypothesis: in the monolingual
setting, there is almost no difference. Thus, in line
with previous work, we adopt (AllL) for DM.DE. In
contrast, we see a clear quality-coverage trade-off
in the crosslingual scenario, with a higher quality
for (SPrfL). Since this corresponds to our focus on
higher precision for crosslingual models, we will
adopt (SPrfL) for all crosslingual DMs.

4 Multilingual Construction of DMs

The crosslingual models described in the previous
section do not use any corpus information from the
target language: As previously discussed, our ratio-
nale is to make the methods as widely applicable as
possible. However, this assumption may be too cau-
tious as more corpora and parsers continually become
available. In order to take advantage of such devel-
opments, this section discusses two simple methods
for combining monolingually and crosslingually con-
structed DMs, thereby combining corpus evidence
from both the source and the target language.

We concentrate on methods that can be applied
to DMs directly, e.g. by researchers who do not
have access to the source corpora. Moreover, we
combine not the graphs, but the resulting semantic
similarities.2 We take our inspiration from work on
combining and smoothing n-gram language mod-
els, where the usual operations are interpolation and
back-off (Chen and Goodman, 1998). Note that in
our case, the two models to be combined are assumed
to have complementary properties, with the monolin-

2We conducted experiments with graph merging but found
that the different topologies of the monolingual and crosslingual
DMs make it difficult to merge the graphs in a manner that
combines the information from both graphs.
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gual model having higher coverage and the crosslin-
gual model higher quality (cf. Section 3.1). For
this reason, we assume that a linear interpolation of
the models’ similarities for each word pair will not
perform well. Our first strategy is a simple backoff
combination (DM.MULTI Backoff) that starts with
the crosslingual model and falls back to the mono-
lingual model in the case of zero-similarities. Our
second strategy follows the intuition that both noise
and sparse data tend to result in underestimated sim-
ilarities. This leads us to the DM.MULTI MaxSim
model: It takes the predictions from the monolingual
and crosslingual model and takes the higher one.

Both DM.MULTI variants combine predictions
from two models and implicitly assume that the pre-
dictions are drawn from the same score distribution.
Since this is not guaranteed, we standardize all scores
before combination, that is, we linearly transform the
values so that the resulting distribution has a mean of
0 and a standard deviation of 1.

5 Experimental Setup

To show the benefits of our crosslingual methods, we
perform experiments for the language pairs English–
German and English–Croatian. These languages ex-
emplify variability on the resource gradient: The
resource situation is best for English, still relatively
good for German, and most difficult for Croatian.

This section outlines the experiments for German;
Section 7 focuses on Croatian. We evaluate our mod-
els on two standard tasks from lexical semantics:
synonym choice and the prediction of human relat-
edness judgments. Even though these two tasks are
in-vitro, they are widely used for model selection in
distributional space models and we can compare the
results of our models against previous work. The
two tasks test how well the models can account for
two different aspects of lexical semantics, namely
a specific lexical relation (synonymy) and general
semantic relatedness.

5.1 Tasks and Datasets

Our first task is synonym detection, where models
have to identify the true synonym for a target word
from four candidates. We use the German Reader’s
Digest Word Power (RDWP) dataset (Wallace and

Demagoge demagogue
1 Miesmacher × grinch
2 guter Redner × able speaker
3 skrupelloser X unscrupulous

Hetzer agitator
4 Meinungsforscher × pollster

(a) Task 1: synonym target with four candidates

Word Pair Similarity
Absage - ablehnen 3.5

(rejection - refuse)
Absage - Stellenanzeige 1.875

(rejection - job advertisement)
Affe - Gepäckkontrolle 0.125

(monkey - luggage inspection)

(b) Task 2: semantic similarity (range: 0–4)

Table 2: Example items from evaluation tasks

Wallace, 2005) which contains 984 items.3 RDWP
is similar to the English TOEFL data (Landauer and
Dumais, 1997), but can contain short phrases among
the candidates (cf. example in Table 2a).

Our second evaluation tests how well the models
predict similarities for German word pairs including
closely related, somewhat related, and unrelated word
pairs (cf. Table 2b). We use the Gur350 dataset4

which contains 350 word pairs scored for relatedness
by native German taggers on a five-point Likert scale
between 0 (unrelated) and 4 (synonymous). Both
datasets contain nouns, verbs and adjectives.

5.2 Procedure

Starting from a DM model, we matricize it into a
word by link-word space (W × LW ) and compute
similarities between words with Cosine similarity. In
Exp. 1, we compute the semantic similarities of the
target with each candidate and predict the candidate
with the highest similarity to the target. For phrasal
candidates, we compute the similarity between the
target and all constituent words and take the maxi-
mum. We follow Mohammad et al. (2007) in assign-
ing partial credit to a model when the candidates of
a target are tied for maximal similarity. We evaluate
the models on Exp. 2 by calculating the strength of
the correlation between the model predictions and the

3Available from: http://goo.gl/PN42E
4Available from: http://goo.gl/3Dflf1
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human relatedness judgments. We use Pearson’s cor-
relation coefficient since it is the de facto evaluation
measure in relevant earlier work.5

On both tasks, we compare the models in two
conditions. In the first condition (“All”), models
are forced to make predictions for all items in the
dataset even if they have no information about the
item. In the second condition (“Covered”), models
are allowed to abstain in the case of zero similarities.
For Exp. 1, we report the accuracy (the number of
correctly recognized synonyms divided by the num-
ber of attempted problems) and coverage (the ratio
of items attempted; always 1 for the “All” condi-
tion). Items are considered covered if at least one
candidate has a non-zero similarity to the target. In
Exp. 2, we measure the correlation between the se-
mantic similarities and human judgments for word
pairs. Coverage is calculated as the percentage of
items with similarity greater 0.

Differences between models are tested for signifi-
cance using bootstrap resampling (Efron and Tibshi-
rani, 1993), always in the “All” condition.

5.3 Models
We consider three types of DM models (monolingual,
crosslingual and multilingual), bag-of-words models
and a set of models proposed in the literature.

Monolingual model. We use DM.DE (Padó and
Utt, 2012), constructed from a 900M-token web cor-
pus, SDEWAC, parsed with MATE (Bohnet, 2010).6

As discussed in Section 3.5, we consider all links
(AllL) for the monolingual model.

Crosslingual models. The starting point for the
crosslingual models is Baroni and Lenci (2010)’s En-
glish TypeDM model extracted from approximately
3B tokens of Wikipedia and web corpus text parsed
with MaltParser (Nivre, 2006).7 DM.XL naive imple-
ments Eq. (1), and DM.XL filter implements Eq. (3).
As our translation lexicon, we use the community-
built English–German dict.cc online dictionary.8

5We note that since the data are not normally distributed,
a non-parametric correlation coefficient would be more appro-
priate. While we omitted them due to space limitations in this
paper, we will provide Spearman ρ results for all models online
at http://goo.gl/uxuffp.

6Available from http://goo.gl/H6gViT.
7Available from http://goo.gl/63ajCI.
8Available from http://goo.gl/re44Hg.

Adj Noun Verbs Total
English 37K 78K 8K 123K
German 35L 99K 9K 143K
Translation pairs 77K 172K 28K 277K

Table 3: Size of the dict.cc dictionary

Class Model Nodes Edges
monolingual DM.DE (DE) 3.5M 78M

TYPEDM (EN) 31K 131M
crosslingual & DM.XL naive 63K 5B
multilingual (DE) DM.XL filter 63K 1.7B

Table 4: Sizes of various DM resources

The statistics of the dictionary in Table 3 show that it
is quite large and covers many adjectives and nouns,
but relatively few verbs. We had to exclude much ver-
bal data due to ill-structured entries or phrasal entries.
Following Section 3.5, we only consider selectional
preference links (SPrfL) for the crosslingual model.

Multilingual models. We consider the two models
described in Section 4, namely DM.MULTI Backoff
and DM.MULTI MaxSim, each combining DM.DE

(AllL) with DM.XL filter (SPrfL).

Bag-of-words models. We build a standard BOW
model from the same German corpus SDEWAC used
for DM.DE. We assume a window of 10 context
words to the left and right. We use the top 10K most
frequent content words (nouns, adjectives, verbs and
adverbs) as dimensions. Our second BOW model
(BOW PCA500) was reduced to 500 dimensions by
applying principle component analysis, a technique
generally used to increase robustness to parameter
choice and to combat sparsity.9

Models from the literature. We compare our
models against the state of the art, represented by
the respective best models from two previous studies
(Zesch et al., 2007; Mohammad et al., 2007). They
comprise monolingual ontology-based models that
use GermaNet, (German) Wikipedia, or both (LinGN,

9We also built models using smaller context windows and
Latent Semantic Analysis (LSA, Landauer, 1997), both with
500 dimensions and with an automatically optimized number
of dimensions (Wild et al., 2008). Since these spaces did not
consistently yield better results than the reported models using
PCA, we do not report the results in detail.
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All Covered
Model Acc Acc Cov

Baselines and word-based DSMs
1 Random .25 .25 1
2 Frequency .31 .31 1
3 BOW .46 .46 .98
4 BOW PCA500 .55 .55 .98

Syntax-based DSMs
5 DM.DE (AllL) .48 .53 .84
6 DM.XL EN→DE naive (SPrfL) .47 .63 .58
7 DM.XL EN→DE filter (SPrfL) .46 .61 .58
8 DM.MULTI Backoff(7,5) .54 .58 .89
9 DM.MULTI MaxSim(7,5) .55 .59 .89

Models from the literature
10 Lindist [MGHZ07] NA .52 .45
11 HPG [MGHZ07] NA .77 .22
12 JC [MGHZ07] NA .44 .36

Table 5: Exp. 1: Accuracy and Coverage for synonym
choice on the Reader’s Digest Word Choice dataset.
MGHZ07: Mohammad et al. (2007). Best results for
each model class in bold.

HPG, JC, PL); and crosslingual distributional mod-
els that represent the meaning of German lemmas in
terms English thesaurus categories (Lindist).

DM model statistics. Table 4 shows the sizes of
the various DMs. The German and English monolin-
gual DMs are markedly different: the English DM
is much more compact, covering only 30K lemmas
while the German DM covers 3.5M lemmas, and at
the same time much denser. This discrepancy is due
to the larger English corpus and the inclusion of very
low-frequency items in DM.DE. The crosslingual
models created from TYPEDM cover 63K lemmas in
German, about twice the English coverage but still al-
most two orders of magnitude below the monolingual
DM.DE. They become very large: naive translation
increases the number of edges by a factor of 30, and
filtered translation still by a factor of 13. This means
filtering does reduce the size of the resulting DM, but
there is still considerable overgeneration.

6 Experimental Evaluation on German

The experimental results for the two experiments are
shown in Tables 5 and 6, structured by model type.
We observe similar patterns for the two experiments.

All Covered
Model Corr Corr Cov

Baselines and word-based DSMs
1 Frequency .13 .13 1
2 BOW .20 .21 .97
3 BOW PCA500 .34 .37 .97

Syntax-based DSMs
4 DM.DE (AllL) [PU12] .38 .43 .60
5 DM.XL EN→DE naive (SPrfL) .28 .45 .49
6 DM.XL EN→DE filter (SPrfL) .33 .49 .49
7 DM.MULTI Backoff(6,4) .40 .45 .69
8 DM.MULTI MaxSim(6,4) .42 .47 .69

Models from the literature
9 LinGN [MGHZ07] NA .50 .26

10 Lindist [MGHZ07] NA .51 .26
11 JCGN+PLWP [ZGM07] NA .59 .33

Table 6: Exp. 2: Coverage and correlation (Pear-
son’s r) for predicting word similarity on the Gur350
dataset. MGHZ07: Mohammad et al. (2007)8,
ZGM07: Zesch et al. (2007)9, PU12: Padó and Utt
(2012). Best results for each model class in bold.

Baselines and word-based DSMs. In both cases,
uninformed baselines (random and frequency) per-
form badly. (In Exp. 1, the frequency baseline pre-
dicts the most frequent item as synonym; in Exp. 2,
it predicts min(f(w1), f(w2)).) In contrast, word-
based DSMs perform quite well, particularly the
dimensionality-reduced model (BOW PCA).

Syntax-based DSM. We see a consistent quality
versus coverage tradeoff among the different classes
of syntax-based DSMs. The monolingual DM.DE

model is significantly outperformed by the BOW
model on Exp. 1 (p<0.01), but numerically outper-
forms it on Exp. 2 (difference not significant).

In both tasks, the crosslingual DM.XL models out-
perform both DM.DE and BOW PCA in terms of
quality: They achieve the numerically highest accu-
racy (and correlation, respectively) among all syntax-
based models. This high quality comes at a low cov-
erage, matching our intuitions about the profile of the

8Mohammad et al. (2007) do not provide coverage numbers
in their paper. We appreciate the support of Torsten Zesch and
Saif Mohammad in recovering the necessary information.

9Zesch et al. (2007) report results for the subset of Gur350 in
the intersection of GermaNet and Wikipedia. Thus, their models
may have higher coverage on the complete Gur350, but to our
knowledge these numbers have not been published.
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crosslingual model. Filtering leads to a significant
improvement in Exp. 2 (p<0.05) but not in Exp. 1.

The multilingual models (DM.MULTI) perform
even better. They nearly retain the quality of the
crosslingual models (accuracy of .59 vs. .63 for
Exp. 1, correlation of .47 vs. .49 for Exp. 2) but
attain higher coverage (89% in Exp. 1 and 69% in
Exp. 2) Notably, the coverage is even higher than that
of the DM.DE models, attesting to the complemen-
tarity of mono- and crosslingual information.

The differences among the DM.MULTI models are
small, but MaxSim does a little better and performs
best overall. In Exp. 1, it does significantly better in
the all-items evaluation than all other syntax-based
models (p<0.01). The differences in Exp. 2 are only
significant at p<0.05 for the model pair 6–8; we
attribute this to the smaller size of the dataset.

In sum, we can construct crosslingual DMs with-
out any use of target language corpora that mirror or
even exceed the performance of monolingual DMs.
If monolingual data is available, the combination
of corpus evidence provides a substantial advantage
over both monolingual and crosslingual models, even
for German, a language with large, relatively reliably
parsed corpora. Users can choose among different
models with different coverage/quality tradeoffs.

Comparison to models from the literature. Mod-
els from the literature are shown at the bottom of the
two tables. They generally obtain the highest ac-
curacy (or correlation, respectively), but only cover
a relatively small part of the datasets. In particu-
lar, the models with a quality higher than the DM
variants (11 in Exp. 1 and 10 and 11 in Exp. 2) ex-
hibit a coverage of less than half than that of the
DM.MULTI models. This appears to show the usual
trade-off between hand-constructed knowledge and
automatically acquired knowledge (Gildea and Ju-
rafsky, 2002). However, we can similarly bias our
DMs towards accuracy with the aid of a simple fre-
quency filter that only permits predictions for items
where all involved lemmas occur more frequently
in the German corpus than some threshold. Setting
these thresholds to match the coverage figures of the
best ontology-based models, DM.MULTI MaxSim al-
most reaches the ontology-based results: On Exp. 1,
for a coverage of .22 we obtain an accuracy of .68
(ontology-based model: .77), and on Exp. 2, we ob-

Nouns Couscous (couscous), Albino (albino)
Adjectives kursorisch (cursory), süffisant (smug)
Verbs erodieren (to erode), moussieren (to fizz)

Table 7: Words of foreign origin better represented
by the multilingual model

tain a correlation of .60 (ontology-based model: .59)
at a coverage of .33.10 Thus, our DM models approx-
imate the quality of ontology-based models without
using any handcrafted resources.

Differences between Exp. 1 and 2. The two main
differences between the experiments are (a) the per-
formance of DM relative to the BOW baseline, and
(b) the impact of backtranslation filtering. In Exp. 1,
the BOW performs as well as DM.MULTI, and the
unfiltered DM.XL has a slight edge (2% accuracy)
over the filtered one. In contrast, in Exp. 2 filtering
leads to a major improvement and DM.MULTI does
substantially better than BOW PCA. Our analyses
attribute this difference to the nature of the two tasks
(cf. Section 5). Exp. 1 requires the recognition of
synonyms. Here, the main determinant of success
is whether the actual synonym receives the highest
similarity or not, irrespective of the margin to the
competing candidates. This margin does increase
from 0.09 in the naive to 0.11 in the filtered DM.XL,
but the overall number of correct predictions remains
almost unchanged. In contrast, Exp. 2 covers the
whole range from highly similar to unrelated word
pairs, and the correlation evaluation is sensitive to
the relative size of similarities produced by the DM
across many word pairs. The improvement we see
indicates that filtering improves the overall scaling
of the similarities, but this effect is masked by the
decision criterion in Exp. 1.

Qualitative analysis. Comparing DM.DE with
DM.MULTI, the question arises: can we further char-
acterize the benefits that the inclusion of crosslingual
corpus evidence confers to monolingual models? We
first inspected Exp. 1 for synonyms that were cor-
rectly recognized by DM.MULTI MaxSim but not
DM.DE, and found a large number of words of for-
eign origin (see Table 7). These words tend to be rare
in the German corpus in the form of technical, slang,

10We cannot provide significance tests since we do not have
item-wise predictions for the models from the literature.
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or elevated register terms. Due to their low level
of ambiguity as well as the fact that their English
translations are often more frequent, the crosslingual
model represents them more sensibly.

We then inspected Exp. 2 in a similar way but
found it more difficult to identify salient improved
classes since the improvement is mostly in terms
of coverage. The data set for Exp. 2 includes
proper nouns, such as Berlin/Berlin-Kreuzberg,
Benedetto/Benedikt, which are unlikely to be cov-
ered by a translation lexicon. It also contains items
that encode world knowledge such as Ratzinger/Papst
(pope) which has a better chance of being covered
by target language corpora. This pair is not covered
by the DM.XL models, but the monolingual mod-
els (DM.DE, BOW, and BOW PCA) assign it the
similarities .23, .66, and .89, respectively.

7 Experimental Evaluation on Croatian

Our third experiment considers a language that is
more different from English than German, namely
Croatian, a Slavic language. Available resources for
Croatian are more limited than for English or Ger-
man. Since syntactic analysis used to be a bottleneck,
the first syntax-based DSM for Croatian, DM.HR,
became available only last year (Šnajder et al., 2013).
As for evaluation datasets, there are no human similar-
ity judgments, but there is a synonym choice dataset
(CroSyn – see Karan et al. (2012) for details).

Thus, our Croatian evaluation is a synonym choice
task parallel to Exp. 1 for German. We take DM.HR

as the monolingual model which was built from a
dependency-parsed Croatian web corpus of 1.2B to-
kens. We construct a crosslingual model by starting
from Baroni and Lenci’s English TypeDM and using
Taktika Nova’s freely available English–Croatian dic-
tionary11 with 105K translation pairs. After remov-
ing entries with more than one word per language,
we were left with 95K pairs, considerably fewer than
for English–German. We apply the methods from
Section 3 for edge translation and filtering. The re-
sulting filtered Croatian DM.XL has 47K nodes and
315M edges, about one order of magnitude smaller
than the German crosslingual resource. Finally, we
combined DM.HR with the crosslingual DM (as in
Section 4) to obtain multilingual Croatian DMs.

11Available from http://goo.gl/xHUjJH

All Covered
Model Acc Acc Cov

Word-based DSMs
1 BOW-LSA [SPA13] .66 .66 1

Syntax-based DSMs
2 DM.HR (AllL) .65 .65 .99
3 DM.XL EN→HR naive (SPrfL) .43 .50 .71
4 DM.XL EN→HR filter (SPrfL) .58 .71 .71
5 DM.MULTI Backoff(4,2) .69 .69 .99
6 DM.MULTI MaxSim(4,2) .70 .70 .99

Table 8: Experiment 3: Accuracy and Coverage for
synonym choice on the CroSyn dataset. SPA13: Šna-
jder et al. (2013). In boldface: best results.

Table 8 shows the results which correspond closely
to those for Exp. 1. A dimensionality-reduced BOW
space performs competitively with the monolingual
DM.HR (Šnajder et al., 2013). The crosslingual DM
is again able to improve accuracy over DM.HR (by
6%) but drops in coverage. Again, the multilingual
models perform best: DM.MULTI MaxSim loses only
1% accuracy compared to the crosslingual model but
achieves almost perfect coverage. The differences to
DM.HR and DM.XL are both significant (p<0.01).12

The two major differences to the German synonym
choice task (Exp. 1) are that (a) filtering plays an
essential role for Croatian (increase in accuracy by
15%) and (b) DM.MULTI clearly outperforms the
BOW model. We attribute the difference to the semi-
automatic construction of the Croatian dataset from
machine-readable dictionaries. Overall, the results
for Croatian are encouraging. They demonstrate that
languages where parsing technology is still develop-
ing can in particular profit from cross- and multilin-
gual methods. This is true even for relatively small
translation dictionaries, matching previous results
from the literature (Peirsman and Padó, 2011).

8 Related Work

Given the resource gradient between English and
other languages, the crosslingual induction of linguis-
tic information has been an active topic of research.

Many studies use parallel corpora. Annotation pro-
jection (Yarowsky and Ngai, 2001) transfers source
language annotation directly onto target language

12We cannot provide significances for the BOW results be-
cause we again do not have per-item predictions.
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sentence. It has been applied to various linguistic
levels such as POS tagging and syntax (Hi and Hwa,
2005; Hwa et al., 2005, among others). Other studies
use parallel data as indirect supervision for monolin-
gual tasks. Diab and Resnik (2002) use translations
as word sense labels; van der Plas and Tiedemann
(2006) exploit multilingual distributional semantics
for robust synonymy extraction. Naseem et al. (2009)
learn unsupervised POS taggers on multilingual paral-
lel data, exploiting the differences between languages
as soft constraints. Titov and Klementiev (2012) and
Kozhevnikov and Titov (2013) induce shallow se-
mantic parsers from parallel data. Klementiev et al.
(2012) approach document classification with multi-
task learning, inducing a multilingual DSM.

Since parallel corpora are not available in large
quantities, other studies use comparable corpora
which can provide additional features from the other
language. For example, Merlo et al. (2002) improve
English verb classification with new features derived
from Chinese translations. De Smet and Moens
(2009) learn multilingual topic models for news ag-
gregation. Peirsman and Padó (2011) use comparable
corpora to transfer selectional preferences and senti-
ment labels. Wikipedia can be seen as a particularly
rich type of comparable corpus with additional link
structure. It has been used to compute semantic re-
latedness (Navigli and Ponzetto, 2012; Navigli and
Ponzetto, 2010) and to compute conceptual document
representations for crosslingual information retrieval
(Potthast et al., 2008; Cimiano et al., 2009).

Our work, does not require parallel or comparable
corpora. We note, however, that translation lexicons
such as the ones we use can be extracted from compa-
rable corpora (Rapp, 1999; Vulić and Moens, 2012,
and many others), though few papers are concerned
with the translation at the level of semantic relations,
as we are. Similar in this respect is Fung and Chen
(2004), who translate FrameNet (Baker et al., 1998)
into Chinese with a bilingual ontology. They use
a relation-based pruning scheme that is somewhat
comparable to our backtranslation filtering.

To our knowledge, the most similar work to ours
is (Mohammad et al., 2007), which also considers
DSMs, albeit a different variety, namely concept-
based DSMs where targets are characterized in terms
of their distribution over categories of Roget’s the-
saurus. Like our work, their study creates crosslin-

gual DSMs for German using a translation lexicon.
It follows a different strategy, however: it collects co-
occurrence counts from a German corpus and trans-
lates the context dimensions into the English Roget
categories. Therefore, it crucially requires a large tar-
get language corpus, which our crosslingual methods
(Section 3) avoid. Its use of a target language corpus
resembles our multilingual methods (Section 4), but
unlike them, does not combine corpus evidence from
both languages. In sum, we believe that our methods
are more adaptable to different scenarios, being able
to use whatever data is available in either language.

9 Conclusion

The appeal of syntax-based distributional spaces lies
in their promise of flexible and linguistically more
appropriate models for many phenomena in lexical
semantics. A major obstacle to their adoption for
novel languages has been the significantly higher
requirements on resources compared to word spaces.

In this paper, we have demonstrated that this ob-
stacle can be overcome by transferring English dis-
tributional information along the resource gradient
into target languages such as German and Croatian.
The simplest models, which are based solely on the
English Distributional Memory (DM) resource and a
translation lexicon, already beat monolingual DMs in
quality. These crosslingual models suffer from lower
coverage but can be combined with the monolingual
DM yielding a multilingual DM that maintains com-
petitive accuracy while achieving significantly higher
coverage than either individual model. The outcomes
of our experiments are mostly stable across the lan-
guages and tasks presented, which leads us to assume
the methodology successfully generalizes.13

Directions for future research include (a), more
stringent filtering of spurious edges in DM.XL mod-
els to make the graph topology more similar to mono-
lingual models and enable graph merging to obtain
unified multilingual models; (b), the extension of our
approach to more than two languages; (c), dimen-
sionality reduction for tensor-based DSMs both for
efficiency reasons and to improve performance.

13The German DMs are publicly available from http://
goo.gl/uxuffp.
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