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Introduction

Welcome to the ACL 2016 Student Research Workshop!

Following the tradition of the previous years’ workshops, we have two tracks: research papers and thesis
proposals. The research papers track is as a venue for Ph.D. students, masters students, and advanced
undergraduates to describe completed work or work-in-progress along with preliminary results. The
thesis proposal track is offered for advanced Ph.D. students who have decided on a thesis topic and are
interested in feedback about their proposal and ideas about future directions for their work.

We received in total 60 submissions: 14 thesis proposals and 46 research papers, more than twice as
many as were submitted last year. Of these, we accepted 4 thesis proposals and 18 research papers,
giving an acceptance rate of 36% overall. This year, all of the accepted papers will be presented as
posters alongside the main conference short paper posters on the second day of the conference.

Mentoring programs are a central part of the SRW. This year, students had the opportunity to participate
in a pre-submission mentoring program prior to the submission deadline. The mentoring offers students
a chance to receive comments from an experienced researcher in the field, in order to improve the quality
of the writing and presentation before making their final submission. Nineteen authors participated in the
pre-submission mentoring. In addition, authors of accepted papers are matched with mentors who will
meet with the students in person during the workshop. This year, each accepted paper is assigned one
mentor. Each mentor will prepare in-depth comments and questions prior to the student’s presentation,
and will provide discussion and feedback during the workshop.

We are very grateful for the generous financial support from Google and the Don and Betty Walker
Scholarship Fund. The support of our sponsors allows the SRW to cover the travel and lodging expenses
of the authors, keeping the workshop accessible to all students.

We would also like to thank our program committee members for their constructive reviews for each
paper and all of our mentors for donating their time to work one-on-one with our student authors. Thank
you to our faculty advisers for their advice and guidance, and to the ACL 2016 organizing committee
for their constant support. Finally, a huge thank you to all students for their submissions and their
participation in this year’s SRW. Looking forward to a wonderful workshop!
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Mamoru Komachi

Abstract

We propose a new dataset for evaluating
a Japanese lexical simplification method.
Previous datasets have several deficien-
cies. All of them substitute only a sin-
gle target word, and some of them extract
sentences only from newswire corpus. In
addition, most of these datasets do not al-
low ties and integrate simplification rank-
ing from all the annotators without consid-
ering the quality. In contrast, our dataset
has the following advantages: (1) it is the
first controlled and balanced dataset for
Japanese lexical simplification with high
correlation with human judgment and (2)
the consistency of the simplification rank-
ing is improved by allowing candidates to
have ties and by considering the reliability
of annotators.

1 Introduction

Lexical simplification is the task to find and sub-
stitute a complex word or phrase in a sentence
with its simpler synonymous expression. We de-
fine complex word as a word that has lexical and
subjective difficulty in a sentence. It can help in
reading comprehension for children and language
learners (De Belder and Moens, 2010). This task
is a rather easier task which prepare a pair of com-
plex and simple representations than a challeng-
ing task which changes the substitute pair in a
given context (Specia et al., 2012; Kajiwara and
Yamamoto, 2015). Construction of a benchmark
dataset is important to ensure the reliability and
reproducibility of evaluation. However, few re-
sources are available for the automatic evaluation
of lexical simplification. Specia et al. (2012) and
De Belder and Moens (2010) created benchmark
datasets for evaluating English lexical simplifica-

tion. In addition, Horn et al. (2014) extracted sim-
plification candidates and constructed an evalua-
tion dataset using English Wikipedia and Simple
English Wikipedia. In contrast, such a parallel cor-
pus does not exist in Japanese. Kajiwara and Ya-
mamoto (2015) constructed an evaluation dataset
for Japanese lexical simplification1 in languages
other than English.

However, there are four drawbacks in the
dataset of Kajiwara and Yamamoto (2015): (1)
they extracted sentences only from a newswire
corpus; (2) they substituted only a single target
word; (3) they did not allow ties; and (4) they
did not integrate simplification ranking consider-
ing the quality.

Hence, we propose a new dataset addressing
the problems in the dataset of Kajiwara and Ya-
mamoto (2015). The main contributions of our
study are as follows:

• It is the first controlled and balanced dataset
for Japanese lexical simplification. We ex-
tract sentences from a balanced corpus and
control sentences to have only one com-
plex word. Experimental results show that
our dataset is more suitable than previous
datasets for evaluating systems with respect
to correlation with human judgment.

• The consistency of simplification ranking is
greatly improved by allowing candidates to
have ties and by considering the reliability of
annotators.

Our dataset is available at GitHub2.

2 Related work

The evaluation dataset for the English Lexical
Simplification task (Specia et al., 2012) was an-

1http://www.jnlp.org/SNOW/E4
2https://github.com/KodairaTomonori/EvaluationDataset
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sentence 「技を出し合い、気分が高揚するのがたまらない」とはいえ、技量で相手を上回りたい気持ちも強い。
Although using their techniques makes you feel exalted, I strongly feel I want to outrank my competitors in terms of skill.

paraphrase list 盛り上がる 高まる高ぶる 上がる 高揚する 興奮する 熱を帯びる 活性化する
come alive raised, excited up exalted excited heated revitalized

Figure 1: A part of the dataset of Kajiwara and Yamamoto (2015).

notated on top of the evaluation dataset for English
lexical substitution (McCarthy and Navigli, 2007).
They asked university students to rerank substi-
tutes according to simplification ranking. Sen-
tences in their dataset do not always contain com-
plex words, and it is not appropriate to evaluate
simplification systems if a test sentence does not
include any complex words.

In addition, De Belder and Moens (2012) built
an evaluation dataset for English lexical simplifi-
cation based on that developed by McCarthy and
Navigli (2007). They used Amazon’s Mechanical
Turk to rank substitutes and employed the relia-
bility of annotators to remove outlier annotators
and/or downweight unreliable annotators. The re-
liability was calculated on penalty based agree-
ment (McCarthy and Navigli, 2007) and Fleiss’
Kappa. Unlike the dataset of Specia et al. (2012),
sentences in their dataset contain at least one com-
plex word, but they might contain more than one
complex word. Again, it is not adequate for the
automatic evaluation of lexical simplification be-
cause the human ranking of the resulting simpli-
fication might be affected by the context contain-
ing complex words. Furthermore, De Belder and
Moens’ (2012) dataset is too small to be used for
achieving a reliable evaluation of lexical simplifi-
cation systems.

3 Problems in previous datasets for
Japanese lexical simplification

Kajiwara and Yamamoto (2015) followed Specia
et al. (2012) to construct an evaluation dataset for
Japanese lexical simplification. Namely, they split
the data creation process into two steps: substitute
extraction and simplification ranking.

During the substitute extraction task, they col-
lected substitutes of each target word in 10 differ-
ent contexts. These contexts were randomly se-
lected from a newswire corpus. The target word
was a content word (noun, verb, adjective, or ad-
verb), and was neither a simple word nor part of
any compound words. They gathered substitutes
from five annotators using crowdsourcing. These
procedures were the same as for De Belder and

Moens (2012).
During the simplification ranking task, annota-

tors were asked to reorder the target word and its
substitutes in a single order without allowing ties.
They used crowdsourcing to find five annotators
different from those who performed the substitute
extraction task. Simplification ranking was inte-
grated on the basis of the average of the simplifi-
cation ranking from each annotator to generate a
gold-standard ranking that might include ties.

During the substitute extraction task, agreement
among the annotators was 0.664, whereas during
the simplification ranking task, Spearman’s rank
correlation coefficient score was 0.332. Spear-
man’s score of this work was lower than that of
Specia et al. (2012) by 0.064. Thus, there was a
big blur between annotators, and the simplifica-
tion ranking collected using crowdsourcing tended
to have a lower quality.

Figure 1 shows a part of the dataset of Kajiwara
and Yamamoto (2015). Our discussion in this pa-
per is based on this example.

Domain of the dataset is limited. Because Ka-
jiwara and Yamamoto (2015) extracted sentences
from a newswire corpus, their dataset has a poor
variety of expression. English lexical simplifica-
tion datasets (Specia et al., 2012; De Belder and
Moens, 2012) do not have this problem because
both of them use a balanced corpus of English
(Sharoff, 2006).

Complex words might exist in context. In Fig-
ure 1, even when a target word such as “高揚す
る (feel exalted)” is simplified, another complex
word “技量 (skill)” is left in a sentence. Lexi-
cal simplification is a task of simplifying complex
words in a sentence. Previous datasets may in-
clude multiple complex words in a sentence but
target only one complex word. Not only the tar-
get word but also other complex words should be
considered as well, but annotation of substitutes
and simplification ranking to all complex words
in a sentence produces a huge number of pat-
terns, therefore takes a very high cost of anno-
tation. For example, when three complex words

2



Figure 2: Process of constructing the dataset.

which have 10 substitutes each in a sentence, an-
notators should consider 103 patterns. Thus, it is
desired that a sentence includes only simple words
after the target word is substituted. Therefore, in
this work, we extract sentences containing only
one complex word.

Ties are not permitted in simplification rank-
ing. When each annotator assigns a simplifica-
tion ranking to a substitution list, a tie cannot be
assigned in previous datasets (Specia et al., 2012;
Kajiwara and Yamamoto, 2015). This deterio-
rates ranking consistency if some substitutes have
a similar simplicity. De Belder and Moens (2012)
allow ties in simplification ranking and report con-
siderably higher agreement among annotators than
Specia et al. (2012).

The method of ranking integration is naı̈ve.
Kajiwara and Yamamoto (2015) and Specia et al.
(2012) use an average score to integrate rankings,
but it might be biased by outliers. De Belder and
Moens (2012) report a slight increase in agreement
by greedily removing annotators to maximize the
agreement score.

4 Balanced dataset for evaluation of
Japanese lexical simplification

We create a balanced dataset for the evaluation of
Japanese lexical simplification. Figure 2 illustrates
how we constructed the dataset. It follows the data
creation procedure of Kajiwara and Yamamoto’s
(2015) dataset with improvements to resolve the
problems described in Section 3.

We use a crowdsourcing application, Lancers,3

3http://www.lancers.jp/

Figure 3: Example of annotation of extracting sub-
stitutes. Annotators are provided with substitutes
that preserve the meaning of target word which is
shown bold in the sentence. In addition, annota-
tors can write a substitute including particles.

to perform substitute extraction, substitute evalua-
tion, and substitute ranking. In each task, we re-
quested the annotators to complete at least 95% of
their previous assignments correctly. They were
native Japanese speakers.

4.1 Extracting sentences

Our work defines complex words as “High Level”
words in the Lexicon for Japanese Language Edu-
cation (Sunakawa et al., 2012).4 The word level is
calculated by five teachers of Japanese, based on
their experience and intuition. There were 7,940
high-level words out of 17,921 words in the lex-
icon. In addition, target words of this work com-
prised content words (nouns, verbs, adjectives, ad-
verbs, adjectival nouns, sahen nouns,5 and sahen
verbs6).

Sentences that include a complex word were
randomly extracted from the Balanced Corpus of
Contemporary Written Japanese (Maekawa et al.,
2010). Sentences shorter than seven words or
longer than 35 words were excluded. We excluded
target words that appeared as a part of compound
words. Following previous work, 10 contexts of
occurrence were collected for each complex word.
We assigned 30 complex words for each part of
speech. The total number of sentences was 2,100
(30 words × 10 sentences × 7 parts of speech).
We used a crowdsourcing application to annotate
1,800 sentences, and we asked university students
majoring in computer science to annotate 300 sen-
tences to investigate the quality of crowdsourcing.

4.2 Extracting substitutes

Simplification candidates were collected using
crowdsourcing techniques. For each complex
word, five annotators wrote substitutes that did not

4http://jhlee.sakura.ne.jp/JEV.html
5Sahen noun is a kind of noun that can form a verb by

adding a generic verb “suru (do)” to the noun. (e.g. “修理
repair”)

6Sahen verb is a sahen noun that accompanies with
“suru”. (e.g. “修理する (do repair)”)

3



Dataset balanced lang sents. noun (％) verb (％) adj. (％) adv. (％) outlier
De Belder and Moens (2012) yes En 430 100 (23.3) 60 (14.0) 160 (37.2) 110 (25.6) excluded
Specia et al. (2012) yes En 2,010 580 (28.9) 520 (25.9) 560 (27.9) 350 (17.6) included
Kajiwara and Yamamoto (2015) no Ja 2,330 630 (27.0) 720 (30.9) 500 (21.5) 480 (20.6) included
This work yes Ja 2,010 570 (28.3) 570 (28.3) 580 (28.8) 290 (14.4) excluded

Table 1: Comparison of the datasets. In this work, nouns include sahen nouns, verbs include sahen verbs,
and adjectives include adjectival nouns.

Figure 4: Example of annotation of evaluating
substitutes. Annotators choose substitutes that fit
into the sentence from substitutes list.

Figure 5: Example of annotation of ranking sub-
stitutes. Annotators write rank in blank. Addition-
ally, they are allowed to write a tie.

change the sense of the sentence. Substitutions
could include particles in context. Conjugation
was allowed to cover variations of both verbs and
adjectives. Figure 3 shows an example of annota-
tion.

To improve the quality of the lexical substi-
tution, inappropriate substitutes were deleted for
later use, as described in the next subsection.

4.3 Evaluating substitutes

Five annotators selected an appropriate word to
include as a substitution that did not change the
sense of the sentence. Substitutes that won a ma-
jority were defined as correct. Figure 4 shows an
example of annotation.

Nine complex words that were evaluated as not
having substitutes were excluded at this point. As
a result, 2,010 sentences were annotated, as de-
scribed in next subsection.

4.4 Ranking substitutes

Five annotators arranged substitutes and complex
words according to the simplification ranking. An-
notators were permitted to assign a tie, but they
could select up to four items to be in a tie because
we intended to prohibit an insincere person from
selecting a tie for all items. Figure 5 shows an ex-

ample of annotation.

4.5 Integrating simplification ranking

Annotators’ rankings were integrated into one
ranking, using a maximum likelihood estimation
(Matsui et al., 2014) to penalize deceptive annota-
tors as was done by De Belder and Moens (2012).
This method estimates the reliability of annotators
in addition to determining the true order of rank-
ings. We applied the reliability score to exclude
extraordinary annotators.

5 Result

Table 1 shows the characteristics of our dataset. It
is about the same size as previous work (Specia
et al., 2012; Kajiwara and Yamamoto, 2015). Our
dataset has two advantages: (1) improved correla-
tion with human judgment by making a controlled
and balanced dataset, and (2) enhanced consis-
tency by allowing ties in ranking and removing
outlier annotators. In the following subsections,
we evaluate our dataset in detail.

5.1 Intrinsic evaluation

To evaluate the quality of the ranking integration,
the Spearman rank correlation coefficient was cal-
culated. The baseline integration ranking used an
average score (Kajiwara and Yamamoto, 2015).
Our proposed method excludes outlier annotators
by using a reliability score calculated using the
method developed by Matsui et al. (2014).

1
|P |

∑
p1,p2∈P

p1 ∩ p2

p1 ∪ p2
(1)

Pairwise agreement is calculated between each
pair of sets (p1, p2 ∈ P ) from all the possible pair-
ings (P) (Equation 1). The agreement among an-
notators from the substitute evaluation phase was
0.669, and agreement among the students is 0.673,
which is similar to the level found in crowdsourc-
ing. This score is almost the same as that from
Kajiwara and Yamamoto (2015). On the contrary,

4



sentence 最も安上りにサーファーを装う方法は，ガラムというインドネシア産のタバコを，これ見よがしに吸うことです．
The most simplest method that is imitating safer is pretentiously smoke that Garam which is Indonesian cigarette.

paraphrase list 1.のふりをする 2.に見せかける 3.の真似をする,の振りをする 4.を真似る 5.に成りすます 6.を装う 7.を偽る
professing counterfeiting playing, professing playing pretending imitating falsifying

Figure 6: A part of our dataset.

genre PB PM PN LB OW OT OP OB OC OY OV OL OM all
sentence 0 64 628 6 161 90 170 700 1 0 6 9 175 2,010

average of substitutes 0 4.12 4.36 5.17 4.41 4.22 3.9 4.28 4 0 5.5 4.11 4.45 4.3

Table 3: Detail of sentences and substitutes in our dataset. (BCCWJ comprise three main subcorpora:
publication (P), library (L), special-purpose (O). PB = book, PM = magazine, PN = newswire, LB = book,
OW = white paper, OT = textbook, OP =PR paper, OB = bestselling books, OC = Yahoo! Answers,
OY = Yahoo! Blogs, OL = Law, OM = Magazine)

baseline outlier removal
Average 0.541 0.580

Table 2: Correlation of ranking integration.

the Spearman rank correlation coefficient of the
substitute ranking phase was 0.522. This score
is higher than that from Kajiwara and Yamamoto
(2015) by 0.190. This clearly shows the impor-
tance of allowing ties during the substitute ranking
task.

Table 2 shows the results of the ranking inte-
gration. Our method achieved better accuracy in
ranking integration than previous methods (Specia
et al., 2012; Kajiwara and Yamamoto, 2015) and
is similar to the results from De Belder and Moens
(2012). This shows that the reliability score can be
used for improving the quality.

Table 3 shows the number of sentences and av-
erage substitutes in each genre. In our dataset, the
number of acquired substitutes is 8,636 words and
the average number of substitutes is 4.30 words
per sentence.

Figure 6 illustrates a part of our dataset. Substi-
tutes that include particles are found in 75 context
(3.7%). It is shown that if particles are not permit-
ted in substitutes, we obtain only two substitutes (4
and 7). By permitting substitutes to include parti-
cles, we are able to obtain 7 substitutes.

In ranking substitutes, Spearman rank correla-
tion coefficient is 0.729, which is substantially
higher than crowdsourcing’s score. Thus, it is nec-
essary to consider annotation method.

5.2 Extrinsic evaluation
In this section, we evaluate our dataset using five
simple lexical simplification methods. We calcu-

This work K & Y annotated
Frequency 41.6 35.8 41.0
# of Users 32.9 25.0 31.5
Familiarity 30.4 31.5 32.5
JEV 38.2 35.7 38.7
JLPT 42.0 40.9 43.3
Pearson 0.963 0.930 N/A

Table 4: Accuracy and correlation of the datasets.

late 1-best accuracy in our dataset and the dataset
of Kajiwara and Yamamoto (2015). Annotated
data is collected by our and Kajiwara and Ya-
mamoto (2015)’s work in ranking substitutes task,
and which size is 21,700 ((2010 + 2330) × 5)
rankings. Then, we calculate correlation between
the accuracies of annotated data and either those
of Kajiwara and Yamamoto (2015) or those of our
dataset.

5.2.1 Lexical simplification systems

We used several metrics for these experiments:

Frequency Because it is said that a high fre-
quent word is simple, most frequent word is se-
lected as a simplification candidate from substi-
tutes using uni-gram frequency of Japanese Web
N-gram (Kudo and Kazawa, 2007). This uni-gram
frequency is counted from two billion sentences in
Japanese Web text.

Number of Users Aramaki et al. (2013) claimed
that a word used by many people is simple, so we
pick the word used by the most of users. Number
of Users were estimated from the Twitter corpus
created by Aramaki et al. (2013). The corpus con-
tains 250 million tweets from 100,000 users.
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Familiarity Assuming that a word which is
known by many people is simple, replace a target
word with substitutes according to the familiarity
score using familiarity data constructed by Amano
and Kondo (2000). The familiarity score is an av-
eraged score 28 annotators with seven grades.

JEV We hypothesized a word which is low dif-
ficulty for non-native speakers is simple, so we
select a word using a Japanese learner dictionary
made by Sunakawa et al. (2012). The word in
dictionary has a difficulty score averaged by 5
Japanese teachers with their subjective annotation
according to six grade system.

JLPT Same as above, but uses a different source
called Japanese Language Proficient Test (JLPT).
We choose the lowest level word using levels of
JLPT. These levels are a scale of one to five.

5.2.2 Evaluation

We ranked substitutes according to the metrics,
and calculated the 1-best accuracy for each tar-
get word. Finally, to compare two datasets, we
used the Pearson product-moment correlation co-
efficient between our dataset and the dataset of
Kajiwara and Yamamoto (2015) against the anno-
tated data.

Table 4 shows the result of this experiment. The
Pearson coefficient shows that our dataset corre-
lates with human annotation better than the dataset
of Kajiwara and Yamamoto (2015), possibly be-
cause we controlled each sentence to include only
one complex word. Because our dataset is bal-
anced, the accuracy of Web corpus-based metrics
(Frequency and Number of Users) closer than the
dataset of Kajiwara and Yamamoto (2015).

6 Conclusion

We have presented a new controlled and balanced
dataset for the evaluation of Japanese lexical sim-
plification. Experimental results show that (1)
our dataset is more consistent than the previous
datasets and (2) lexical simplification methods us-
ing our dataset correlate with human annotation
better than the previous datasets. Future work in-
cludes increasing the number of sentences, so as
to leverage the dataset for machine learning-based
simplification methods.
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Abstract

A hierarchical word alignment model that
searches for k-best partial alignments on
target constituent 1-best parse trees has
been shown to outperform previous mod-
els. However, relying solely on 1-best
parses trees might hinder the search for
good alignments because 1-best trees are
not necessarily the best for word align-
ment tasks in practice. This paper in-
troduces a dependency forest based word
alignment model, which utilizes target de-
pendency forests in an attempt to mini-
mize the impact on limitations attributable
to 1-best parse trees. We present how
k-best alignments are constructed over
target-side dependency forests. Alignment
experiments on the Japanese-English lan-
guage pair show a relative error reduction
of 4% of the alignment score compared to
a model with 1-best parse trees.

1 Introduction

In statistical machine translation (SMT), word
alignment plays an essential role in obtaining
phrase tables (Och and Ney, 2004; Koehn et al.,
2003) or syntactic transformation rules (Chiang,
2007; Shen et al., 2008). IBM models (Brown et
al., 1993), which are based on word sequences,
have been widely used for obtaining word align-
ments because they are fast and their implementa-
tion is available as GIZA++.1

Recently, a hierarchical alignment model
(whose implementation is known as Nile2) (Riesa
et al., 2011), which performs better than IBM
models, has been proposed. In the hierarchi-
cal alignment model, both source and target con-

1http://www.statmt.org/moses/giza/GIZA++.html
2http://jasonriesa.github.io/nile/

stituency trees are used for incorporating syntactic
information as features, and it searches for k-best
partial alignments on the target constituent parse
trees. It achieved significantly better results than
the IBM Model4 in Arabic-English and Chinese-
English word alignment tasks, even though the
model was trained on only 2,280 and 1,102 par-
allel sentences as gold standard alignments. How-
ever, their models rely only on 1-best source and
target side parse trees, which are not necessarily
good for word alignment tasks.

In SMT, forest-based decoding has been pro-
posed for both constituency and dependency parse
trees (Mi et al., 2008; Tu et al., 2010). A forest
is a compact representation of n-best parse trees.
It provides more alternative parse trees to choose
from during decoding, leading to significant im-
provements in translation quality. In this paper, we
borrow this idea to build an alignment model us-
ing dependency forests rather than 1-best parses,
which makes it possible to provide the model with
more alternative parse trees that may be suitable
for word alignment tasks. The motivation of using
dependency forests instead of constituency forests
in our model is that dependency forests are more
appropriate for alignments between language pairs
with long-distance reordering, such as the one we
study in this paper. This is because they are more
suitable for capturing the complex semantic rela-
tions of words in a sentence (Kahane, 2012).

We conducted alignment experiments on the
Japanese-English language pair. Experimental re-
sults show a relative error reduction of 4% of the
alignment score compared to the model with 1-
best parse trees.

2 Model Description
2.1 Dependency Forest
We first briefly explain dependency forests that are
used in our model before describing the alignment
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Figure 1: Bottom-up search for alignments over
target-side dependency forest (This forest encodes
2-best parse trees for the sentence “he saw a girl
with a telescope.” The source sentence is “彼 (He)
は望遠鏡 (telescope)で (with)女の子 (girl)を見た
(saw)”. There are two interpretations for this sen-
tence; either “with a telescope” depends on “saw”
or “boy.”)

construction method. A dependency forest is rep-
resented by a hypergraph ⟨V, E⟩, where V is a set
of nodes and E is a set of hyperedges.

A hyperedge e connects nodes in the forest and
is defined to be a triple ⟨tails(e), head(e), score⟩,
where tails(e) is a set of dependents of e, head(e)
is the head of e, and score is the score of e
that is usually obtained by heuristics (Tu et al.,
2010). For example, e1 in Figure 1 is equal
to ⟨(he0,1, boy2,4, with4,7), saw0,7, 1.234⟩. In our
model, we use Algorithm 1 to compute hyperedge
scores. Edges in a hyperedge are defined to be
the ones obtained by connecting each tail with the
head (Line 11). Hyperedge score is the sum of all
the scores of edges in it (Line 12). The score of
an edge is the normalized sum of the scores of all
parses which contain the edge (Line 7).

Every node in a dependency forest corresponds
to a word attached with a span, which is a range of
word indices covered by the node. Following (Tu
et al., 2010), a span is represented in the form i, j,
which indicates the node covers all the words from
i-th to (j − 1)-th word. This requires dependency
forests to be projective. Separate nodes are used
for a word if the nodes in dependency trees have
different spans. For example, in Figure 1 there are
two nodes for the word “boy” because they have
different spans (i.e., (2, 4) and (2, 7)).

The construction of a dependency forest from

Input : n-best dependency parses {Ti}n
i=1

of a sentence
Score of Ti Scorei

Output: A forest F of {Ti}n
i=1

1 F =
CreateForestStructure({Ti}n

i=1)
2 edgeScores = {}
3 minScore = Min({Scorei}n

i=1)
4 for i = 1 to n do
5 Scorei− = minScore
6 for edge ∈ Ti do
7 edgeScores [edge] + = 1

nScorei

8 end
9 end

10 for hyperEdge ∈ F do
11 for edge ∈ hyperEdge do
12 hyperEdge.score+ =

edgeScores [edge]
13 end
14 end

Algorithm 1: Computation of a hyperedge score

dependency trees is done by sharing the common
nodes and edges (Line 1). The common nodes
are those with the same span and part-of-speech
(POS) . Note that the dependency forest obtained
from this method does not necessarily encode ex-
actly the dependency trees from which they are
created. Usually there are more trees that can be
extracted from the dependency forests (Boullier et
al., 2009). In our experiment, when we use the
term “a n-best dependency forest”, we indicate a
dependency forest that is created from n-best de-
pendency trees.

2.2 Finding Alignments over Forest
Following the hierarchical alignment model
(Riesa et al., 2011), our model searches for the
best alignment by constructing partial alignments
(hypotheses) over target dependency forests in a
bottom-up manner as shown in Figure 1.

The algorithm for constructing alignments is
shown in Algorithm 2. Note that source depen-
dency forests are included in the input to the al-
gorithm. This is optional but can be included for
richer features. Each node in the forest has partial
alignments sorted by alignment scores. Because
it is computationally expensive to keep all possi-
ble partial alignments for each node, we keep a
beam size of k. A partial alignment for a node is
an alignment matrix for target words that are cov-
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ered by the node. In Figure 1, each partial align-
ment is represented as a black square. Scores of
the partial alignments are a linear combination of
features. There are two types of features: local and
non-local features. A feature f is defined to be lo-
cal if and only if it can be factored among the lo-
cal productions in a tree, and non-local otherwise
(Huang, 2008).

We visit the nodes in the topological order, to
guarantee that we visit a node after visiting all its
tail nodes (Line 1). For each node, we first gen-
erates partial alignments, which are one column
alignment matrices for its word. Because of time
complexity, we only generates null, single link and
double link alignment (Line 5). A single and dou-
ble link alignment refer to a column matrix having
exactly one and two alignments, respectively, as
shown in Figure 1. For each partial alignment, we
compute its score using local features (Line 7) and
pushed to a priority queue Bv (Line 8). These par-
tial alignments are represented by black squares in
a blue container in Figure 1. Then, we compute
partial alignments for the target words covered by
the node, by combining tails’ partial alignments
and one column alignments for its word using non-
local features (Line 10 - 14), which is represented
by the orange arrows in Figure 1. k-best com-
bined partial alignments are put in Yv (Line 14).
They are represented by black squares in a yellow
container in Figure 1. Here, we use cube prun-
ing (Chiang, 2007) to get the approximate k-best
combinations. Note that in the search over con-
stituency parse trees, one column alignment ma-
trices are generated only on the leaf node (Riesa et
al., 2011), whereas we generate them also on non-
leaf nodes in the search over dependency forests.

2.3 Features

The features we used include those used in Nile
except for the automatically extracted rule and
constellation features. This is because these fea-
tures are not easily applicable to dependency
forests. As shown in our experiments, these fea-
tures have a contribution to the alignment score.
However, our primary purpose is to show the ef-
fect of using forests on alignment quality.

Several features in Nile such as source-target
POS local feature and coordination feature have
to be customized for dependency forests, because
it is possible that there are multiple nodes that cor-
respond to the same word. We decided to consider
all nodes corresponding to a word by counting the

Input : Source and target sentence s, t
Dependency forest Fs over s
Dependency forest Ft over t
Set of feature functions h
Weight vector w
Beam size k

Output: A k-best list of alignments over s
and t

1 for v ∈TopologicalSort(Ft) do
2 links = ∅
3 Bv = ∅
4 i = word-index-of(v)
5 links = {(0, i)}∪SingleLinks(i)

∪DoubleLinks(i)
6 for link ∈ links do
7 score = w · h(links, v, s, t, Fs, Ft)
8 Push(Bv, ⟨score, link⟩, k)

9 end
10 for hyperEdge ∈InHyperEdges(v)

do
11 c = hyperEdge.tail
12 Push(αv, ⟨Yc1 , · · · , Yc|c| , Bv⟩)
13 end
14 Yv =CubePruning(αv, k, w, h, v, s,

t, Fs, Ft)

15 end
Algorithm 2: Construction of alignments

frequency of each POS tag of a node, and normal-
izing it with the total frequency of POS tags in the
forest. For example, suppose there are four nodes
which correspond to the same word, whose POS
tags are JJ, VBG, JJ, VGZ. In this case the features
“src-tgt-pos-feature-JJ=0.5”, “src-tgt-pos-feature-
VBG=0.25” and “src-tgt-pos-feature-VBZ=0.25”
are activated.

Besides the features used in Nile, our model
uses a contiguous alignment local feature and a
hyperedge score non-local feature. The contigu-
ous alignment feature fires when a target word is
aligned to multiple source words, and these words
are contiguous on a forest. Preliminary experi-
ments showed, however, that none of these fea-
tures contributed to the improvement of the align-
ment score.

3 Experiments

3.1 Experimental Settings

We conducted alignment experiments on the
Japanese-English language pair. For dependency
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parsers, we used KNP (Kawahara and Kurohashi,
2006) for Japanese and Berkeley Parser (Petrov
and Klein, 2007) for English. We converted con-
stituent parse trees obtained by Berkeley Parser to
dependency parse trees using rules.3 We used 300,
100, 100 sentences from ASPEC-JE2 for train-
ing, development and test data, respectively.4 Our
model as well as Nile has a feature called third
party alignment feature, which activates for an
alignment link that is presented in the alignment
of a third party model. The beam size k was set
to 128. We used different number of parse trees
to create a target forest, e.g., 1, 10, 20, 50, 100
and 200.5 The baseline in this experiment is a
model with 1-best parse trees on the target side.
For reference, we also experimented on Nile6,
the Bayesian subtree alignment model (Nakazawa
model) (Nakazawa and Kurohashi, 2011) and IBM
Model4.7 We used Nile without automatically ex-
tracted rule features and constellation features to
make a fair comparison with our model.

3.2 Results

Table 1 shows the alignment results evaluated on
precision, recall and F-score for each experimen-
tal setting. The first row shows the names of dif-
ferent experimental settings. Each number in the
row shows the number of n-best parse trees used
to create target forests.

We can observe that using forests improves the
score. However, the improvement does not mono-
tonically increase with the number of trees on the
target side. When 100-best is used in target side,
it achieved the highest error reduction of 4% com-
pared to the baseline model. 8

We also conducted experiments on different
number of beam size k, e.g, 200 and 300, from
the insight that a larger number of trees encoded
in a forest indicates that more noisy partial align-
ments are generated, using the same k as the 1-best
model is not sufficient. However, we could not ob-
serve significant improvements.

3The conversion program is available at
https://github.com/hitochan777/mt-tools/releases/tag/1.0.1

4http://lotus.kuee.kyoto-u.ac.jp/ASPEC/
5In the experiments, we used 1-best parse trees for the

source side. Although our model also allows to use forests on
the source side, preliminary experiments showed that using
forests on the source side does not improve the alignment
score.

6Note that Nile uses 1-best constituency parse tree
7The alignments from Nakazawa model and IBM Model

4 were symmetrized with the grow-diag-final heuristic.
8(82.39− 81.66) / (100− 81.66) ≈ 4%

4 Discussion

We observed the improvement of alignments by
using forests. We checked whether good parse
trees were chosen when higher F-scores were
achieved. It turned out that better parse trees led to
higher F-scores, as shown in Figure 2a, but it was
not always the case.

Figure 2a shows an improved example by us-
ing 100-best trees on the target side. In the fig-
ure, we can observe that “の” and “of” are cor-
rectly aligned. We observe that the English 1-best
parse tree is incorrect, whereas 100-best model
were able to choose a better tree.

Figure 2b shows a worsened example by using
200-best trees on the target side. We can see that
the 200-best model aligned many words unneces-
sarily and the wrong tree is chosen even though
the 1-best parse is good. There were many cases
in which forests are harmful for alignments. There
are two possible reasons. Firstly, most of the fea-
tures in our model comes from Nile, but they are
not informative enough to choose better parses
from forests. Secondly, our model is likely to suf-
fer from the data sparseness because using forests
generates more noise than 1-best parses.

For our model to benefit from forests we have
to consider the following: Firstly, our model’s fea-
ture is based on the assumption that source and
target forests contain trees with similar structures
to each other. However the projectivity of forests
prohibits our model from generating (choosing)
target trees that are similar to the ones in source
forests. Secondly, we observed the cases where no
parse in forests captures the correct root and the
difference of n-best parses are mainly POS tags of
words.

Our model performs on par with Nile because
our model is based on Nile. However, our
model outperforms the Nakazawa model and IBM
Model4. This is because our model is supervised
but these models are unsupervised. The Nakazawa
model outperformed IBM Model4 because it uti-
lizes dependency trees, which provide richer in-
formation.

5 Related Work

Studies have been conducted to make use of more
alternatives to cope with the unreliability of 1-
best results. Liu et al. (2009) proposed a struc-
ture called weighted alignment matrix, which en-
codes the distribution over all possible alignments.

11



Model 1 10 20 50 100 150 200 Nile Nakazawa IBM Model 4
Precision 82.56 82.90 83.51 83.28 83.77 83.34 83.39 83.26 70.59 63.21

Recall 80.79 80.88 80.62 80.75 81.05 80.66 80.75 81.52 82.67 74.25
F-score 81.66 81.87 82.04 81.99 82.39 81.98 82.05 82.38 76.16 68.29

Table 1: Precision, Recall and F-score for ASPEC-JE. The numbers in the first row refer to the number
of k-best parse trees used to generate forests.

(a) 1-best and 100-best model comparison in the alignment of
“onto a single row of detectors on” and “上 (on) の (of) 単一
(single)列 (row)の (of)検出器 (detectors)”

(b) 1-best and 200-best model comparison in the alignment of
“in comparison with one in 2000” and “2030(2030) 年 (year)
には (in)”

Figure 2: Alignment result: Black boxes represent golden alignments. Triangles represent 1-best model
alignments. Circles represent the alignments of proposed model. Black and red arcs represent 1-best
parses and chosen parses respectively.

They introduced a way to extract phrase pairs
and estimate their probabilities. Their proposed
method outperformed the baseline which uses n-
best alignments. Venugopal et al. (2008) used
n-best alignments and parses to generate fraction
counts used for machine translation downstream
estimation. While their approaches are to use n-
best alignments already obtained from some align-
ment models, our model finds k-best list of align-
ments for given sentences.

Mi et al. (2008) and Tu et al. (2010) used packed
constituency forests and dependency forests re-
spectively for decoding. The best path that is suit-
able for translation is chosen from the forest dur-
ing decoding, leading to significant improvement
in translation quality. Note that they do not use
forests for obtaining word alignments.

The approaches for modeling word alignment
can be divided into two categories: discrimi-
native models (Dyer et al., 2011; Setiawan et
al., 2010) and generative models (Brown et al.,
1993; Nakazawa and Kurohashi, 2011). Gener-
ative models such as the IBM models (Brown et
al., 1993) have the advantage that they do not re-
quire golden alignment training data annotated by

humans. However, it is difficult to incorporate
arbitrary features in these models. On the other
hand, discriminative models can incorporate arbi-
trary features such as syntactic information, but
they generally require gold training data, which is
hard to obtain in large scale. For discriminative
models, word alignment models using deep neural
network have been proposed recently (Tamura et
al., 2014; Songyot and Chiang, 2014; Yang et al.,
2013).

6 Conclusion

In this work, we proposed a hierarchical alignment
model based on dependency forests, which ad-
vanced an alignment model that uses constituency
parse trees (Riesa et al., 2011) to allow to use more
suitable parse trees for word alignment. Experi-
mental results on the Japanese-English language
pair show a relative error reduction of 4% of the
alignment score compared to a model with 1-best
parse trees that using forest on the target side.

Our future work will involve the implementa-
tion of missing features, because the automatic
translation rule features had a large contribution
to the improvement of alignment quality in Nile.
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The experimental results show that Nile, which
uses 1-best constituency parses , had almost the
same F-score as our proposed method with 100-
best parse trees. It will be interesting to see the
effect of using forests in Nile.

Moreover, we are considering to investigate the
efficacy of our model with different parsers and
language pairs.

Finally, we are also considering using training
data with richer information such as the one de-
scribed in (Li et al., 2010).
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Abstract

Adverse drug events (ADEs) are medical
complications co-occurring with a period
of drug usage. Identification of ADEs
is a primary way of evaluating available
quality of care. As more social media
users begin discussing their drug experi-
ences online, public data becomes avail-
able for researchers to expand existing
electronic ADE reporting systems, though
non-standard language inhibits ease of
analysis. In this study, portions of a new
corpus of approximately 160,000 tweets
were used to create a lexicon-driven ADE
detection system using semi-supervised,
pattern-based bootstrapping. This method
was able to identify misspellings, slang
terms, and other non-standard language
features of social media data to drive a
competitive ADE detection system.

1 Background

Pharmacovigilance is tasked with detecting, as-
sessing, understanding, and preventing adverse
effects or other drug-related medical problems
(Organization, 2002). Adverse effects in post-
approval drugs constitute a major public health
issue, representing the fourth leading cause of
death in the United States and an overall treat-
ment cost higher than those of cardiovascular
and diabetes care combined (Chee et al., 2011).
In the United States alone, over 700,000 yearly
hospital admissions—between 2 and 5% of total
admissions—result from moderate to severe ad-
verse effects (Honigman et al., 2001), underscor-
ing the need to identify and prevent these serious
medical complications.

Adverse effects from drug usage are bro-
ken down further into two categories—adverse

drug events (ADEs) and adverse drug reactions
(ADRs). ADRs are a subset of ADEs, where
causality between a drug treatment program and
negative medical reaction has been established
such that the negative reactions occur in within
standard dosages (Organization, 1972). ADEs
more loosely define any overlapping period of
drug treatment and adverse medical effects. Im-
portantly, ADEs do not imply causation between
the drug use and co-occurring negative event
(Eriksson et al., 2013). Timely, accurate identifi-
cation of these medical complications therefore fa-
cilitates improvements in patient health and helps
decrease both manpower and monetary costs to a
healthcare system and is considered a key quality
of medical care (Honigman et al., 2001).

Existing systems of ADE documentation typi-
cally rely on automatic reporting systems hosted
by national or international public health organi-
zations, electronic health records, or data from
other high-quality resources. Social media was
an untapped resource until recently, despite evi-
dence that suggests nearly 31% of patients suffer-
ing from chronic illness and 38% of medical care-
givers consult drug reviews posted online to vari-
ous social media sites (Harpaz et al., 2014).

Twitter has recently been used as an ADR
detection resource in numerous research studies
within the last five years, with methodologies
ranging from lexicon matching to supervised ma-
chine learning (Sarker et al., 2015). Tweets can be
used to supplement existing electronic ADE/ADR
monitoring systems by providing real-world, real-
time clinical narratives from users posted in the
public domain. Because many electronic monitor-
ing systems underreport the prevalence of minor
ADEs/ADRs, typically due to their absence from
medical records and clinical studies (Eriksson et
al., 2013), Twitter presents a valuable resource for
providing data on a wide range of negative medi-
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cal events.
Social media data presents unique challenges

to clinical NLP studies in ways analogous to
electronic medical records—non-standard syntax,
jargon, and misspellings handicap many exist-
ing NLP systems (Eriksson et al., 2013). Han-
dling these areas of non-standard language usage
complicates lexicon-based attempts at retrieving
Tweets containing potential ADEs/ADRs. Many
recently published systems handle this by map-
ping annotated ADEs/ADRs to entries in med-
ical ontologies (Sarker et al., 2015). Annota-
tion is a time-consuming process and limits the
size of training data sets. Many problems with
non-standard language usage can be addressed
with semi-supervised, pattern-based bootstrapping
which, after sufficient analysis, yields high-quality
lexicons with competitive ADE/ADR detection
capabilities.

2 Data

The largest existing publicly available dataset for
this domain is Arizona State University’s DIEGO
Lab data, containing over 7,500 tweets annotated
for presence or absence of an ADR (Ginn et al.,
2014; Nikfarjam et al., 2015). Roughly 2,000 of
the tweets contain annotated ADR relations. This
data set has been used in both machine learning
and lexicon-based approaches to ADR detection
in social media (O’Connor et al., 2014).

In order to take advantage of semi-supervised
learning methods and real-time data, Twitter-
Drugs, a new corpus of 166,551 tweets, was gener-
ated from public tweets mined from mid-January
to mid-February 2016 using 334 different drugs.
Drugs were compiled from those used in the
DIEGO data and supplemented with the New York
State Department of Health’s 150 Most Frequently
Prescribed Drugs1, and those listed in Chemical
and Engineering News’ Top 50 Drugs of 20142.

After collecting approximately 700K query re-
sults, each tweet was heuristically screened for
relevance. Tweets were considered irrelevant if
they contained an external URL, any of a set
of 16 salesmanship terms such as promo or free
shipping, and whether the tweet text itself con-
tained the queried drug string. Screening removed
roughly 76.1% of mined tweets. The corpus is

1apps.health.ny.gov/pdpw
/DrugInfo/DrugInfo.action

2CEN-supplement092014.pdf

Figure 1: Riloff and Jones (1999)’s meta-
bootstrapping algorithm

available online3 for future use or expansion and
represents the largest available data set for Twitter-
based clinical NLP tasks.

3 Methodology

Identifying potential ADEs required extraction
of both drug mentions and negative medical
events, for instance oxycontin and made me
dizzy. Novel mentions were identified using a
set of extraction patterns and a lexicon. Extrac-
tion patterns are flexible regular expressions capa-
ble of identifying both known and novel mentions.
For instance, the pattern took three <DRUG>
might identify oxycontin, ibuprofen, or
benzos. made me <REACTION>, similarly,
might identify dizzy, hungry, or throw up.
Newly identified items are added to lexicons
which are in turn used to identify new items.

Two separate lexicons for drugs and med-
ical events were generated using the meta-
bootstrapping algorithm detailed in Riloff and
Jones (1999), which uses a pre-defined set of pat-
terns to identify novel lexicon items occurring in
similar environments as known lexicon items. To
identify novel mentions, the algorithm relies on an
initial set of extraction patterns and a small num-
ber of seed words to define the semantic category
of interest, as seen in Figure 1. Though boot-
strapped lexicons contain noise, manually screen-
ing for relevant items results in robust, automat-
ically generated lexicons well suited to the task
of identifying potential ADEs. Importantly, this
method does not require expensive manual anno-
tation and is capable of handling the colloquial
terms and misspellings commonly found in social
media data even though it is not specifically tai-
lored for non-standard usage.

3github.com/ericbenz/TwitterDrugs
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Meta-bootstrapping first identifies relevant ex-
traction contexts from an input corpus and lists of
known category items. This, in turn, results in
a list of context patterns. Contexts were gener-
ated by taking combinations of one to three words
preceding or following the known category item.
Table 1 shows how known drug names and med-
ical events present in each context pattern were
anonymized with regular expressions capable of
extracting one or many words.

Table 1: Extraction patterns and possible matches

Candidate Pattern Extracted Entities
took (\S+) tablet ibuprofen, xanax,

one, 25mg
made me (\S\s+)+ throw up, feel like

dying, super happy

Each candidate pattern was subsequently scored
on the basis of how many new category items it
extracts relative to the number of existing lexicon
items. Scoring is initially spurred by the relat-
edness of extracted entities to a handful of seed
words defining the semantic category of interest.
Each pattern is scored with the function

score(pattern) = R ∗ log2 F (1)

where F is the number of unique entities gener-
ated by the pattern which are already present in
the semantic lexicon and R = F

N , where N is the
total number of words the pattern extracted. R is
high when patterns extract numerous items that are
already contained in the semantic lexicon, as this
reflects a high likelihood that all entities produced
by this pattern are semantic category items.

This scoring function, however, is incapable of
appropriately addressing the robustness of multi-
word medical events. In some cases, an extracted
entity contains multiple unique reactions, such as

gave me vertigo and really bad
nausea

where vertigo and nausea should be consid-
ered independently. Judging the above example
based on the whole string as an indivisible entity
will score it too low to be considered semantically
relevant. This is because the string as an indi-
visible whole is unlikely to ever occur again or
bear strong semblance to the provided seed words
or existing lexicon items. Only portions of this

string are important potential category items and
are likely to be included in seed words or easily
identified by patterns extracting single words.

Reranking this pattern to favor extractions con-
taining these two substrings can allow the the en-
tire extraction to enter the medical event lexicon
where each relevant bit can be manually identified
in post-processing. To do this, the scoring function
was modified as

score(pattern) = λ(R ∗ log2 F ) (2)

where F is re-evaluated as the number of rele-
vant substrings, and λ is a penalty term where
λ = c

log2(avg words) , where c is a constant and
avg words is the average number of tokens per
extraction per pattern. All other terms remain the
same between both scoring functions.

Because the F values grow increasingly large as
the semantic lexicons grow, the λ penalty is intro-
duced to control the balance of single and multiple
word entities. Shorter strings containing more rel-
evant entities are penalized less than longer ones
potentially containing lots of noise. The c constant
must grow in proportion to the number of data in-
stances being used in the training set. Too small a
c value will result in lexicons comprised mostly of
single-word extractions. Too large a c value will
result in lexicons comprised mostly of multi-word
extractions.

Following the scoring of each pattern, each en-
tity is evaluated with the scoring function

score(entity) =
N∑

k=1

1+(0.1 ∗ score(patternk))

(3)
where N is the number of different patterns which
found the entity being scored. This function scores
each entity on the basis of how many patterns were
able to identify it, as words extracted by numerous
patterns are more likely to be true members of the
semantic lexicon. The five highest scoring patterns
are added to the semantic lexicon, serving as ad-
ditional seed words for subsequent bootstrapping
iterations. This process continues until end condi-
tions are reached.

4 Results

Six different training sets were used in the boot-
strapping tasks to explore the influence of unanno-
tated data during lexicon generation. Each train-
ing set contained the full DIEGO Lab training
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corpus and an increasingly large amount of non-
overlapping TwitterDrugs data. The bootstrapping
procedure outlined above continued until lexicons
contained maximally 5000+i items, where i is the
number of seed words. Bootstrapping terminated
early if new items were not added for five consec-
utive iterations.

The resulting lexicons were used to flag tweets
in held-out test sets where an extracted drug co-
occurred with an extracted reaction. The DIEGO
test set was used to compare flagged tweets using
this methodology to O’Connor et al. (2014), which
utilized a different lexicon-based ADR detection
algorithm on the same DIEGO data set. Tweets
flagged using bootstrapped lexicons increased pre-
cision, recall, and F1 in most cases, suggesting the
viability of this method.

4.1 Generating Drug Lexicons
Drug lexicons were generated using 10-20 seed
words. As the number of training instances in-
creased, additional seed words were required to
spur the bootstrapping algorithm to add lexicon
items in early iterations. Seed words were taken
from the most frequently occurring drugs in the
DIEGO training corpus.

Using only the DIEGO training data resulted in
1907 candidate patterns, 1312 extracted entities,
and 113 relevant identified drugs. The best per-
forming training set added 5K tweets from Twit-
terDrugs to those in the DIEGO training set, re-
sulting in 355 relevant extracted entities of which
nearly 60% were neither in the DIEGO data nor
the list of drugs used to generate the TwitterDrugs
corpus. Included in these lexicons are numerous
misspellings, slang terms, and hashtags.4

4.2 Generating Medical Event Lexicons
Due to the challenges associated with multi-word
extractions, only three training sets were explored
for reaction extraction. 30 seed word were used for
all bootstrapping procedures, taken from the most
frequent annotated ADRs in the DIEGO dataset
provided they were less than five words long.

Using only the DIEGO training data resulted
in 32,879 candidate patterns, producing a lexicon
with 1321 items. To balance single and multi-
word expressions, where c = 0.25 for this small
dataset. Manual analysis of each lexicon item

4Twitter permits the use of the # ‘hashtag’ to prefix strings
for searching, indexing, and statistical analysis such as in
#adderall or #mighthaveaheartattack

yielded 500 medical events after complex, multi-
word entities were broken down. The largest
lexicon contained 783 medical events extracted
from 177,494 patterns generated by appending 5K
tweets from TwitterDrugs to the DIEGO training
set. c = 0.75 in this case. Over 87% of this lexi-
con contained novel entities.

4.3 Identifying Potential ADEs

Tweets were flagged as ‘potentially containing
an ADE’ by identifying those in which a term
from a drug lexicon co-occurred with one from
a medical event lexicon. The effects of increas-
ing the amount of training data can be seen in Ta-
ble 2, which shows that an increasing proportion
of tweets are flagged as the amount of training data
increases. This suggests that the composition of
the resulting lexicons contains drugs and reactions
that more frequently co-occur.

The low proportion of flagged tweets is unsur-
prising, as most Twitter users rarely discuss the
physical effects of their drug use. It is important
to emphasize that the proportion of true ADEs is
not identical to the proportion flagged. Discussion
of drug indications—why a drug was taken—and
beneficial effects are much more common than
ADEs or ADRs. Of the proportion of flagged
tweets, roughly 25.2% contained obvious ADEs.
This is roughly 16% more than the 9.3% captured
in the O’Connor et al. (2014) study which used
only the DIEGO data.

In order to better evaluate the composition of
flagged tweets using the bootstrapped lexicons, re-
sults were directly compared to the O’Connor et
al. (2014) study using the 317 tweets distributed
in the DIEGO Lab test set. O’Connor et al. (2014)
reported precision, recall, and F1 scores of 0.62,
0.54, and 0.58, respectively. In nearly all cases,
bootstrapped lexicons have higher precision and
F1 score as Table 3 shows.

Adding small amounts of data helped increase
performance mostly through increases in preci-
sion. Larger datasets hurt performance because
the bootstrapped lexicons were tuned more ap-
propriately to the composition of drugs and reac-
tions present in the TwitterDrugs corpus which are
not guaranteed to overlap exactly with the DIEGO
data despite the shared source (Twitter).

Flagged tweets must be manually reviewed
for potential ADE/ADR relations. Because
flagged tweets were simply captured by mere co-
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Table 2: Proportions of flagged tweets as ‘potentially containing ADE relation’ increases as larger
amounts of TwitterDrugs data is used for bootstrapping.
(*—lexicon generated from DIEGO +5K TD dataset)

Training Corpus Held-out Test Set #Drugs # ADEs Num. Flagged % Flagged
DIEGO TwitterDrugs (TD) 113 500 7,993/166,551 4.80%
DIEGO +1K TD 165K TD 235 702 22,981/165,868 13.85%
DIEGO +5K TD 160K TD 355 783 25,135/161,868 15.53%
DIEGO +10K TD 155K TD 343 783* 24,661/156,868 15.72%
DIEGO +25K TD 140K TD 311 783* 22,668/141,868 15.98%
DIEGO +50K TD 115K TD 287 783* 19,091/116,868 16.34%

Table 3: Precision, recall, and F1 score for bootstrapped lexicons using different training set combina-
tions using larger portions of TwitterDrugs data, best results in bold

Drug Train Set
DIEGO +1K +5K +10K +25K +50K

M
ed

.E
ve

nt
Tr

ai
n

Se
t

D
IE

G
O P = .7321 .7182 .7297 .7156 .7170 .7142

R = .5125 .4938 .5062 .4875 .4750 .4688
F1 = .6029 .5852 .5978 .5799 .5714 .5660

+1K
.7419 .7177 .7280 .7154 .7167 .7167
.5750 .5563 .5688 .5500 .5375 .5373
.6479 .6267 .6386 .6219 .6143 .6142

+5K
.7368 .7130 .7241 .7105 .7112 .7112
.5250 .5125 .5250 .5063 .4938 .4938
.6131 .5964 .6087 .5912 .5830 .5830

occurrence of terms, numerous captured tweets
contain discussions of beneficial effects or why
a drug was taken. For instance, no obvious
ADE/ADR exists in the flagged tweet

That ibuprofen 800 knocked my
headache right out

Contrast this with

took this vicodin and it is
seriously hard to breathe all of

a sudden

which clearly documents a potentially dangerous
co-occurrence of Vicodin R© and breathing difficul-
ties. Untangling beneficial effects and drug in-
dications remains a problem area for automatic
ADE/ADR detection especially given that similar
language is used for both.

5 Discussion

Though social media represents a rich source of
data, ADE detection with lexicon-based methods
remains vulnerable to data sparsity—a low per-
centage of tweets containing drug names actu-
ally include ADEs. However, the results dis-
cussed above show that bootstrapping can in-
crease the proportion of true ADEs in returned

datasets. Meta-bootstrapped lexicons do not re-
quire extensive manual annotation unlike other re-
cent lexicon-based systems. Because of the scor-
ing function, bootstrapped lexicons are able to eas-
ily capture variations in spelling and slang phrases
provided they occur in contexts similar to the
words present in the growing semantic lexicon.

In the drug lexicon, several misspellings or
slang variations of numerous drugs were iden-
tified, such as bendaryl (Benadryl R©) or
xannies (Xanax R©), addressing a problem area
for social media data. If one were to simply ap-
ply existing drug lexicons against this dataset, any
slang terms or misspellings would be missed with-
out additional processing. Meta-bootstrapping
can easily retrieve this data, with the only post-
processing being quick manual sifting of gener-
ated lexicons for relevant category items.

Medical event lexicons tended to robustly in-
clude slang descriptions for medical issues rang-
ing from intoxication (tweakin, turnt up,
smashed) to mental states (got me up like
zombies), to descriptions of body processes
and fluids (barf, urine contains blood).
These cannot be identified with existing medical
ontologies and several are liable to change dramat-
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ically as drug users modify the ways they describe
their experiences. Importantly, manual analysis
can easily capture these potential ADE indications
without robust medical training.

Taken together, misspellings and common slang
descriptions can be used to identify potentially se-
vere ADEs, such as

The ER gave me percs and
flexeril, I’m high af lmao

where percs is a slang term for Percocet R©, and
high a common generic description for any num-
ber of abnormal sensory events. Percocet R© and
Flexeril R© have a high potential for drug interac-
tion causing drowsiness, lightheadedness, confu-
sion, dizziness, and vision problems5—all poten-
tial adverse events contained within the generic
slang term. Within slang-driven social media data,
this drug interaction and its associated side ef-
fect would be difficult to capture without the flex-
ible lexicons generated by the bootstrapping pro-
cedure.

Because the bootstrapped lexicons require
manual pruning of irrelevant results, meta-
bootstrapping is unlikely to save large amounts
of time compared to existing research methods.
However, the ease at which novel, relevant, non-
standard lexicon items are identified and added to
the lexicon and the competitive abilities of known-
ADE identification in a small test set emphasizes
the applicability of this approach for this task.

6 Future Work

The lexicons generated by meta-bootstrapping
provide numerous opportunities for research ex-
tension. For instance, lexicons may be easily ap-
plied across a drug class, allowing for fast identi-
fication of ADE discussion in social media across
a particular class of interest, such as the ongoing
crisis surrounding the abuse of prescription-only
narcotic painkillers. After flagging a tweet con-
taining an ADE/ADR resulting from opioid use,
researchers could utilize tweet metadata to help
crisis managers identify demographic areas of in-
terest for more targeted care.

Outside pharmacovigilance, the lexicons can
also be used to ‘bootstrap’ corpus generation. Be-
cause novel extractions represented roughly 60%
of the generated drug lexicon, these new entries

5umm.edu/health/medical
/drug-interaction-tool

can be used to expand the search query set, return-
ing a more diverse set of tweets than the original
334 drug names. This, in turn, is likely to lead
to identification of more novel items, allowing the
process to be repeated. Doing so allows for easy
identification of slang terms as they are created
and enter common use.

Lastly, the TwitterDrugs corpus represents a
rich resource for subsequent research. It may
be easily annotated for supervised techniques, or
can be explored with different semi- and unsuper-
vised methods for lexicon generation, relation ex-
traction, or ADE/ADR classification. The boot-
strapping procedure itself can be modified to in-
clude additional standardization techniques which
may diminish the number of patterns by simplify-
ing linguistic complexities. Lemmatization would
be highly effective here, allowing patterns differ-
entiated by only inflectional morphology to be
combined. However, many of these standardiza-
tion techniques still perform poorly on the non-
standard language found in social media data.
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Abstract

Quantitative analysis of human brain ac-
tivity based on language representations,
such as the semantic categories of words,
have been actively studied in the field of
brain and neuroscience. Our study aims to
generate natural language descriptions for
human brain activation phenomena caused
by visual stimulus by employing deep
learning methods, which have gained in-
terest as an effective approach to automat-
ically describe natural language expres-
sions for various type of multi-modal in-
formation, such as images. We employed
an image-captioning system based on a
deep learning framework as the basis for
our method by learning the relationship
between the brain activity data and the
features of an intermediate expression of
the deep neural network owing to lack of
training brain data. We conducted three
experiments and were able to generate nat-
ural language sentences which enabled us
to quantitatively interpret brain activity.

1 Introduction

In the field of brain and neuroscience, analyzing
semantic activities occurring in the human brain is
an area of active study. Meanwhile, in the field
of computational linguistics, the recent evolution
of deep learning methods has allowed methods of
generating captions for images to be actively stud-
ied. Combining these backgrounds, we propose a
method to quantitatively interpret the states of the
human brain with natural language descriptions,
referring to prior methods developed in the fields
of both brain and neuroscience and computational
linguistics. Because it is difficult to prepare a
large-scale brain activity dataset to train a deep

neural model of generating captions for brain ac-
tivity from scratch, therefore, to handle this prob-
lem, we instead reuse a model trained to generate
captions for images as the basis for our method.
We apply brain activity data, instead of images,
to the image caption-generation frameworks pro-
posed by Vinyals et al.(2015) and Xu et al.(2015)
to generate natural language descriptions express-
ing the contents of the brain activity. In this way,
we aim to achieve a quantitative analysis of brain
activities through language representation.

2 Related Studies

2.1 Language representation estimated from
brain activity

In recent years, in the field of brain and neuro-
science, the quantitative analysis of what a human
recalls using brain activity data observed via func-
tional magnetic resonance imaging (fMRI) while
he or she watches motion pictures has been ac-
tively studied (Mitchell et al., 2008; Nishimoto et
al., 2011; Pereira et al., 2013; Huth et al., 2012;
Stansbury et al., 2013; Horikawa et al., 2013).
Huth et al. (2012) created a map for semantic
representation at the cerebral cortex by revealing
the corresponding relationships between brain ac-
tivities and the words of WordNet (Miller, 1995),
thus representing objects and actions in motion
pictures. Stansbury et al. (2013) employed Latent
Dirichlet Allocation (LDA) (Blei et al., 2003) to
assign semantic labels to still pictures using nat-
ural language descriptions synchronized with the
pictures and discussed the resulting relationship
between the visual stimulus evoked by the still pic-
tures and brain activity. Based on these relation-
ships, they have built a model that classifies brain
activity into semantic categories, revealing the ar-
eas of the brain that deal with particular categories.
Cukur et al. (2013) estimated how a human being
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semantically changes his or her recognition of ob-
jects from the brain activity data in cases where he
or she pays attention to objects in a motion pic-
ture. As mentioned above, Statistical models ana-
lyzing semantic representation in human brain ac-
tivity have attracted considerable attention as ap-
propriate models to explain higher order cognitive
representations based on human sensory or con-
textual information.

Furthermore, Nishida et al.(2015) demonstrated
that skip-gram, employed in the framework of
word2vec proposed by Mikolov (2013), is a more
appropriate model than the conventional statisti-
cal models used for the quantitative analysis of se-
mantic representation in human brain activity un-
der the same experimental settings as the prior
studies. Moreover, they showed that there is a
correlation between the distributed semantics, ob-
tained by employing skip-gram to build distributed
semantic vectors in the framework of word2vec
with the Japanese Wikipedia corpus, and brain ac-
tivity observed through blood oxygen level depen-
dent (BOLD) contrast imaging via fMRI.

Prior studies have attempted to quantitatively
analyze the relationship between semantic cate-
gories and human brain activity from the perspec-
tive of language representation, especially, the se-
mantic categories of words. In this study, we aim
to take a step further toward quantitatively analyz-
ing this relationship by expressing brain activity
with natural language descriptions.

2.2 Caption generation from images
Many previous studies on image caption genera-
tion have been based on two principal approaches.
The first approach is to retrieve existing captions
from a large database for a given image by ranking
the captions (Kuznetsova et al., 2012; Kuznetsova
et al., 2014; Vendrov et al., 2016; Yagcioglu et
al., 2015). The second approach is to fill sen-
tence templates based on the features extracted
from a given image, such as objects and spatial
relationships (Elliott and Keller, 2013; Elliott and
Vries, 2015; Kulkarni et al., 2013; Mitchell et al.,
2012). Although these approaches can produce ac-
curate descriptions, they are neither flexible nor
natural descriptions such as the ones written by
humans. Recently, multiple methods proposed
for generating captions for images have been de-
veloped based on the encoder-decoder (enc-dec)
framework (Cho et al., 2014; Cho et al., 2015),
which is typically used for media transforma-

tion (Chorowski, 2015), e.g., machine transla-
tion (Sutskever et al., 2014; Cho et al., 2014; Kiros
et al., 2014; Bahdanau et al., 2015), to generate
captions for images (Donahue et al., 2015; Kiros
et al., 2015; Mao et al., 2014; Vinyals et al., 2015).

In the enc-dec framework, by combining two
deep neural network models functioning as an en-
coder and a decoder, the enc-dec model first en-
codes input information into an intermediate ex-
pression and then decodes it into an expression in
a different modality than that of the input informa-
tion. Vinyals et al. (2015) achieved caption gen-
eration for images by building a enc-dec network
employing GoogLeNet (Ioffe and Szegedy, 2015),
which works effectively to extract the features
of images, as the encoder, and Long Short-Term
Memory Language Model (LSTM-LM) (Hochre-
iter and Schmidhuber, 1997; Sutskever et al.,
2014), which is a deep neural language model, as
the decoder. Xu et al. (2015) proposed a model
using the Attention Mechanism (Cho et al., 2015)
and demonstrated that the model achieved high
precision when generating captions. Attention
Mechanism is a system that automatically learns
to pay attention to different parts of the input for
each element of the output (Bahdanau et al., 2015;
Cho et al., 2015; Yao et al., 2015).

In our study, we provide an enc-dec network
with brain activity data as input, instead of an im-
age, and attempt to generate natural language de-
scriptions for this data.

3 Proposed Method

First, the process to generate captions for images
using deep neural networks, employed in Vinyals
et al.(2015) and Xu et al.(2015), works as follows:

Step 1. Encoder: Extraction of features using VGGNet
The encoder VGGNet (Simonyan and Zisserman,
2015), a pre-trained deep convolutional network, ex-
tracts the features from the input image. In the case
with Attention Mechanism, the output of the encoder
is 512×14×14 dimensional data from the intermediate
convolutional layer of VGGNet. In the case without
Attention Mechanism, the output is 4,096 dimensional
data from the last fully-connected layer of VGGNet.

Step 2. Process for intermediate expression
In the case with Attention Mechanism, the weighted
sum of the set of the intermediate expressions calcu-
lated in Step 1 is computed as the input for the decoder.
The weighted coefficients are learned by means of a
multi-layered perceptron based on the hidden states of
the decoder at the previous time step and 512 interme-
diate expressions. In the case without Attention Mech-
anism, the output of the encoder from Step 1 is just the
input of the decoder in Step 3.
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Step 3. Decoder: Word estimation by LSTM-LM
The LSTM-LM decoder predicts the next word from
the intermediate expression produced in Step 2 and the
hidden states of LSTM at the previous time step.

Step 4. Caption generation by iterative word estimation
A caption is generated by estimating the words one-by-
one repeating Steps 2 and 3 until either the length of
the sentence exceeds the predefined maximum or the
terminal symbol of a sentence is output.

This study aims to generate natural language
sentences that describe the events a human be-
ing calls to mind from the human brain activ-
ity input data observed by fMRI via the above
caption-generation process. Figures 1 and 2 show
overviews of our methods with and without Atten-
tion Mechanism, respectively. In essence, we train
a simple model, a 3-layered perceptron (multi-
layered perceptron; MLP) or ridge regression
model, to learn the corresponding relationships
between the cerebral nerve activity data stimulated
by the input images and the features of the same
image extracted by VGGNet, namely, the interme-
diate expression as for the image caption genera-
tor. The model replaces VGGNet as the encoder
when brain activity data are used as input infor-
mation instead of images. Then, the rest of the
process to generate captions is the same as that of
the above image caption generator. The process of
the proposed method is as follows:

Step 1. Encode brain activity to an intermediate expression
The model, which is pre-trained to learn the mapping
from the brain activity data stimulated by an image to
the features extracted from the same image by VG-
GNet, maps the input brain data to an intermediate ex-
pression.

Step 2 ∼ 4. The rest of the process is the same as above.

4 Experiments

In this study, we conducted three experiments, un-
der the conditions shown in Table 2, using the
model of caption generation for images and the
model to learn the corresponding relationships be-
tween the brain activity data and the features ob-
tained from VGGNet. The model for Exp.1 is
illustrated in Figure 1, and the models for both
Exps.2 and 3 are illustrated in Figure 2.

4.1 Experimental settings

We employed Chainer1 as the deep-learning
framework. We used Microsoft COCO2, which
contains 414,113 pairs of data with still pictures

1http://chainer.org/
2http://mscoco.org/

and natural language descriptions of their con-
tents, as the training data for the building caption-
generation model. In this study, we have so far
been able to train the network with 168,000 pairs
of the total dataset in the below experiments.

Table 2: The experimental setting.
Exp. Image to Caption Brain to Intermediate

Exp.1 Attention Mechanism 3-layered MLP
Exp.2 Without (Neural Network)
Exp.3 Attention Mechanism Ridge regression

We employed the brain activity data of a sub-
ject being stimulated by motion pictures (Nishi-
moto et al., 2011) as the data for training and eval-
uation. In the experiments, we used BOLD sig-
nals observed every 2s via fMRI while the sub-
ject was watching motion pictures as the brain ac-
tivity data, and the still pictures extracted from
the motion pictures were synchronized with the
brain data. The brain activity data were ob-
served throughout the brain and were recorded
in 100(x)×100(y)×32(z) voxels. We employed
30,662 voxels corresponding to only the cerebral
cortex region, which is the area of the whole brain,
in the above observed voxels as input brain data
(see, Figure 3). In the Exp.1, the multi-layered
perceptron learns the corresponding relationships
between the input 30,662 dimensional brain data
and the 14×14×512=100,352 dimensional data of
the intermediate layer of VGGNet. In Exps.2 and
3, the 4,096 dimensional feature vector output by
VGGNet is the target that needs to be correlated
with the brain activity data. We have only 3,600
training brain activity data which are too small to
train deep neural networks, so we have applied a
pre-trained deep neural image caption generator to
the task for describing brain activity caused by vi-
sual stimulation.

4.2 Exp.1: With Attention Mechanism and
3-layered MLP

First, we confirmed that our caption-generation
model with the Attention Mechanism was well
trained and had learned “attention” by generat-
ing captions and visualizing the attention for two
pictures randomly selected from the COCO test
dataset, as shown in Figure 4. Figure 5 shows
two sets of still pictures and the generated descrip-
tions for the brain activity data selected from the
test dataset. Table 3 shows the perplexity of the
generated captions for the COCO images and the
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Figure 1: Overview of our approach (Exp.1: With Attention Mechanism and 3-Layered MLP).

Figure 2: Overview of our approach (Exps.2 and 3: Without Attention Mechanism and with 3-Layered
MLP or Ridge regression).

Table 2: Details of the experimental settings.
Exp.1: Image to Caption Exps.2 and 3: Image to Caption Exp.1: Brain to Intermediates Exp.2: Brain to Intermediate Exp.3: Brain to Intermediate 3

with Attention without Attention 3-Layered MLP 3-Layered MLP Ridge regression
Dataset Microsoft COCO brain activity data

learning rate : 1.0 (× 0.999) learning rate : 0.01
Hyper-parameters gradient norm threshold : 5 gradient norm threshold : 5 L2-norm : 0.5

L2-norm : 0.005 L2-norm : 0.005
Learned parameters Attention & LSTM LSTM weight in 3-Layered MLP parameters in Ridge reg.

initialized in [-0.1,0.1] initialized in [-0.1,0.1] initialized in [-0.2,0.2] initialized to 0
Units per layer 196 units 1,000 units 30,662 - 1,000 - 100,352 30,662 - 1,000 - 4,096 -

Vocabulary Frequent 3,469 words (512-dim vector) -
Algorithm stochastic gradient descent stochastic gradient descent ridge regression

Loss function cross entropy mean squared error

Figure 3: 30,662 voxels observed as the cerebral cortex region.
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mean square error in the training process of the 3-
layered MLP; the decreasing values of both quan-
tities indicates the training progress.

The generated sentences for Exp.1 are not
grammatically correct – they primarily comprise
unsuitable meaningless prepositions and do not
explain the contexts of the images. As for the eval-
uation of learning the model, the mean square er-
ror did not decrease sufficiently. This is proba-
bly caused by the fact that the output dimensions
(100,352) are too large compared with the input
dimensions (30,662) to learn the corresponding re-
lationships between the brain activity data and the
set of intermediate expressions.

Figure 4: Caption generation with Attention
Mechanism: target picture (left), generated cap-
tion (center), and attention (right).

Figure 5: Exp.1:Presented stimuli and the descrip-
tions generated from the evoked brain activity.

Table 3: Exp.1: Training evaluation.
Num. of data Perplexity Iteration MSE

14000 88.67 1 118.32
42000 66.24 5 116.44
84000 60.40 10 114.31

126000 60.10 15 112.36
168000 60.32 16 112.01

4.3 Exp.2: Without Attention Mechanism
and with 3-Layered MLP

Using the same procedure as Exp.1, we confirmed
that our caption-generation model without Atten-
tion Mechanism was well trained by generating
captions for two pictures.

Figure 6 shows two sets of still pictures and the
generated descriptions for the brain activity data.
Table 4 shows the perplexity of the generated im-
age captions and the mean square error of MLP.

Relative to the result of Exp.1, the meaningless
prepositions disappear and the generated words
seem to depict the image, that is, our model ac-
quires more appropriate expressions, both syntac-
tically and semantically. This is probably because
MLP could learn the relationship better by reduc-
ing the output dimension from 100,352 to 4,096;
we can confirm this by looking at the decrease in
the mean square error.

Figure 6: Exp.2:Presented stimuli and the descrip-
tions generated from the evoked brain activity.

Table 4: Exp.2: Training evaluation.
Num. of data Perplexity Iteration MSE

14000 96.50 1 28.95
42000 47.87 5 22.70
84000 47.22 10 17.19
126000 47.37 15 13.37
168000 46.30 20 10.76

4.4 Exp.3: Without Attention Mechanism
and with Ridge regression

Figure 7 shows two sets of pictures and descrip-
tions for the brain activity data selected from the
test data. The perplexity of the generated captions
for the images is the same as in Exp.2, and the
mean square error using ridge regression is 8.675.

The generated sentences are syntactically estab-
lished, that is, prepositions, e.g., “in” and “on,”
and articles, e.g., “an,” are precisely used. Com-
pared with the results of Exps.1 and 2, we can see
that the grammar of the descriptions has consid-
erably improved. Except for the subjects in the
descriptions, the contents of the images are cor-
rectly described. In particular, in the descriptions
of the second image, an appropriate description of
the image is generated, as we see that the person
and umbrella are both recognized and their rela-
tionship is correctly described. In addition, Exp.3
had the lowest mean square error.
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In these three experiments, we confirmed that
the methods without Attention Mechanism per-
form better than that with Attention Mechanism
and that ridge regression produces better results
than 3-layered perceptron. Therefore, we can con-
clude that a simple method that can avoid over-
fitting the data is more appropriate for noisy and
small data, such as brain activity data. However,
in Exp.2, if we trained the network with more
datasets, this result might be changed because we
have observed that the mean square error of MLP
has been decreasing.

Figure 7: Exp.3:Presented stimuli and the descrip-
tions generated from the evoked brain activity.

5 Conclusions

We proposed a method to generate descriptions of
brain activity data by employing a framework to
generate captions for still pictures using deep neu-
ral networks and by learning the corresponding re-
lationships between the brain activity data and the
features of the images extracted by VGGNet. We
conducted three experiments to confirm our pro-
posed method. We found that the model without
Attention Mechanism using ridge regression per-
formed the best in our experimental settings. In
the future, we aim to increase the accuracy of our
method to generate captions by revising the pa-
rameter settings, using additional training data and
introducing evaluation measures, such as BLEU
and METEOR. Moreover, we will further consider
ways to learn the relationship between brain activ-
ity data and the intermediate expression and will
introduce Bayesian optimization to optimize the
parameter settings.
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Abstract

Works on Twitter community detection
have yielded new ways to extract valuable
insights from social media. Through this
technique, Twitter users can be grouped
into different types of communities such
as those who have the same interests,
those who interact a lot, or those who
have similar sentiments about certain top-
ics. Computationally, information is rep-
resented as a graph, and community de-
tection is the problem of partitioning the
graph such that each community is more
densely connected to each other than to the
rest of the network. It has been shown that
incorporating sentiment analysis can im-
prove community detection when looking
for sentiment-based communities. How-
ever, such works only perform sentiment
analysis in isolation without considering
the tweet’s various contextual information.
Examples of these contextual information
are social network structure, and conver-
sational, author, and topic contexts. Dis-
regarding these information poses a prob-
lem because at times, context is needed
to clearly infer the sentiment of a tweet.
Thus, this research aims to improve detec-
tion of sentiment-based communities on
Twitter by performing contextual senti-
ment analysis.

1 Introduction

Twitter, as a micro-blogging platform, has become
an avenue for people to voice out their opinions
online. This gives concerned entities, like policy-
makers or brand managers, the chance to hear peo-
ple out in an unprecedented way. However, to
effectively utilize this source of information, the

massive amount of tweets must first be processed
to be more easily understood (Kavanaugh et al.,
2012).

One such way to achieve this is through com-
munity detection, which is a domain-independent,
graph-based problem that can be applied to many
different disciplines including social media analy-
sis. Its definition is that it is the problem of looking
for groups of vertices that are more densely con-
nected to each other than to the rest of the graph
(Papadopoulos et al., 2012; Tang and Liu, 2010).
Hence, due to its domain-independence, setting up
the input graph properly according to the desired
application is important (Darmon et al., 2014).
When applied to Twitter, a wide array of commu-
nities can be found, such as communities of users
with similar interests (Lim and Datta, 2012b; Lim
and Datta, 2012a), communities of users who in-
teract frequently (Amor et al., 2015), communities
of geographically-nearby users (Bakillah et al.,
2015), or communities of users with similar sen-
timents towards a certain topic (Cao et al., 2015),
among many other possibilities.

Finding these communities can yield insights
like (1) the different kinds of conversations going
on, (2) who participates in them, and (3) what they
are talking about. These kinds of insights could be
valuable to entities such as policy-makers (Amor
et al., 2015).

However, most works on Twitter community
detection are focused on finding communities
within social networks based on explicit relation-
ships between users, such as following-follower
relationships (Java et al., 2007), or mention/re-
tweet relationships (Pearce et al., 2014; Zhang et
al., 2012). An often-overlooked source of infor-
mation are the actual contents of the users’ tweets.
In some cases, this may not be important. But
when looking for communities of users who share
similar sentiments, this could potentially improve
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community detection (Deitrick and Hu, 2013).
The work of Deitrick and Hu (2013) utilized

sentiment analysis to improve community detec-
tion. In addition to the usual graph edges rep-
resenting follower-following relations, they added
more edge weights between users who expressed
the same sentiments towards the same topic. That
is, whenever two users tweet with the same sen-
timent polarity (positive or negative) containing
the same hashtag (treated as the topic), their edge
weight is incremented, indicating a stronger rela-
tionship between these users. They showed that
doing this technique improves community detec-
tion according to the modularity score, and this in
turn, facilitates better sentiment analysis.

However, works like that of Deitrick and Hu
(2013) perform sentiment analysis of a tweet in
an isolated manner. That is, various contextual in-
formation available for a tweet are totally disre-
garded. Examples of these include conversational
(tweets preceding the target tweet in the conver-
sation thread), author (tweets recently posted by
the author preceding the target tweet) and topic
(recent tweets about the same topic posted before
the target tweet) context (Ren et al., 2016; Vanzo
et al., 2014). Another example of contextual
information is social network structure, wherein
connections between users help determine senti-
ment polarities by utilizing social theories such as
balance theory ("an enemy of my enemy is my
friend") and homophily ("birds of the same feather
flock together") (West et al., 2014; Tan et al.,
2011). The aforementioned studies have shown
that incorporating contextual information can im-
prove sentiment analysis.

Thus, in looking for sentiment-based Twitter
communities wherein there are stronger connec-
tions between users having similar sentiments, it
may be beneficial to take a contextual approach to
sentiment analysis.

2 Twitter Community Detection

This section compares and contrasts different
works on Twitter community detection. Table 1
is a summary of all reviewed works and a compar-
ison of these works in terms of desired community
type and edge construction scheme. The commu-
nity detection algorithms and evaluation metrics
used by these works are also discussed in this sec-
tion.

It can be observed in Table 1 that different re-

Year Authors Community
Types

Edge Con-
struction

2013 Deitrick
& Wu

Social
Network-
based,
Sentiment-
based

Based on fol-
low, mention,
and re-tweet
relationships,
and on tweets
having the
same hashtags
and same
sentiment
polarity

2014 Darmon
et al.

Interaction-
based,Topic-
based

Based on
mention and
re-tweet re-
lationships,
and on tweets
having the
same hashtags

2015 Bakillah
et al.

Interaction-
based,Topic-
based

Based on fol-
low, mention,
and re-tweet
relationships,
and on tweets
having the
same URLs
and similar
tweet content

2015 Amor
et al.

Social
Network-
based,
Interaction-
based

Based on fol-
low, mention,
and re-tweet
relationships

2015 Cao et
al.

Sentiment-
based

Based on
difference
between users’
sentiment
trends over
time

Table 1: Twitter Community Detection Works and
their Desired Community Types, and Edge Con-
struction Scheme
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search works aimed to identify different types of
communities. These communities are: (1) so-
cial network-based (who are in the same social
groups?), (2) interaction-based (who frequently
interact with each other through re-tweets and
mentions?), (3) topic-based (who talk about the
same things?), and (4) sentiment-based (who feel
the same way about certain topics?).

It is important to note the different types of
communities the works aimed to extract, because
they largely influence how the community detec-
tion problem is set-up. Since community detection
is a domain-independent problem that applies to
any graph structure, performing Twitter commu-
nity detection requires that relevant information
be represented appropriately through the vertices
and edges in a graph. With the input graph laid
out, researchers can then select appropriate com-
munity detection algorithms to be used. Lastly,
researchers can then choose appropriate metrics
for evaluating their approach. These three aspects
are discussed in more detail in the following sub-
sections.

2.1 Edge Construction

As previously mentioned, the desired community
types largely influence the representation of in-
formation as a graph, consisting of vertices and
edges. Although in theory this might not always
be the case, most reviewed works used vertices to
represent users, and consequently, edges to rep-
resent relationships between the users. The works
only differed in terms of what kind of relationships
the edges represented.

For works that aimed to identify social groups,
that is, communities of people who generally fol-
lowed each other within their own communities,
edges have generally been used to represent a “fol-
low” relationship (Amor et al., 2015; Lim and
Datta, 2012b; Lim and Datta, 2012a). On Twit-
ter, users “follow” other users to “subscribe” to
their tweets and be able to see them as they get
published. It is important to note that the “follow”
relationship is not necessarily two-way. That is,
if user A follows user B, it is possible that user B
does not follow user A. Given the explicit “fol-
low” relationships on Twitter, some works have
represented “follow” networks on Twitter in a
straightforward manner by using directed edges
to represent these “follow” relationships. As dis-
cussed earlier, the goal of these works is usu-

ally to find social groups or cliques within the
graph that represent social circles (since people
who are friends in real life tend to follow each
other) or people with similar interests (since peo-
ple also follow users they may not know person-
ally, but whom they are interested in). This type of
edge construction, since it is straightforward and
based on explicit “follow” relationships, is usually
used in combination with other edge construction
schemes, wherein the “follow” relationships deter-
mine the existence of edges, while other informa-
tion are used to increment edge weights (Deitrick
and Hu, 2013).

For works that aimed to identify communities of
people that interacted with each other frequently,
main relationships involved are the “re-tweet” and
“mention” relationships (Amor et al., 2015; Dar-
mon et al., 2014; Bakillah et al., 2015). When
user A re-tweets a tweet by user B, user A is essen-
tially re-publishing the said tweet and propagating
it to his/her own followers. On the other hand,
a mention happens when user A tags user B in a
tweet. This either happens when user A simply
wants to call user B’s attention to his/her tweet, or
when user A is replying to one of user B’s tweets.
Note that it is possible for users to mention multi-
ple users in a single tweet. Having said that, men-
tions or re-tweets between users have been used
to either increment existing edge weights (Amor
et al., 2015; Darmon et al., 2014), or to establish
the existence of new edges altogether (Bakillah et
al., 2015) in works that sought interaction-based
communities. An example of such a work is that
of Amor et al. (2015), where they found what they
called conversation communities: groups of con-
versations with people talking about a topic of in-
terest.

For works that aimed to identify communities
of people who were interested in similar top-
ics (Bakillah et al., 2015; Darmon et al., 2014;
Deitrick and Hu, 2013), hashtags have been used
to establish or strengthen edges between users.
Hashtags are a way for Twitter users to tag their
tweet as talking about a certain topic. These are
arbitrarily defined and purely user-generated tags
in the form ‘#hashtag’. Users sometimes tend to
copy other hashtags instead of creating their own,
resulting into popular, trending hashtags. With this
in mind, the idea of topic-based community detec-
tion is to look for communities of users who talk
about similar topics identified through the hash-
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tags. For example, if user A tweets with the hash-
tag ’#ClimateChange’, and user B also tweets with
the same hashtag, then either more weight is added
to an existing edge between them (Darmon et al.,
2014; Deitrick and Hu, 2013), or a new edge be-
tween the users is created on this basis (Bakillah
et al., 2015).

For works that aimed to identify communities
of people sharing similar sentiments, the idea is
to establish stronger relationships between users
who feel the same sentiment polarity toward the
same topic (identified through the hashtag) (Cao
et al., 2015; Deitrick and Hu, 2013). For example,
if user A tweets “We are in a bad situation. #Cli-
mateChange” and user B tweets “Our world is dy-
ing. #ClimateChange”, then user A and user B’s
edge should be added more weight because their
tweets both express negative sentiments about cli-
mate change (Deitrick and Hu, 2013).

In summary, different community types warrant
different edge construction schemes. However, it
is important to note that works on Twitter commu-
nity detection do not necessarily utilize just one of
the aforementioned schemes. Rather, researchers
oftentimes experiment with and combine differ-
ent edge construction and weighting schemes to
see which configuration produces the best output
(Bakillah et al., 2015; Deitrick and Hu, 2013).

2.2 Algorithms

The reviewed works on community detection have
used a variety of algorithms, each being appro-
priate to different scenarios or constraints. For
example, some of the algorithms can handle di-
rected and weighted graphs (Xie, 2012; Rosvall
and Bergstrom, 2008; Lancichinetti et al., 2011),
while some can detect overlapping communities
(Xie, 2012; Lancichinetti et al., 2011), while some
execute relatively quickly for large graphs (Xie,
2012; Rosvall and Bergstrom, 2008). These are
examples of factors that the researchers took into
consideration when choosing their algorithms. A
more detailed discussion of each work follows.

Deitrick and Hu (2013) chose the Speaker
Listener Propagation Algorithm, or SLPA, (Xie,
2012) and the Infomap algorithm (Rosvall and
Bergstrom, 2008) for community detection as they
both work with weighted and directed graphs,
and they both execute relatively quickly on large
graphs. In addition, SLPA can identify overlap-
ping communities.

Darmon et al. (2014) chose the Order Statistics
Local Optimization Method, or OSLOM, (Lanci-
chinetti et al., 2011) for community detection be-
cause of its ability to work with weighted and di-
rected graphs, and its ability to identify overlap-
ping communities.

Bakillah et al. (2015) chose the Fast-Greedy
Optimization of Modularity, or FGM, (Clauset et
al., 2004) for its ability to handle complex social
graphs from Twitter, and the Varied Density-Based
Spatial Clustering of Applications with Noise, or
VDBSCAN, (Liu et al., 2007) for its ability to ob-
tain spatial clusters at certain points in time.

Amor et al. (2015) chose the Markov Stability
(Delvenne et al., 2010) due to its mechanism of
modeling information flow. The primary goal of
their research was to understand the Twitter dis-
cussion on the care.data program in terms of infor-
mation flow and the roles that Twitter users play.
Hence, their selection of Markov Stability fits their
goals.

Lastly, Cao et al. (2015) chose to use Heirar-
chical Agglomerative Clustering (Jain and Dubes,
1988) based on sentiment distance. Since they
were focused on looking for communities with
similar sentiments, the clustering method is appro-
priate for this task.

2.3 Evaluation

To evaluate their approaches, researchers of re-
lated works have used quantitative and/or quali-
tative analysis. Quantitative analysis usually en-
tails optimizing some metric, like the well-known
modularity score (Newman, 2006), which indi-
cates how well-formed the communities are as op-
posed to randomly generated communities. Other
works have also performed experiments in which
they pre-determined the communities beforehand,
treating the community detection problem as a
“classification” problem of placing vertices in
their proper communities. As such, these works
have used precision and recall to evaluate their ap-
proach (Bakillah et al., 2015). However, the man-
ual pre-determination of communities beforehand
can be a difficult task, so this kind of evaluation
methodology is not too popular, making metric
optimization as the more common evaluation ap-
proach. Exact numerical results of these studies
are not discussed here because direct comparison
of results is not appropriate due to differences in
datasets and types of communities being detected.
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Year Authors Level of
Sentiment
Analysis

Contextual
Information
Used

2016 Ren et
al.

Document-
level
(tweet)

Conversational,
Author, Topic
Context

2014 Vanzo et
al.

Document-
level
(tweet)

Conversational
Context

2014 West et
al.

User-level
(towards
another
user)

Social Net-
work Struc-
ture

2011 Tan et al. User-level
(towards a
topic)

Social Net-
work Struc-
ture

Table 2: Contextual Sentiment Analysis Works
and their Levels of Sentiment Analysis and Con-
textual Information Used

On the other hand, researchers also use quali-
tative analyses in the form of case studies. Usu-
ally, this comes in the form of a discussion on
the insights acquired from the community detec-
tion approach. For example, Amor et al. (2015)
discussed in their work how their approach was
able to reveal insights into who were concerned
about the care.data program in the UK (political
activists, media, UK healthcare professionals, and
US healthcare professionals) and what they were
concerned about (data privacy, impact on patient
welfare, etc). Other works like that of Cao et al.
(2015) also involved interviewing domain experts
and asking them to evaluate whether community
detection results would be useful to them or others
in the field whose tasks involve analyzing social
media data.

3 Contextual Sentiment Analysis

This section compares and contrasts different
works on Contextual Sentiment Analysis. Shown
in Table 2 is a summary of reviewed works and a
comparison of these works in terms of level of sen-
timent analysis and context types considered. The
algorithms and evaluation metrics used by these
works are also discussed in the section.

3.1 Sentiment Analysis Types

It can be seen in Table 2 that for the reviewed
works, there are two levels of sentiment analy-

sis: document-level and person-level. A docu-
ment is essentially a collection of sentences. In the
case of Ren et al. (2016), Vanzo et al. (2014), and
Tan et al. (2011), having Twitter as the domain,
a document refers to a tweet. While in the case
of West et al. (2014) with Wikipedia discussions
and US Congress speeches as the domain, a docu-
ment refers to a person’s post and speech respec-
tively. Document-level sentiment analysis usually
involves utilizing lexical information found in the
text.

On the other hand, person-level sentiment anal-
ysis focuses on determining the overall sentiment
of a person towards a particular person on topic,
as opposed to focusing on each individual docu-
ment a person generates. For example, say it is
desirable to determine user A’s sentiment towards
Obama based on his/her tweets. Person-level sen-
timent analysis would then require consideration
of all user A’s tweets about Obama, instead of just
determining the conveyed sentiment in each tweet.
For most related works, document-level sentiment
analysis is performed as a sub-task of person-level
sentiment analysis (West et al., 2014; Tan et al.,
2011).

3.2 Context Types

In addition to using textual information for senti-
ment analysis, the reviewed works utilized a vari-
ety of contextual information. The principle is that
these provide more knowledge needed to perform
more accurate sentiment analysis.

For document-level sentiment analysis (tweet-
level in this case), context types used by Ren et
al. (2016) and Vanzo et al. (2014) are conversa-
tional, author and topic. Having Twitter as the
domain, conversational context was defined as the
most recent l tweets preceeding a target tweet in
the conversation it belongs to. Author context was
defined by Ren et al. (2016) as the most recent l
tweets posted by a user before the target tweet.
Lastly, topic context was defined by Ren et al.
(2016) as the most recent l tweets posted before
the target tweet that shares at least one hashtag
with the target tweet. The rationale is that the tex-
tual information found in a single tweet may be
ambiguous, and thus, insufficient to clearly deter-
mine its sentiment polarity. Therefore, taking into
account the aforementioned contexts can fill in the
said gap.

For person-level sentiment analysis, social net-
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work structure has been used by West et al. (2014)
and Tan et al. (2011) as contextual information.
These works rely on theories about social behavior
such as balance theory ("an enemy of my enemy
is my friend") and homophily ("birds of the same
feather flock together") to complement document-
level sentiment analysis based on the document
text. The idea is that information gained from
people’s connections or interactions can help de-
termine a person’s sentiment towards a topic (Tan
et al., 2011) or another user (West et al., 2014).

3.3 Metholodgy

Ren et al. (2016), with document-level sentiment
analysis as the goal, represented words found in
the target tweet and in contextual tweets (conver-
sational, author, and topic, as explained in the
previous sub-section) through word embeddings.
They then train a convolutional neural network to
classify the target tweet’s sentiment polarity given
these input features.

Vanzo et al. (2014), with document-level senti-
ment analysis as the goal, use a Markovian for-
mulation of the Support Vector Machine model
to classify a target tweet given the preceding
tweets in its conversational context. They repre-
sent tweets through bag of words, a distributed
lexical semantic model, a user sentiment incli-
nation profile, and various combinations of these
three.

West et al. (2014), with person-level sentiment
analysis (towards another person) as the goal, use
a scheme they call "triangle balance" in which they
minimize a cost function that applies penalties for
going against the sentiment model and for going
against the social theories they used. The set-
ting of cost parameters was done through machine
learning.

Tan et al. (2011), with person-level sentiment
analysis (towards a topic) as the goal, use a factor-
graph model for estimating the probability of each
polarity for a given person. They experiment on
learning and no-learning approaches in setting the
necessary parameters.

Since the determination of sentiment polarities
is generally a classification problem, most of the
reviewed works evaluated their results through
metrics common to classification tasks like preci-
sion, recall, F-measure, accuracy, and ROC.

4 Conclusion

Based on the review of related works, it can be
seen that the desired community types largely dic-
tate the edge construction scheme used in the in-
put graphs. Furthermore, it has been shown that
using sentiment analysis to modify edge weights
when performing community detection can im-
prove the detection of sentiment-based communi-
ties (Deitrick and Hu, 2013). The idea is that users
who feel the same about a particular topic should
have a stronger connection.

However, one possible improvement over the
work of (Deitrick and Hu, 2013) is to perform
contextual sentiment analysis. This is because
various contextual information, such as conversa-
tional, author, and topic context, along with social
network structure, have been shown to improve
sentiment analysis (Ren et al., 2016; Vanzo et al.,
2014; West et al., 2014; Tan et al., 2011). The
assumption is that the improvement in sentiment
analysis will improve the modification of edge
weights (and therefore, the representation of con-
nection between users) and consequently, improve
sentiment-based community detection. Evalua-
tion can be through quantitative analysis by using
well-known metrics in community detection, such
as modularity, or through qualitative analysis by
performing case studies. Analysis of the results
can provide insight on which contextual informa-
tion provide the most improvement in the task of
sentiment-based community detection on Twitter.
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Abstract

This paper evaluates the challenges in-
volved in shallow parsing of Dravidian
languages which are highly agglutinative
and morphologically rich. Text processing
tasks in these languages are not trivial be-
cause multiple words concatenate to form
a single string with morpho-phonemic
changes at the point of concatenation. This
phenomenon known as Sandhi, in turn
complicates the individual word identifi-
cation. Shallow parsing is the task of
identification of correlated group of words
given a raw sentence. The current work is
an attempt to study the effect of Sandhi in
building shallow parsers for Dravidian lan-
guages by evaluating its effect on Malay-
alam, one of the main languages from Dra-
vidian family. We provide an in-depth
analysis of effect of Sandhi in developing a
robust shallow parser pipeline with exper-
imental results emphasizing on how sen-
sitive the individual components of shal-
low parser are, towards the accuracy of a
sandhi splitter. Our work can serve as a
guiding light for building robust text pro-
cessing systems in Dravidian languages.

1 Introduction

Identification of individual words is crucial for the
computational processing of a text. In Dravid-
ian languages, word identification becomes com-
plex because of Sandhi. Sandhi is a phenomenon
of concatenation of multiple words or characters
to form a single complex string, with morpho-
phonemic changes at the points of concatena-
tion (VV et al., 2014). The morphological units
that can be concatenated in a Sandhi operation can
belong to any linguistic class: a noun joins with

a verb or a postposition or particle, a verb joins
with other verbs, auxiliaries, connectives, adverbs
combining with verbs and so on. The phenomenon
is different from a noun compound multi-word
expression in that the noun-compound concate-
nations are semantics-driven. Whereas Sandhi is
not semantically driven but phonologically driven.
This leads to misclassification of classes of words
by pos-tagger which eventually affects parsing.
Hence making shallow parsers for Dravidian lan-
guages is a challenging task.

Shallow parsing (Abney, 1992) is a task of au-
tomatic identification of correlated group of words
(chunks) which reduces the computational effort
at the level of full parsing by assigning partial
structure to a sentence. To be precise, chunks
are correlated group of words which contain only
the head or content word and its modifiers. Shal-
low parser is not a single module but is a set of
modules (Hammerton et al., 2002) with tokeniser,
parts-of-speech tagger (pos-tagger) and chunker
put in a pipeline. It has been experimentally
proved that shallow parsers are useful in both text
(Collins, 1996), (Buchholz and Daelemans, 2001)
and speech processing domains (Wahlster, 2013).

The current work aims to give an in-depth anal-
ysis on the effect of Sandhi in shallow parsing
of Dravidian languages with a focus on Malay-
alam, the most agglutinative language (Sankaran
and Jawahar, 2013) in the Dravidian family. For
the purpose of analysis, we chose to create our
own pos-tagger and chunker trained on a new
70k words annotated corpus with word internal
features of morpho-phonological nature partic-
ularly because Sandhi evolved out of morpho-
phonological reasons.

In this paper, for the first time in the literature,
we evaluate the impact of Sandhi and the resul-
tant error propagation in shallow parser for Dra-
vidian languages. In this work, we compare the
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performances of pos-tagger, and chunker on a gold
standard sandhi-split test data and how the error
of a sandhi-splitting tool propagates to other com-
ponents of shallow parsing pipeline. We have re-
leased the 70k annotated data and the trained mod-
els of pos-agger, chunker and shallow parser de-
scribed in this paper1.

2 Sandhi in Dravidian languages

Sandhi is a very common phenomenon in Sanskrit
and Dravidian languages. Even though many
languages exhibit agglutinative properties in
morphemes, in these languages, this goes beyond
the morphemes and agglutinates words with
morpho-phonemic change. For example,

(1) avanaareyaaN snEhikkunnath ?
‘avan aare aaN snEhikkunnath ?
‘he whom is loving ?
‘whom he is loving?

Example 1 is a valid sentence from Malayalam.
There are two strings, avanaareyaaN and snE-
hikkunnath. Here second string is a single word
but first string, avanaareyaaN is a combination of
3 sub-strings or words; avan , aare and aaN. The
last character “n ” of avan is a pure consonant
which can stand alone without the help of a vowel.
When this word joins with the next word aare,
“n ” of avan becomes a normal consonant by
joining with the first character “aa” of aare. When
aare joins with the word aaN, an insertion of an
additional character “y” happens, and together
they form avanaareyaaN.

avan + aare + aaN → avanaareyaaN

Sandhi happens in Dravidian languages at
two levels. One is at morpheme level and other is
at word level. In morpheme level, stem or root(s)
join with the affixes to create a word along with
morpho-phonemic changes as explained above.
This is considered as Internal Sandhi. Sandhi
between words as in example (1) is known as
External Sandhi. For this work, External Sandhi
is the matter of concern because this makes the
individual word identification difficult.

1Data and Models created during this project can be
found in this link https://github.com/Devadath/
Malayalam-Shallow-Parser

3 Sandhi-Splitter

Sandhi-splitter is a tool which splits a string of
conjoined words into a sequence of individual
words, where each word in the sequence has the
capacity to stand alone as a single word. To be
precise, sandhi-splitter facilitates the task of indi-
vidual word identification within such a string of
conjoined words.

To the best of our knowledge, only 2 works have
been published on Malayalam sandhi-splitter with
proper empirical results (VV et al., 2014), (Kun-
cham et al., 2015). For all the experiments, we
used the former sandhi splitter since the accuracy
is better than the latter one. This method applies
Bayesian methods at character level to find out the
precise split points and used hand-crafted rules to
induce morpho-phonemic changes. The remaining
sections of this paper focus on an in-depth analy-
sis of effect of Sandhi in shallow parsing in the
language of Malayalam.

4 Effect of Sandhi in Shallow Parsing

4.1 An overview of Shallow Parser pipeline
A typical architecture of a shallow parser has three
main modules namely sandhi-splitter, pos-tagger
and chunker. Input to the shallow parser is a raw
sentence and the output is a chunked text with its
pos and chunk information of every word present
in it. The diagram of the architecture is given in
Figure 1.

Figure 1: Pipeline Architecture

4.2 Effect of Sandhi in POS-Tagging
As mentioned in Section 1, Sandhi happens be-
tween words from different grammatical cate-
gories.

(2) addEhamoraddhyaapakanaaN
‘addEhaM oru addhyaapakan aaN
‘He one teacher(male) is
‘He is a teacher

Example 2 is a sentence in Malayalam with 4
words in it. Here first word addEhaM is a pro-
noun, second word oru is quantifier, third word
addhyaapakan is a noun and fourth word aaN
is a copula. But these words are agglutinated
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to become a string of words addEhamoraddhyaa-
pakanaaN, making the system incapable of identi-
fying individual words, consequently resulting in
an erroneous POS tagging.

(3) varumen kil
‘varuM en kil ’
‘come.FUT if’
‘if comes’

In example 3, there are 2 different words from
different grammatical classes. varuM is a finite
verb whereas en kil is a conjunction and they are
agglutinated together to form varumen kil which
should not be tagged by a single pos-tag.

Because of the morphological richness, mor-
phological features like root, prefix and suffix in-
formation are helpful features in identifying the
grammatical category of a word. In order to eval-
uate the effect of Sandhi we decided to create a
pos-tagger which uses both word-external (con-
text) and word-internal features (morphological
features) because a word is a result of Sandhi be-
tween morphemes like prefix, suffix, root, stem
etc. For incorporating these features we used
CRF (Lafferty et al., 2001) for building pos-tagger.
We created a pos-annotated news corpus of 70k
words by manual efforts along with bootstrapping.
The pos information is incorporated after splitting
and validating the Sandhi. The Tag-set we used
to annotate is BIS tag-set2, specially designed for
Indian languages. Since morph analyzers are not
available for Malayalam, in order to capture the
prefix and suffix information, certain number of
characters from the beginning and end of a word
are used as features for POS Tagging. Table 1
shows the features used for pos-tagging.

Features
W-1, W0, W1,

W[0], W[0:2], .., W[0:5],
W[-5], W[-5:-3], .., W[-5:EOW]

Table 1: Features for our POS Tagger. W is Word
and W[l:m] refers to character at indexes. Wx

refers to word at relative position of x with respect
to current position. ’EOW’ refers to End Of Word.

4.3 Effect of Sandhi in Chunking
Chunks are identified based on the pos-tags of
words. Since a chunk is a group of a head word

2http://tinyurl.com/hhllsky

and its modifiers, they are meaningful subsets of
a sentence. But if the individual words are not
correctly identified, inappropriate pos-tags will be
assigned and meaningless chunks will be created.
There are 4 words and 3 chunks in example 2. [ad-
dEhaM PRP]NP, [oru QT addhyaapakan NN]NP,
and [aaN VM]VP. If the Sandhi is not identified
and individual words are not extracted, system
will fail to identify the meaningful sub-parts of
a sentence like chunk/phrase/constituents. Sim-
ilarly in example 3, the string varumen kil has
two words and two chunks [varuM VM]VP and
[en kil CC]CCP. Hence processing Sandhi in the
first stage is extremely important in any NLP task
for Dravidian languages.

For evaluating the effect of Sandhi in chun-
ker, we decided to create a chunker. We incorpo-
rated chunk information using IIIT-tagset (Bharati,
2006) in the data annotated for pos-tagging, which
is a corpus of 70k words. Table 2 shows the fea-
tures we used for the chunker. Each feature is
composed of a word and its corresponding POS
tag.

Features
W-2/POS-2,..,W0/POS0,..,W2/POS2

Table 2: Features for our Chunker. W is Word and
POS refers to POS tag.

5 End to End Shallow parser

Shallow parser is a set of modules comprising of
sandhi-splitter, pos-tagger and chunker in order. A
raw text will be given as the input and the sandhi-
splitter identifies individual words, pos-tagger as-
signs pos-tags to each word and chunker groups
them to chunks and outputs the chunked sentence
as shown in Figure 2.

Figure 2: Example of a raw input and the subse-
quent chunked output

5.1 Data
We have used the manually created 70k pos and
chunk annotated corpus which we have already
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mentioned in 4.2 and 4.3. Out of 70k data, 8k data
has been taken as test data and remaining 62k as
training data for pos-tagging and chunking. Since
creating training data for sandhi-splitter is a labo-
rious task, we used the sandhi-annotated training
data of size 2k words used by (VV et al., 2014).
Whereas test data will be the same 8k data which
were employed for pos tagging and chunking.

5.2 Experiments

Two types of experiments have been conducted to
evaluate the error propagation of the Malayalam
shallow parser pipeline. In the first type of experi-
ments, individual modules in the pipeline are con-
sidered as independent of the output of previous
modules. In the second type of experiment indi-
vidual modules are considered as dependent on the
output of previous modules.

5.2.1 Experiment Type - 1
In this experiment, input to each module will not
be affected by the performance of its previous
modules. This experiment evaluates the perfor-
mance of all the individual modules with respect
to the current train and test data. Table 3 presents
the results.

Module P R F-1 A
Sandhi Splitter 91.77 62.95 74.68 88.46

POS tagger 90.45 90.49 90.47 90.45
Chunker 88.47 91.55 89.98 92.92

Table 3: Results of Experiment Type- 1 : Re-
sults of individual modules where each module
will not be affected by the performance of its pre-
vious modules. Here, ‘P’ refers to Precision, ‘R’
to Recall, ‘F-1’ to F-Measure and ‘A’ to Accuracy

5.2.2 Experiment Type - 2
In these experiments, output of one module will be
given as input to the next module, hence the per-
formance of the previous module affects the next
module. These experiments are to evaluate the er-
ror propagation from each module which eventu-
ally affects the final output. Here the evaluation
of the pos-tagger is done based on the number of
words which got correctly identified by the sandhi-
splitter and then got the correct pos-tags by the
pos-tagger. A chunk can be a word or a group
of words. Hence a chunk is considered as correct
only when there are exact number of words in the

chunk where all the words in it should meet the
criteria for the evaluation of pos-tagger. Shallow
Parser pipeline evaluation scores are given in Ta-
ble 4.

S S+P P+C S+P+C
88.46 79.87 81.88 71.38

Table 4: Results of Experiment Type- 2: Pipeline
accuracies where the performance of previous
modules affect the subsequent modules. Here ‘S’
refers to sandhi splitter, ‘P’ to pos-tagger and ‘C’
to chunker. “+” indicates that the output of the
previous module is given as the input to the next
module.

Figure 3: Comparison of accuracies of POS tagger
and Chunker with and without Sandhi splitter

Error propagation due to the performance of
sandhi-splitter is very high when compared to
other modules. Accuracy of the pos-tagger, came
down to 79% from 90% due to the errors caused
by sandhi-splitter and further this brought down
the accuracy of chunker to 71% from 92%.

6 Analysis of Experiment Type-2 Results
In Various Modules

6.1 Sandhi-Splitter
We have 2 types of errors created by the sandhi
splitter.

1. Not splitting a token which has to be split into
words.

2. Splitting a token which should not have been
split.

In this experiment, error 1 is more prevalent than
error 2. For example, aRivilla (no knowledge)

40



should have been split into aRiv (knowledge) and
illa (no). But the system failed to do so. The
mentioned problem is due to the lack of diverse
patterns in training data. When it comes to error 2,
split occurs either between a root and its suffix or
just splits in common sandhi split points like ya,
va or ma. The word aTiccamaRtti (suppressed)
got split into aTiccaM and aRtti where both the
words are meaningless. This problem is also due
to the lack of diverse patterns in training data.
Another cause of errors are rules employed in
Sandhi Splitter for inducing morpho-phonemic
changes after split. Though the system correctly
identified “n” as split point for kaalinuLLa (which
is for leg), but when the rules got applied, this
became kaalin +uLLa, where it should have been
simply “n” which represents a dative case suffix.
Whereas kaalin which is meaningless in that
context.

6.2 POS-Tagger
The errors in sandhi splitting will eventually
affect the performance of pos-tagger in two
ways along with sole errors created by pos
tagger. Precisely the errors from sandhi splitter
has been propagated to pos-tagger, along with
errors from pos-tagger. Since it is in a pipeline,
wrongly split tokens given to the pos-tagger
will have unknown patterns which make the
system unable to predict the tag accurately since
the pos-tagger uses the morphological features
defined based on characters. Subsequently, this
will have an impact at the word level context
as well. One such instance is where the string
raajaavaaN (is king) got split into raajaa and
aaN, where it should have been raajaav and aaN.
Here raajaa (king) got tagged as adjective and
aaN (is) ideally a verb but got tagged as a noun,
since the previous word got tagged as an adjective.

6.3 Chunker
Errors from both sandhi-splitter and pos-tagger
affect the performance of chunker. Errors to-
gether from sandhi-splitter and pos-tagger have
been propagated to chunker. A chunk is tagged
as incorrect when the words and number of words
along with their respective pos-tags are not cor-
rect. Many instances have 2 or more words per
chunk and the chunk-tag is decided based on pos-
tags of words. Since it is in a pipeline, two types

of errors can propagate,

• Errors due to unidentified or wrongly identi-
fied words from sandhi-splitter.

• Errors from pos-tagger, which was affected
or unaffected by the errors from sandhi-
splitter.

There are many instances where sandhi-splitter
could not identify individual words from a token
like aRivilla (no knowledge). Ideally aRiv and
illa, where the first word is a noun and the other is
a verb. Hence there should be a noun chunk (NP)
and a verb chunk (VP). Since individual words
are not available, pos-tags and chunk-tags will be
wrongly identified. Similar would be the case of
wrongly identified words.

7 Conclusion and Future Works

In this work we have discussed about experiments
conducted to evaluate the significance of an accu-
rate sandhi-splitter in shallow parsing of Dravid-
ian languages, with a focus on Malayalam. We
evaluated the performance of individual modules
and pipeline with gold standard sandhi-split test
data and how the error of a sandhi-splitting tool
propagates to other components of shallow pars-
ing pipeline. From the evaluation we found that
Sandhi severely affects the performance of in-
dividual modules and hence the performance of
shallow parser. This study validates the the need
of a highly accurate sandhi-splitter for all Dravid-
ian languages. As a future work, we propose to
work in three main directions.

1. In order to reduce the error propagation in
pipelined Shallow parser, joint modeling of
a shallow parser is proposed.

2. Investigating further improvements in
sandhi-splitting by formulating sandhi-
splitting as a statistical machine translation
task, where the raw text will be given as
the source language and the target language
will be the sentences with individual words
identified.

3. Since manual creation of annotated data in
huge amount is tedious, we plan to apply
cross-lingual projection techniques to create
Sandhi splitter for all Dravidian languages by
exploiting their morphological similarity.
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Abstract

Online newspaper articles can accumulate
comments at volumes that prevent close
reading. Summarisation of the comments
allows interaction at a higher level and
can lead to an understanding of the over-
all discussion. Comment summarisation
requires topic clustering, comment rank-
ing and extraction. Clustering must be ro-
bust as the subsequent extraction relies on
a good set of clusters. Comment data, as
with many social media datasets, contains
very short documents and the number of
words in the documents is a limiting fac-
tors on the performance of LDA cluster-
ing. We evaluate whether we can combine
comments to form larger documents to im-
prove the quality of clusters. We find that
combining comments with comments that
reply to them produce the highest quality
clusters.

1 Introduction

Newspaper articles can accumulate many hun-
dreds and sometimes thousands of online com-
ments. When studied closely and analysed effec-
tively they provide multiple points of view and
a wide range of experience and knowledge from
diverse sources. However, the number of com-
ments produced per article can prohibit close read-
ing. Summarising the content of these comments
allows users to interact with the data at a higher
level, providing a transparency to the underlying
data (Greene and Cross, 2015).

The current state of the art within the comment
summarisation field is to cluster comments us-
ing Latent Dirichlet Allocation (LDA) topic mod-
elling (Khabiri et al., 2011; Ma et al., 2012;
Llewellyn et al., 2014). The comments within

each topic cluster are ranked and comments are
typically extracted to construct a summary of the
cluster. In this paper we focus on the clustering
subtask. It is important that the clustering is ap-
propriate and robust as the subsequent extraction
relies on a good set of clusters. Research in a re-
lated domain has found that topical mistakes were
the largest source of error in summarising blogs –
(Mithun and Kosseim, 2009) a similar data type.

Comment data, as with many social media
datasets, differs from other content types as each
‘document’ is very short. Previous studies have
indicated that the number of documents and the
number of words in the documents are limiting
factors on the performance of topic modelling
(Tang et al., 2014). Topic models built using
longer documents and using more documents are
more accurate. Short documents can be enriched
with external data. In our corpus the number of
comments on each newspaper article is finite and
the topics discussed within each set have evolved
from the original article. We therefore decided not
to increase the set with data from external sources.

In this work we consider whether we can com-
bine comments within a comments dataset to form
larger documents to improve the quality of clus-
ters. Combining comments into larger documents
reduces the total number of comments available to
cluster which may decrease the quality of the clus-
ters. The contribution of this work is in showing
that combining comments with their direct replies,
their children, increases the quality of the cluster-
ing. This approach can be applied to any other
task which requires clustering of newspaper com-
ments and any other data which contains small
documents linked using a thread like structure.
Combining data in this way to improve the clus-
tering reduces the need to import data from exter-
nal sources or to adapt the underlying clustering
algorithm.
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2 Related Work

2.1 Summarisation

The summarisation domain is well developed. The
earliest focus of the field was single document
summarisation – for a survey paper see (Gupta and
Lehal, 2010). This approach was extended into the
summarisation of multiple documents on the same
topic (Goldstein et al., 2000) and to summarising
discussions such as email or Twitter conversations
(Cselle et al., 2007; Sharifi et al., 2010; Inouye and
Kalita, 2011).

The basic idea behind the summarisation of tex-
tual data is the grouping together of similar infor-
mation and describing those groups (Rambow et
al., 2004). Once these groups are formed they are
described using either an extractive or abstractive
approach. Extractive summarisation uses units of
text, generally sentences, from within the data in
the group to represent the group. Abstractive sum-
marisation creates a description of the data in the
group as a whole, analogous to the approach a hu-
man would take.

2.1.1 Comment Summarisation
Abstractive summarisation is a very complex task,
and because comment summarisation is a rela-
tively new task, current work mostly focuses on
extractive approaches. The general task involves
clustering the comments into appropriate topics
and then extracting comments, or parts of com-
ments to represent those topics (Khabiri et al.,
2011; Ma et al., 2012). Ma et al. (2012)
summarise discussion on news articles from Ya-
hoo!News and Khabiri et al (2011) summarise
comments on YouTube videos. Both studies agree
on the definition of the basic task as: clustering
comments into topics, ranking to identify com-
ments that are key in the clusters, and evaluat-
ing the results through a human study. Both ap-
proaches focus on using LDA topic modelling to
cluster the data. Ma et al. (2012) explored two
topic models, one where topics are derived from
the original news article and a second, extended
version that allows new topics to be formed from
the comments. They found that the extended ver-
sion was judged superior in a user study. Khabiri
et al. (2011) contrasted LDA topic models with
k-means and found topic modelling superior. A
study by Llewellyn et al. (2014) contrasted topic
modelling, k-means, incremental one pass cluster-
ing and clustering on common unigrams and bi-

grams. They found that the topic modelling ap-
proach was superior. Aker et al. (2016) looked
at a graph based model that included information
from DBpedia, finding that this approach out per-
formed an un-optimised LDA model. They then
labelled the clusters using LDA clustering and ex-
tracted keywords.

Other work has been conducted in related do-
mains such as summarising blogs, microblogs and
e-mail.

2.1.2 Blog Summarisation
Comments are similar to blogs in that they are
generated by multiple individuals who exhibit a
vast array of writing styles. Mithum and Koseim
(2009) found that whereas news articles have a
generalisable structure that can be used to aid sum-
marisation, blogs are more variable. In particu-
lar they found that errors in blog summarisation
are much higher than in news text summarisation.
They determined that errors were often due to the
candidate summary sentences being off topic and
they suggest that blog summarisation needs to be
improved in terms of topic detection. When in-
vestigating the summarisation of blogs and com-
ments on blogs Balahur et al.(2009) found that it
is very common to change topics between the orig-
inal blog post and the comments, and from com-
ment to comment. The research of Mithum and
Koseim (2009) and Balahur et al. (2009) indicates
that topic identification is a key area on which to
concentrate efforts in the emerging field of com-
ment summarisation.

2.1.3 Microblog Summarisation
A significant amount of work has been conducted
in the area of Twitter summarisation. Many Twit-
ter summarisation techniques exploit that tweets
often include hashtags which serve as an indica-
tion of their topic. Duan et al.(2012) designed a
summarisation framework for Twitter by defining
topics and selecting tweets to represent those top-
ics. The topics are defined using hashtags and are
split when at high volume by specific time slices
and word frequency. Rosa et al. (2011) also use
hashtags to cluster tweets into topics, using them
as annotated classes for training data. They fo-
cus on supervised machine learning, specifically
SVM and K Nearest Neighbour, as they found the
results from unsupervised clustering (LDA and k-
means clustering) performed poorly when applied
to Twitter data. In a further Twitter summarisation
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tool, TweetMotif, O’Connor et al. (2010) use lan-
guage modelling to create summaries. They form
topic clusters by identifying phrases that could de-
fine a topic, looking for those phrases in the corpus
and merging sets of topics that are similar. Re-
search on microblog summarisation indicates that
when summarising comments it is possible but dif-
ficult to use unsupervised clustering and several
rules have been suggested that can be followed to
produce the most suitable clusters for summarisa-
tion.

2.1.4 E-mail Summarisation
E-mail and comments are similar in several re-
spects: they both exhibit a thread-like structure,
containing multiple participant conversations that
occur along a variable time line, they may refer
back to previous parts of the conversation and ex-
hibit high variability in writing styles (Carenini et
al., 2007). Topic identification is challenging in e-
mail threads. Wan and Mckeown (2004) noted that
several different tasks were conducted in email
conversations: decision making, requests for ac-
tion, information seeking and social interaction.
Rambow et al. (2004) found that e-mail has an in-
herent structure and that this structure can be use
to extract e-mail specific features for summarisa-
tion. This suggests that comments may have an
inherent structure which can be used to assist in
summarisation.

3 Methods

3.1 Data

The work reported here is based on comments
from news articles taken from the online, UK ver-
sion of the Guardian newspaper. It is composed
of online comments that are created by readers
who have registered and posted under a user-name.
The site is moderated and comments can be re-
moved. We harvested the comments once the com-
ment section is closed and the data is no longer up-
dated. The comment system allows users to view
comments either in a temporal fashion, oldest or
newest first, or as threads. Users are then able to
add their own comments to the set by either post-
ing directly or by replying to another user, adding
their comments to any point in the thread. This de-
velops a conversational style of interaction where
users interact with each other and comment upon
the comments of others. The topics discussed can
therefore evolve from the topics of the original ar-

ticle.
In total we have gathered comments posted in

response to thirteen articles. Each week a journal-
ist from the Guardian summarises the comments
on one particular article and we have selected data
from these weekly summaries to provide a further
point of comparison. A typical example is our
comment set 5 where the initial article was titled
‘Cutting edge: the life of a former London gang
leader’, the journalist had divided the comments
into sets as follows:

• 40% criticised gang culture for creating a de-
sire for fame and respect

• 33% would like to hear more from victims of
gang violence

• 17% found Dagrou’s story depressing

• 10% believed he should be praised for turn-
ing his life around

An example of a comment that fit into the jour-
nalist based classification scheme is: “I’d love to
see an in-depth article about a person whose life
is made a complete misery by gangs. You know,
maybe a middle-aged lady who lives on her own
in a gang area, something like that.”

An example of a comment that does not fit into
the classification scheme: “So people who don’t
have to turn their lives around are ignored and
not supported. These are the people who are
sometimes homeless cause there is no help if you
haven’t been in prison or don’t have kids”.

In this work we refer to all of the comments on
a single article as a comment set. There is data that
has been annotated by humans (the gold standard
set) and data that has not. The gold standard data
set contained three comment sets. It was produced
by human(s) assigning all comments from a com-
ment set to topic groups. For one comment set two
humans assigned groups (Set 1) and for two com-
ment sets (Sets 2 and 3) a single human assigned
groups. No guidance was given as to the number
of topics required, but the annotators were asked
to make the topics as broad or as inclusive as they
could.

In the set where both humans assigned topics
the first annotator determined that there were 26
topics whereas the second annotator identified 45
topics. This difference in topic number was due
to a variation in numbers of clusters with a single
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Table 1: Comment Set Composition - A description of the data set
Set 1 2 3 4 5 6 7 8 9 10 11 12 13
Comments 160 230 181 51 121 169 176 205 254 328 373 397 661
Authors 67 140 112 28 65 105 103 111 120 204 240 246 420
Threads 54 100 82 21 53 71 67 80 95 132 198 164 319
Groups of siblings 126 186 154 45 108 139 148 160 205 256 314 320 553
Time Segment 77 113 68 33 72 110 76 117 142 160 124 119 203
Over 50 Words (%) 58 52 29 39 37 36 18 38 49 44 26 26 30
Mean number of words 80 81 45 58 53 45 38 69 72 61 40 43 48
Human topics 14 21 20 - - - - - - - - -
Automatic topics - - - 5 5 7 8 5 5 18 18 16 7

member. Once these were removed both annota-
tors had created 14 clusters. The human-human
F-Score was 0.607 including the single clusters
and 0.805 without. It was felt that agreement at
this level meant that double annotation was not re-
quired for the futher two sets. All annotated sets
have the clusters with single members removed.

A further 10 sets of comments were collected
which were not annotated. Table I shows the com-
position of these comment sets. We can see that
the number of comments varies and that number
of authors, threads, groups of siblings (comments
that reply to the same comment) and time seg-
ments tend to increase with size. The number of
words in a comment does not. The sets of com-
ments, with annotations where available, can be
found at (Llewellyn, 2016).

3.2 Data Manipulation

We have investigated methods for combining the
individual comments into larger ‘documents’ us-
ing metadata features. The data is combined ac-
cording to aspects extracted from the metadata;
these are as follows:

• STANDARD: Comments are not combined
in any way. This is a baseline result to which
the other results can be compared.

• AUTHOR: Comments are grouped together
if they have the same author. A common ap-
proach to increase the size of Twitter docu-
ments is to group tweets together that come
from a single author on the assumption that
authors stick to the same/similar topics. Here
the same approach is tried with comments.

• TIME: Comments are grouped together
within a ten minute segment. Comments may

be on the same topics if they are posted at the
same time (if the users are viewing comments
through the newest first method).

It is hypothesised that there may be topical consis-
tency within threads. The ‘threadness’ was identi-
fied in several ways:

• FULL THREAD: Comments were grouped
together to reflect the full thread from the
original root post and including all replies
to that post and all subsequent posts in the
thread.

• CHILDREN: A comment is grouped with all
direct replies to that comment.

• SIBLINGS: A comment is grouped with its
siblings, all other comments that reply to a
specific comment.

All of the groups of related comments are com-
bined together, according to the method, to form a
single document for each group.

3.2.1 Short Documents
Previous work indicates that removing short doc-
uments from the data sets prior to topic modelling
improves the quality of the topic models (Tang
et al., 2014). We found, in an experiment into
whether length of comments influenced the qual-
ity of clusters, that removing comments that con-
tain few than 50 terms increases the ability of a
topic model to classify documents that are longer
than 50 terms but it does not increase the ability
to classify all documents, especially shorter doc-
uments. If we deem it useful to have short com-
ments in the clusters for the ranking and extraction
phase of summarisation, then it is important that
these shorter documents are retained in the model
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building stage, we therefore include them in our
experiments detailed here.

3.3 Topic Modelling

The clustering method used in this work is Latent
Dirichlet Allocation (LDA) topic modelling (Blei
et al., 2003). It produces a generative model used
to determine the topics contained in a text docu-
ment. A topic is formed from words that often
co-occur, therefore the words that co-occur more
frequently across multiple documents most likely
belong to the same topic. It is also true that each
document may contain a variety of topics. LDA
provides a score for each document for each topic.
In this case we assign the document to the topic or
topics for which it has the highest score.

This approach was implemented using the Mal-
let tool-kit (McCallum, 2002). The Mallet tool
kit topic modelling implementation allows dirich-
let hyper-parameter re-estimation. This means that
although the hyper parameters are initially set it is
possible to allow them to be re-estimated to better
suit the data set being modelled. In these exper-
iments, after previous optimisation tests, we ini-
tially set the sum of alpha across all topics as 4,
beta as 0.08. We set the number of iterations at
1000, and we allow re-estimation of the dirichlet
hyper-parameters every 10 iterations.

In order to cluster the comment data into topics
an appropriate number of topics must be chosen.
In choosing the number of topics we aim to pick
a number which strikes a balance between produc-
ing a small number of broad topics or a large num-
ber of overly specific topics. We aim to echo a
human like decision as to when something is on-
or off-topic. Too few items in each topic is to
be avoided, as is having a small number of topics
(O’Connor et al., 2010).

In our data set, we choose the number of clus-
ters by two methods. When data has been anno-

Table 2: Combined Data, Annotated, F-score (re-
sults that beat the standard baseline are in bold)

1 2 3
Standard Baseline 0.59 0.36 0.33
Author 0.43 0.34 0.32
Children 0.70 0.41 0.48
Full Thread 0.63 0.38 0.37
Siblings 0.59 0.37 0.33
Time 0.38 0.31 0.24

tated by humans the number of topics identified by
humans was chosen as the cluster number. When
the data had not been annotated by humans the
cluster number was identified using an automatic
method of stability analysis. This method was pro-
posed by Greene, O’ Callaghan, and Cunningham
(2014), and it assumes that if there is a ‘natural’
number of topics within a data set, then this num-
ber of topics will give the most stable result each
time the data is re-clustered. Stability is calculated
using a ranked list of most predictive topic words.
Each time the data is modelled, the change in the
members and ordering of that list is used to cal-
culate a stability score. Green et. al (2014) used
the top twenty features to form their ranked list of
features. Here, as the length of the documents is
shorter, we use the top ten.

The sets of documents as described in the pre-
vious sections are then used to build topic mod-
els and the comments are assigned to topical clus-
ters using these models. Ten-fold cross-validation
is used. As topic modelling is a generative pro-
cess, the topics produced are not identical on each
new run as discussed in more detail in (Koltcov et
al., 2014). Therefore the process is repeated 100
times, so that an average score can be supplied.

3.4 Metrics

There are two main metrics that are exploited in
this work: Perplexity and micro-averaged F-score.
Perplexity is judged by building a model using
training data, and then testing with a held out set
to see how well the word counts of the test doc-
uments are represented by the word distributions
represented in the topics in the model (Wallach et
al., 2009). This score shows how perplexed the
model is by the new data. Perplexity has been
found to be consistent with other measures of clus-
ter quality such as point-wise mutual information
(Tang et al., 2014). PMI data is also available and
can be supplied if requested.

It is difficult to judge when a perplexity score is
‘good enough’ as perplexity will continue to de-
crease as the number of clusters increases. Topic
models that represent single comments are the
least perplexed. Therefore a section of the dataset
has been hand annotated and this is used to pro-
vide a micro-averaged F-score. This can be used
to gauge if the perplexity scores are equivalent to
human judgements. For more details on this met-
ric see Sokolova and Lapalme (2009).
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Table 3: Combined Data - Perplexity Score (the best / least perplexed model is in bold)
Comment Set 1 2 3 4 5 6 7 8 9 10 11 12 13
Standard 253 671 520 343 555 444 531 960 1084 818 659 756 810
Author 572 644 525 422 555 582 518 1005 1224 908 669 766 761
Children 373 608 405 274 427 406 434 673 1019 637 712 514 657
Full Thread 707 764 477 394 496 499 567 1026 1490 991 933 753 875
Siblings 613 730 560 401 590 532 607 804 1009 734 759 649 813
Time 584 715 459 460 579 433 542 796 1090 965 776 720 716.05

Here we present scores in terms of micro-
averaged F-score (when a gold standard is avail-
able for comparison), and by perplexity. A higher
F-score indicates a more human like model and
a lower perplexity score indicates a less perplexed
model. Significance is tested using a Student’s two
tailed t-test and significant results are quoted when
p<0.01 (Field, 2013).

4 Results and Discussion

First we will discuss the results from the 3 anno-
tated data sets (1, 2 and 3). Using an F-score met-
ric we find that, for all three annotated sets that
grouping comments using the metadata features
author and time does not improve topic cluster-
ing. Grouping comments using thread based fea-
tures was more sucessful. We found that combin-
ing comments with their replies (the children) and
combining comments within the full thread sets
significantly beat the standard baseline (Table 2).

The results differ when judged by perplexity
(Table 3). We found for two of the comment sets
(2 and 3) the children data set gave models that
were significantly less perplexed than the standard
baseline but this was not the case for comment set
1. For comment set 1 no models beats the baseline
using the perplexity metric.

When we look at all of the data, judged using
a perplexity score (Table 3), we found that the
combined children data sets consistently created
models (for 10 out of the 13 sets) that are signifi-
cantly less perplexed than a standard baseline. For
one of the datasets the data combined with other
replies to the same message, the siblings set, beats
the baseline. For two of the sets no combination
method beats the baseline.

The automated results and human results as in-
dicated by perplexity and micro-averaged F-score
are not in complete agreement, but there are some
commonalities. Both sets of results indicate that
the group that combines responses with comments

(the children group) has the highest agreement
with the human model, and it consistently pro-
duces the least perplexed model.

5 Conclusions

It is worth noting that although we focus here on
newspaper comments, the need for summarisation
applies to any web-based chat forum and the find-
ings therefore have a wide applicability.

LDA topic modelling perfoms better with
longer documents. Here we have investigated
methods for combining newspaper comments into
longer documents in order to improve LDA clus-
tering and therefore provide a strong basis for sub-
sequent comment summarisation. We found that
combining comments using features derived from
the thread structure of the commenting system was
more successful than features from the comments
metadata. We found that using a combination of
a comment and its children provides ‘documents’
that produce models that can more accurately clas-
sify comments into topics than other document
combination methods. It is likely that the method
of grouping comments with their direct replies,
their children, is the most successful because com-
mentors interact with the other comments through
the thread system (rather than newest or oldest
first) and they add topically relevent information to
the threads. It also indicates that topics in threads
evolve, meaning that grouping the entire thread to-
gether into a single document works less well than
grouping the immediate decendants - the children.

We found that these results were generally con-
sistent, but not identical, across two metrics - per-
plexity and F-score. We therefore confirm that the
perplexity measure is a useful metric in this do-
main when annotated data is not available.
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Abstract

In this work we explore some challenges
related to analysing one form of the Ara-
bic language called Arabizi. Arabizi,
a portmanteau of Araby-Englizi, mean-
ing Arabic-English, is a digital trend in
texting Non-Standard Arabic using Latin
script. Arabizi users express their nat-
ural dialectal Arabic in text without fol-
lowing a unified orthography. We address
the challenge of identifying Arabizi from
multi-lingual data in Twitter, a preliminary
step for analysing sentiment from Arabizi
data. We annotated a corpus of Twitter
data streamed across two Arab countries,
extracted linguistic features and trained
a classifier achieving an average Arabizi
identification accuracy of 94.5%. We also
present the percentage of Arabizi usage
on Twitter across both countries providing
important insights for researchers in NLP
and sociolinguistics.

1 Introduction

Arabizi comprises a portion of the Arabic social
media, thus any large dataset crawled from an Ara-
bic public source may contain Modern-Standard
Arabic (MSA), Non-Standard Arabic (NSA), Ara-
bizi and other languages such as English and
French. MSA is the formal Arabic that is mostly
used in news broadcasting channels and maga-
zines to address the entire Arab region. NSA is
informal, dialectal and esoteric to each region. It
varies among North Africa, Egypt, Levant, and the
Arabian Gulf. Arabizi is a descendant of NSA,
where dialectal words are expressed in Latin script
such as ú
æ. J
J.k which means darling written as

7abibi. Apart from being dialectal, people express

their natural voice in text without following a uni-
fied orthographical and grammatical regulations.

A. Bies et al. mention that the use of Arabizi
is prevalent enough to pose a challenge for Ara-
bic NLP research (2014). Basis Technology, a
company that specializes in computational linguis-
tics for digital forensics stated that Arabizi poses
a problem for government analytics since it has no
structure (2012). The way Arabs use Arabizi is
a significant challenge for data scientists for the
following reasons: it is written in Latin script, it
varies among regions, it is not written in a unified
orthographical, syntactical or grammatical struc-
ture, it could be mixed with other languages in
a single sentence, and it often exist within multi-
lingual datasets.

Identification of Arabizi advances the Arabic
NLP, specifically in sentiment analysis for Arabic.
Being able to identify and analyse Arabizi will fill
an important gap in processing Arabic from social
media data. Several researchers working on sen-
timent analysis for Arabic filter out Arabizi from
their datasets, mainly due to the non-availablitiy of
public resources such as word lexicons, stemmers,
and POS taggers to process this type of text. In
a recent survey about sentiment analysis for Ara-
bic, S. Ahmed et al. mention that the use of di-
alect and Arabizi have not been addressed yet in
existing literature (2013). In this paper we ad-
dress the following questions: How frequent is the
usage of Arabizi in Egypt and Lebanon on Twit-
ter, and which methods could be used to automati-
cally identify Arabizi within multi-lingual Twitter
streams.

Public social media data, particularly Twitter,
is important for sentiment analysis as it contains
and reflects the public’s opinion. The type of data
in Twitter is large-scale and diverse, not biased
to certain groups of people or topics. We col-
lect Twitter data from Egypt and Lebanon, pre-
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process it, and annotate sample datasets. First,
we present the amount of Arabizi usage in each
of Egypt and Lebanon by reporting the percentage
of Arabic, English, and Arabizi tweets. Second,
we extract some linguistic features using Langde-
tect1 (Nakatani, 2010), a language detection li-
brary ported from Google’s language-detection,
and train an SVM classifier to identify Arabizi
from multi-lingual Twitter data. We believe that
being able to identify Arabizi from multi-lingual
data on social media brings us closer to addressing
sentiment analysis for Arabic, inclusive of NSA
and Arabizi.

The rest of the paper is structured as follows: In
Section II, we investigate what other researchers
have done for analysing Arabizi. In Section III,
we collect, pre-process and annotate Twitter data
and present our approach of extracting linguistic
features and training the classifier. In Section IV,
we present the results and a discussion. In Section
V, we conclude and add a future work plan.

2 Related Work

In this section we survey papers and present the
efforts of other researchers on the percentage of
Arabizi usage, the motive for analysing sentiment
from Arabizi data, and related work in Arabic di-
alect and Arabizi detection.

2.1 Percentage of Arabizi Usage

Several sociolinguistic studies focus on the Ara-
bizi phenomena, where the researchers tend to ex-
plore how this texting style developed and became
a trend in the Arab region. S. Jaran and F. Al-Haq
(Jaran and Al-Haq, 2015) presented how natives
coin and trend Arabizi words by adopting an En-
glish word and conjugating it in their NSA such
as: I miss you → missak, ak is a suffix added
when referring to the pronoun you in the mascu-
line form in several NSA dialects. In (Muhammed
et al., 2011; Yaghan, 2008; Aboelezz, 2009; Al-
abdulqader et al., 2014; Gibson, 2015; Jaran and
Al-Haq, 2015; Keong et al., 2015) the authors
collected information about people who use Ara-
bizi such as age, gender, and level of education
and reported the frequency and context of Ara-
bizi usage within certain groups of people. In Ta-
ble 1 we present these studies that were conducted
by monitoring mobile messaging, distributing sur-
veys among university students, or analysing on-

1https://goo.gl/xn1jJr

line forum comments. The percentage of Arabizi
usage varies in each of these studies depending on
the year the study was conducted, the region, the
medium, and the users. However, most of these
studies are based on private mobile messages, we
on the other hand report the percentage of Arabizi
usage on a public social medium. We investigated
Arabizi from Twitter data across 2 Arab countries,
Egypt and Lebanon; our method can be applied to
any other Arab country.

2.2 Arabizi in Sentiment Analysis
We point to few studies where researchers col-
lected Arabic data for sentiment analysis but fil-
tered out Arabizi, saying that their tools are in-
capable of handling Arabizi. M. Al-Kabi et al.
carried out a research in sentiment analysis on
a dataset of 1,080 NSA reviews collected from
social and news websites filtering out Arabizi
(2013; 2014). R. Duwairi and I. Qarqaz collected
500 Facebook comments in Arabic for sentiment
analysis filtering out Arabizi as well (2014). R.
Duwairi et al. also mention that Arabizi is com-
mon in Arab blogs, highlighting the fact that there
are no Arabizi benchmark datasets nor sentiment
lexicons available (2015).

2.3 Arabic Dialect Detection
Recent studies are focused on detecting dialectal
Arabic from a given text. Most of these stud-
ies rely on annotated dialectal Arabic corpora and
training a classifier with character and word n-
gram features. O. Zaidan and C. Callison-Burch
annotated over 100,000 sentences and trained an
n-gram probabilistic classifier that detects the di-
alect of input sentences (2014). S. Malmasi et al.
used 2 classifiers to predict whether a given sen-
tence is dialectal or MSA (2015). First, a Condi-
tional Random Field (CRF) classifier trained with
word-level features using MADAMIRA (2014)
and other tools. Second, a trained sentence
level classifier covering dialectal statistics, writing
style, and word relatedness features. Other recent
efforts on dialect detection (Cotterell and Callison-
Burch, 2014; Elfardy and Diab, 2013; Sadat et al.,
2014; Al-Badrashiny et al., 2015) include creating
dialectal corpora.

To the best of our knowledge, K. Darwish pre-
sented the only work on Arabizi detection in the
literature (2014). However, his work focuses on
word-level detection. He collected Arabizi words
from tweets and trained a character-level language
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Reference Year Location Participants Data Size of Data Arabizi English Arabic

(Keong et al., 2015) 2015 Malysia 20 Arab Post Graduates SMS 200 Messages 35% 50% 10%

(Bies et al., 2014) 2014 Egypt 26 Native Arabic Speakers SMS 101,292 Messages 77% - 23%

(Alabdulqader et al., 2014) 2014 Saudi Arabia 61 Students and Non-students SMS, BBM, and Whatsapp 3236 Messages 15% 8% 74%

(Bianchi, 2012) 2012 Jordan - Online Forum 460,220 Posts 35.5% 17.5% 32%

(Al-Khatib and Sabbah, 2008) 2008 Jordan 46 Students SMS 181 Messages 37% 54% 9%

Table 1: Percentage of Arabizi Usage in Related Work

model and a statistical sequence labelling algo-
rithm. In our work, we extract sentence-level fea-
tures using Langdetect and train a classifier to
identify Arabizi tweets.

3 The Approach

3.1 Data Collection and Annotation

We use geographic information2 to stream tweets
coming from within Lebanon and Egypt, where
we specified the coordinates of each region sep-
arately. We collect two datasets, one from each
country, and split each into Arabic and Non-
Arabic, shown in Table 2. The Non-Arabic data
includes any tweet written in Latin script. We take
the Non-Arabic data segment, pre-process it, and
annotate a sample of 5,000 tweets to be used for
reporting the percentage of Arabizi usage and as a
training dataset for the Arabizi identification clas-
sifier.

Country Tweets Arabic Tweets Non-Arabic Tweets

Lebanon 60,364 28,340 32,024

Egypt 249,149 174,821 74,328

Table 2: Distribution of Tweets

Twitter data contains a lot of noisy tweets such
as tweets that contain only URLs, hashtags, user
mentions, laughter, and spam. We pre-process
the data to maximize the number of textual tweets
in each of the Non-Arabic dataset. We filter out
URLs, hashtags, user mentions, laughter, exagger-
ation, and emojis from tweets. Though some of
these features can be used in an extended work for
sentiment analysis, for this task we only aim for
language identification. We filter out hashtags be-
cause most of them are in English. We filter out
laughter expressions and exaggerated words be-
cause Langdetect misdetects sentences containing
words with repetitive letters. From the resulting
data, we deleted tweets that contain no text and

2https://goo.gl/PFJj3H

duplicated tweets. We observed from our datasets
that many tweets aim to gather followers with ex-
pressions such as: follow me, follow insta, and fol-
low plz. We consider such tweets as spam and fil-
ter out any tweet containing the word follow. Our
pre-processed Non-Arabic datasets lessened from
32,024 to 21,878 for Lebanon and from 74,328 to
36,970 for Egypt.

We extracted and annotated 5,000 tweets which
was done manually by one Arab native. Since
Arabizi users might switch between Arabizi
and English within a single sentence, we tag
Arabizi tweets if the number of Arabizi words
are sufficient to imply that the dominant language
used is Arabizi. To tag an Arabizi tweet it should
have more Arabizi words than English words and
the Arabizi words should consist of nouns and
verbs not just connectors and stop words. For
example:

Tweet: honestly allah y3afeke (recovery wish)
that you still cant get over a story thats a year
not my fault ur ex boyfriend was a *** sara7a
(honestly)
Arabizi Words < English Words
Tag: Not Arabizi

Tweet: kel marra b2oul monday bade ballesh diet
bas emta ha yeje hayda lnhar/Everytime I plan
to start a diet on monday but when will this day
come
Arabizi Words > English Words
Tag: Arabizi

Tweet: eh (yes) God bless your mom w (and) your
family
Tag: Not Arabizi

Out of each sample dataset, we tagged 465
Arabzi tweets from Lebanon and 955 Arabizi
tweets from Egypt. However, each sample dataset
is multi-lingual containing tweets in languages
other than English and Arabizi. The annotated
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datasets can be found on project-rbz.com3

3.2 Arabizi Identification
We utilize Langdetect, a language detection
library that detects one or more languages for
each input sentence, and returns the language
with the highest confidence score. Though it does
not detect Arabizi sentences, it detects irrelevant
languages when tested against Arabizi. It may
detect 3 or more languages, or one irrelevant
language with high confidence. We use those
detections as input features to train a classifier to
identify Arabizi from Twitter data. For example:

Tweet: never been so scared for an exam
Languages Detected: {en:0.99}

Tweet: kan yom eswed yom ma 3reftk /It
was a bad day I didn’t recognize you
Languages Detected: {so: 0.42, cy: 0.42, sv:
0.14}

We use the irrelevant languages detected, the
number of irrelevant languages, and their con-
fidence scores as input features for the Arabizi
identification classifier.

3.2.1 Feature Selection
We extracted the following features during the
streaming and pre-processing of tweets: Language
detected by Twitter API, languages detected by
Langdetect, location of the tweet, country of the
user, language of the user, number of words per
tweet, and count of word occurrences per tweet.

We extracted (language detected by Twitter
API, tweet location, country and language of the
user) from each tweet stream, for example:

id twt lang twt country usr id usr lang usr country
001468231 Hello World EN EGY 48933812 EN EGY

We tested all the features on several classi-
fiers and found that the best results are obtained
from an SVM classifier using (languages detected
by Langdetect, the language detected by Twit-
ter API, and the count of word occurrences per
tweet). The languages detected by Langdetect in-
clude: languages predicted, number of predicted
languages, and the confidence score of each. Al-
though, Langdetect is more accurate than Twit-
ter API when tested against our data, adding the
language detected by Twitter API to the set of

3http://www.project-rbz.com/

features improved the overall accuracy of Arabizi
identification. The count of word occurrences per
tweet helps the classifier identify words that are
frequently used in Arabizi. We disregarded the
other features (location of the tweet, country and
language of the user, and the number of words per
tweet) because they did not have any effect on the
classification results.

3.2.2 Classification

We run Langdetect against our annotated sam-
ple datasets; in Table 3 we present the distribu-
tion of languages detected with high confidence
scores apart from the manual Arabizi annota-
tion. We note that the other languages detected

Country Dataset Size English Arabizi French Other

Lebanon 5,000 3,242 465 158 1,135

Egypt 5,000 2,868 955 0 1,177

Table 3: Distribution of Languages in Sample
Data

are mainly Far-Eastern languages written in Latin
script. Though there are very few tweets in Span-
ish and Dutch, they are negligible. Far-Eastern
expatriates living and working in the Arab region
constitute a large part of the population. Our
findings show that most of the other languages
detected in our Twitter datasets in Lebanon are
Filipino, and Indian in Egypt. For this experi-
ment we filter out all languages other than English
and Arabizi that have confidence score of 0.7 or
higher from our sample datasets. The annotated
datasets are lessened to 3,707 tweets for Lebanon
and 3,823 for Egypt. We note that the remain-
ing datasets contain multi-lingual tweets however
those tweets were not given high confidence scores
by Langdetect.

We carry out two experiments, one with our an-
notated datasets that are filtered from other lan-
guages and another with balanced datasets. Since
the ratio of English to Arabizi tweets is very high,
we under-sample the annotated-filtered datasets to
have an almost equal number of English to Ara-
bizi tweets. We applied a 10-fold cross validation
technique in which we split the data into 80% and
20% for training and testing respectively, and av-
erage the validation results for all folds.
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4 Results and Discussion

4.1 Arabizi Usage

In Table 4 we present the percentage of Arabic vs
Non-Arabic tweets in each country. In Table 5 we
present the distribution of languages in each of the
Non-Arabic sample dataset.

Country Tweets Arabic Non-Arabic

Lebanon 60,364 47% 53%

Egypt 249,149 70% 30%

Table 4: Arabic vs Non-Arabic Tweets

Country Tweets English Arabizi French Other

Lebanon 5,000 65% 9.3% 3% 22.7%

Egypt 5,000 57% 19% - 23%

Table 5: Distribution of Languages in Non-Arabic
Tweets

As it can be seen from the results, the percent-
age of Arabizi usage differs in each Arab country.
In Lebanon, Arabic and Non-Arabic tweets are
almost equal, however English is dominant in
Non-Arabic tweets. On the other hand, Arabic is
dominant in tweets from Egypt. The total Arabizi
usage is 4.9% for Lebanon and 5.7% for Egypt.
We also observed that not only do the percentage
of Arabizi usage differs between countries but
also they way it is used in text. In Egypt, most
of the Non-English tweets are written either in
English or in Arabizi rather than mixing both in
single tweets as compared to Lebanon. Also, in
Egypt people tend to abbreviate Arabizi words in
many cases by avoiding to write the vowels. For
example:

Tweet from Egypt:
na w nta hn3ml duet m3 b3d /me and you will
perform a duet together
Abbreviations: ana → na, enta → nta, hane3mal
→ hn3ml, ma3 → m3, ba3d → b3d

Tweet from Lebanon:
bonsoir 7ewalit a3melik add 3ala fb bass i didnt
find you can you give me your account /Morning I
tried adding you on fb but...
Languages: English, French, and Arabizi.

4.2 Arabizi Identification

We filtered our sample datasets from languages
other than English and Arabizi that were detected
by Langdetect with high confidence scores. We
selected an SVM classifier with the following fea-
tures: Languages detected by Langdetect, the lan-
guage detected by Twitter API, and the count of
word occurrences per tweet. We present the aver-
aged 10-fold cross validation results in Table 6.

Country Tweets Recall Precision F-Measure Accuracy

Lebanon 3,707 91 88 88 93

Egypt 3,823 96 78 85 96

Table 6: Averaged K-Fold Validation Results for
Sample Datasets

Since Arabizi is only 12% for Lebanon and 25%
for Egypt from the Non-Arabic datasets that are
filtered from other languages, shown in Table 3,
these datasets are considered imbalanced. We bal-
anced the datasets by undersampling the English
tweets and repeated the experiment. We present
the averaged validation results for the balanced
datasets in Table 7.

Country Tweets Recall Precision F-Measure Accuracy

Lebanon 1,150 97 97 97 97

Egypt 2,200 97 97 97 97

Table 7: Averaged Validation Results for Balanced
Sample Datasets

4.3 Discussion

Our results show that the percentage of Arabizi us-
age in Twitter data across both Lebanon and Egypt
is lower than the findings by other researchers
in mobile messaging, as shown in Table 1. We
hypothesize that people prefer to text in Arabizi
on private mediums since Arabizi is generally
perceived as an informal way of communication.
However, 4.9% or 5.7% of a country’s Twitter data
is Arabizi, which is a large amount of data that
might contain valuable information. Therefore it
is important to generate NLP resources to identify,
analyse, and process Arabizi data.

We found that most of the unidentified Ara-
bizi tweets are tweets from Lebanon written in
both English and Arabizi. Langdetect identifies
most of such mixed tweets as English. As for
the false identification, it was due to misidenti-
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fication of Far-Eastern tweets. Neither Langde-
tect nor Twitter API was able to correctly iden-
tify all Far-Eastern tweets. The classifier could be
enhanced to overcome those errors by extracting
word-level features from tweets, such as TF-IDF,
n-grams, word lengths, and vowel-consonant ra-
tio, and by training it to classify mixed and Far-
Eastern tweets.

The analysis of Arabizi usage on Twitter for dif-
ferent Arab countries provides an insight for re-
searchers who tempt to analyse sentiment from
Arabic data and for sociolinguistic researchers
who study a language in relation to social fac-
tors such as region and dialect. We believe that
creating tools to automatically identify Arabizi is
a necessary step towards sentiment analysis over
this type of text. Arabizi identification could be
applied in automatic creation of an Arabizi corpus
that could be used for classification tasks and in
automatic language detection for machine transla-
tion tools.

Another aspect of research in Arabizi includes
transliteration to Arabic. There are some tools
available such as Yamli4, Microsoft Maren5, and
Google Input Tools6, however those tools are de-
signed to help Arab speakers get MSA text by typ-
ing Arabizi. Using transliterators to convert the
natural Arabizi text, such as tweets, may result in
broken Arabic words. Some researchers are work-
ing on Arabizi transliteration as in (Bies et al.,
2014; May et al., 2014; Chalabi and Gerges, 2012;
Darwish, 2014).

5 Conclusion and Future Work

In this work we have studied the usage of Ara-
bizi on Twitter and the creation of tools to au-
tomatically identify Arabizi from multi-lingual
streams of data. We collected Twitter data from
Lebanon and Egypt and presented the percent-
age of each language, particularly Arabizi, pro-
viding an important insight for researchers work-
ing on the analysis of natural text for the Arab re-
gion. We trained an Arabizi identification classi-
fier by annotating sample datasets and extracting
features using Langdetect, an existing language
detection library. We achieved an average classifi-
cation accuracy of 93% and 96% for Lebanon and
Egypt datasets respectively. Our Arabizi identifi-

4http://www.yamli.com/
5https://goo.gl/3zLLOn
6http://www.google.com/inputtools/

cation classifier relies on sentence-level features;
it could be improved by extracting word-level fea-
tures from text. Our aim is to advance the Arabic
NLP research by facilitating analysis on social me-
dia data without the need to filter out complex or
minority languages.

Several researchers have contributed to the anal-
ysis of MSA in the literature, which is useful for
analysing formal blogs and news pages. However
analysing the public’s sentiment requires effort for
NSA and Arabizi as most people from the Arab
region express their opinion on social media us-
ing their mother tongue in text. Though NSA and
Arabizi are written in different scripts, they can be
addressed simultaneously since both share similar
challenges. We plan to extend this work by ex-
ploring the usage of NSA and Arabizi across sev-
eral regions, and by identifying dialect on social
media. We follow by trying to extract sentiment
from NSA and Arabizi which might require the
creation of dialect sentiment lexicons and parsers
to process the heterogeneous Arabic social data.
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Abstract

Previous optimisations of parameters af-
fecting the word-context association mea-
sure used in distributional vector space
models have focused either on high-
dimensional vectors with hundreds of
thousands of dimensions, or dense vectors
with dimensionality of a few hundreds; but
dimensionality of a few thousands is of-
ten applied in compositional tasks as it is
still computationally feasible and does not
require the dimensionality reduction step.
We present a systematic study of the in-
teraction of the parameters of the associ-
ation measure and vector dimensionality,
and derive parameter selection heuristics
that achieve performance across word sim-
ilarity and relevance datasets competitive
with the results previously reported in the
literature achieved by highly dimensional
or dense models.

1 Introduction

Words that occur in similar context have simi-
lar meaning (Harris, 1954). Thus the meaning
of a word can be modeled by counting its co-
occurrence with neighboring words in a corpus.
Distributional models of meaning represent co-
occurrence information in a vector space, where
the dimensions are the neighboring words and the
values are co-occurrence counts. Successful mod-
els need to be able to discriminate co-occurrence
information, as not all co-occurrence counts are
equally useful, for instance, the co-occurrence
with the article the is less informative than with
the noun existence. The discrimination is usually
achieved by weighting of co-occurrence counts.
Another fundamental question in vector space de-
sign is the vector space dimensionality and what

neighbor words should correspond to them.
Levy et al. (2015) propose optimisations for

co-occurrence-based distributional models, us-
ing parameters adopted from predictive mod-
els (Mikolov et al., 2013): shifting and context
distribution smoothing. Their experiments and
thus their parameter recommendations use high-
dimensional vector spaces with word vector di-
mensionality of almost 200K, and many recent
state-of-the-art results in lexical distributional se-
mantics have been obtained using vectors with
similarly high dimensionality (Baroni et al., 2014;
Kiela and Clark, 2014; Lapesa and Evert, 2014).

In contrast, much work on compositional dis-
tributional semantics employs vectors with much
fewer dimensions: e.g. 2K (Grefenstette and
Sadrzadeh, 2011; Kartsaklis and Sadrzadeh, 2014;
Milajevs et al., 2014), 3K (Dinu and Lapata, 2010;
Milajevs and Purver, 2014) or 10K (Polajnar and
Clark, 2014; Baroni and Zamparelli, 2010). The
most common reason thereof is that these models
assign tensors to functional words. For a vector
space V with k dimensions, a tensor V ⊗V · · ·⊗V
of rank n has kn dimensions. Adjectives and in-
transitive verbs have tensors of rank 2, transitive
verbs are of rank 3; for coordinators, the rank can
go up to 7. Taking k = 200K already results in
a highly intractable tensor of 8× 1015 dimensions
for a transitive verb.

An alternative way of obtaining a vector space
with few dimensions, usually with just 100–500,
is the use of SVD as a part of Latent Semantic
Analysis (Dumais, 2004) or another models such
as SGNS (Mikolov et al., 2013) and GloVe (Pen-
nington et al., 2014). However, these models take
more time to instantiate in comparison to weight-
ing of a co-occurrence matrix, bring more param-
eters to explore and produce vector spaces with
uninterpretable dimensions (vector space dimen-
sion interpretation is used by some lexical mod-
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els, for example, McGregor et al. (2015), and the
passage from formal semantics to tensor models
relies on it (Coecke et al., 2010)). In this work
we focus on vector spaces that directly weight a
co-occurrence matrix and report results for SVD,
GloVe and SGNS from the study of Levy et al.
(2015) for comparison.

The mismatch of recent experiments with non-
dense models in vector dimensionality between
lexical and compositional tasks gives rise to a
number of questions:
• To what extent does model performance de-

pend on vector dimensionality?
• Do parameters influence 200K and 1K di-

mensional models similarly? Can the find-
ings of Levy et al. (2015) be directly applied
to models with a few thousand dimensions?

• If not, can we derive suitable parameter se-
lection heuristics which take account of di-
mensionality?

To answer these questions, we perform a sys-
tematic study of distributional models with a rich
set of parameters on SimLex-999 (Hill et al.,
2014), a lexical similairty dataset, and test selected
models on MEN (Bruni et al., 2014), a lexical
relatedness dataset. These datasets are currently
widely used and surpass datasets stemming from
information retrieval, WordSim-353 (Finkelstein
et al., 2002), and computational linguistics, RG65
(Rubenstein and Goodenough, 1965), in quantity
by having more entries and in quality by atten-
tion to evaluated relations (Milajevs and Griffiths,
2016).

2 Parameters

2.1 PMI variants (discr)
Most co-occurrence weighting schemes in distri-
butional semantics are based on point-wise mu-
tual information (PMI, see e.g. Church and Hanks
(1990), Turney and Pantel (2010), Levy and Gold-
berg (2014)):

PMI(x, y) = log
P (x, y)

P (x)P (y)
(1)

As commonly done, we replace the infinite PMI
values,1 which arise when P (x, y) = 0, with ze-
roes and use PMI hereafter to refer to a weighting
with this fix.

1We assume that the probability of a single token is al-
ways greater than zero as it appears in the corpus at least
once.

Parameter Values

Dimensionality D
1K, 2K, 3K, 5K
10K, 20K, 30K, 40K, 50K

discr PMI, CPMI, SPMI, SCPMI
freq 1, n, log n
neg 0.2, 0.5, 0.7, 1, 1.4, 2, 5, 7
cds global, 1, 0.75
Similarity Cosine, Correlation

Table 1: Model parameters and their values.

An alternative solution is to increment the prob-
ability ratio by 1; we refer to this as compressed
PMI (CPMI, see e.g. McGregor et al. (2015)):

CPMI(x, y) = log
(
1 +

P (x, y)
P (x)P (y)

)
(2)

By incrementing the probability ratio by one,
the PMI values from the segment of (−∞; 0],
when the joint probability P (x, y) is less than the
chance P (x)P (y), are compressed into the seg-
ment of (0; 1]. As the result, the space does not
contain negative values, but has the same sparsity
as the space with PMI values.

2.2 Shifted PMI (neg)

Many approaches use only positive PMI values,
as negative PMI values may not positively con-
tribute to model performance and sparser matrices
are more computationally tractable (Turney and
Pantel, 2010). This can be generalised to an ad-
ditional cutoff parameter k (neg) following Levy
et al. (2015), giving our third PMI variant (abbre-
viated as SPMI):2

SPMIk = max(0, PMI(x, y)− log k) (3)

When k = 1 SPMI is equivalent to positive PMI.
k > 1 increases the underlying matrix sparsity
by keeping only highly associated co-occurrence
pairs. k < 1 decreases the underlying ma-
trix sparsity by including some unassociated co-
occurrence pairs, which are usually excluded due
to unreliability of probability estimates (Dagan et
al., 1993).

We can apply the same idea to CPMI:

SCPMIk = max(0, CPMI(x, y)− log 2k) (4)

2SPMI is different from CPMI because log P (x,y)
P (x)P (y)

−
log k = log P (x,y)

P (x)(P (y)k
̸= log

(
1 + P (x,y)

P (x)P (y)

)
.
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Figure 1: Effect of PMI variant (discr), smoothing (cds) and frequency weighting (freq) on
SimLex-999. Error bars correspond to a 95% confidence interval as the value is estimated by averaging
over all the values of the omitted parameters: neg and similarity.

2.3 Frequency weighting (freq)

Another issue with PMI is its bias towards rare
events (Levy et al., 2015); one way of solving this
issue is to weight the value by the co-occurrence
frequency (Evert, 2005):

LMI(x, y) = n(x, y) PMI(x, y) (5)

where n(x, y) is the number of times x was seen
together with y. For clarity, we refer to n-weighted
PMIs as nPMI, nSPMI, etc. When this weighting
component is set to 1, it has no effect; we can ex-
plicitly label it as 1PMI, 1SPMI, etc.

In addition to the extreme 1 and n weightings,
we also experiment with a log n weighting.

2.4 Context distribution smoothing (cds)

Levy et al. (2015) show that performance is af-
fected by smoothing the context distribution P (x):

Pα(x) =
n(x)α∑
c n(c)α

(6)

We experiment with α = 1 (no smoothing) and
α = 0.75. We call this estimation method local
context probability; we can also estimate a global
context probability based on the size of the corpus
C:

P (x) =
n(x)
|C| (7)

2.5 Vector dimensionality (D)

As context words we select the 1K, 2K, 3K, 5K,
10K, 20K, 30K, 40K and 50K most frequent lem-
matised nouns, verbs, adjectives and adverbs. All
context words are part of speech tagged, but we
do not distinguish between refined word types
(e.g. intransitive vs. transitive versions of verbs)
and do not perform stop word filtering.

3 Experimental setup

Table 1 lists parameters and their values. As the
source corpus we use the concatenation of Wack-
ypedia and ukWaC (Baroni et al., 2009) with a
symmetric 5-word window (Milajevs et al., 2014);
our evaluation metric is the correlation with hu-
man judgements as is standard with SimLex (Hill
et al., 2014). We derive our parameter selection
heuristics by greedily selecting parameters (cds,
neg) that lead to the highest average performance
for each combination of frequency weighting, PMI
variant and dimensionality D. Figures 1 and 2
show the interaction of cds and neg with other
parameters. We also vary the similarity measure
(cosine and correlation (Kiela and Clark, 2014)),
but do not report results here due to space limits.3

3The results are available at http://www.eecs.
qmul.ac.uk/˜dm303/aclsrw2016/
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Figure 2: The behaviour of shifted PMI (SPMI) on SimLex-999. discr=spmi, freq=1 and
neg=1 corresponds to positive PMI. Error bars correspond to a 95% confidence interval as the value
is estimated by averaging over all the values of the omitted parameters: cds and similarity.

4 Heuristics

PMI and CPMI PMI should be used with
global context probabilities. CPMI generally out-
performs PMI, with less sensitivity to parameters;
nCPMI and lognCPMI should be used with lo-
cal context probabilities and 1CPMI should apply
context distribution smoothing with α = 0.75.

SPMI 10K dimensional 1SPMI is the least sen-
sitive to parameter selection. For models with
D > 20K, context distribution smoothing should
be used with α = 0.75; for D < 20K, it is ben-
eficial to use global context probabilities. Shift-
ing also depends on the dimensionality: models
with D < 20K should set k = 0.7, but higher-
dimensional models should set k = 5. There
might be a finer-grained k selection criteria; how-
ever, we do not report this to avoid overfitting.

lognSPMI should be used with global con-
text probabilities for models with D < 20K. For
higher-dimensional spaces, smoothing should be
applied with α = 0.75, as with 1SPMI. Shifting
should be applied with k = 0.5 for models with
D < 20K, and k = 1.4 for D > 20K. In contrast
to 1SPMI, which might require change of k as the
dimensionality increases, k = 1.4 is a much more
robust choice for lognSPMI.

nSPMI gives good results with local context
probabilities (α = 1). Models with D < 20K
should use k = 1.4, otherwise k = 5 is preferred.

SCPMI With 1SCPMI and D < 20K, global
context probability should be used, with shifting
set to k = 0.7. Otherwise, local context probabil-
ity should be used with α = 0.75 and k = 2.

With nSCPMI and D < 20K, global context
probability should be used with k = 1.4. Other-
wise, local context probability without smoothing
and k = 5 is suggested.

For lognSCPMI, models with D < 20K
should use global context probabilities and k =
0.7; otherwise, local context probabilities without
smoothing should be preferred with k = 1.4.

5 Evaluation of heuristics

We evaluate these heuristics by comparing the per-
formance they give on SimLex-999 against that
obtained using the best possible parameter selec-
tions (determined via an exhaustive search at each
dimensionality setting). We also compare them
to the best scores reported by Levy et al. (2015)
for their model (PMI and SVD), word2vec-SGNS
(Mikolov et al., 2013) and GloVe (Pennington et
al., 2014)—see Figure 3a, where only the better-
performing SPMI and SCPMI are shown.

For lognPMI and lognCPMI, our heuristics
pick the best possible models. For lognSPMI,
where performance variance is low, the heuris-
tics do well, giving a performance of no more
than 0.01 points below the best configuration. For
1SPMI and nSPMI the difference is higher. With
lognSCPMI and 1SCPMI, the heuristics follow
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(c) MEN. PPMI: 0.745, SVD: 0.778, SGNS: 0.774, GloVe: 0.729. This
work: 0.765.
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Figure 3: Best configurations. The black lines show the best count models (PPMI) reported by Levy et al. (2015). We also
give our best score, SVD, SGNS and GloVe numbers from that study for comparison. On the right, our heuristic in comparison
to the best and average results together with the models selected using the recommendations presented in Levy et al. (2015).

the best selection, but with a wider gap than the
SPMI models. In general n-weighted models do
not perform as well as others.

Overall, log n weighting should be used with
PMI, CPMI and SCPMI. High-dimensional SPMI
models show the same behaviour, but if D <
10K, no weighting should be applied. SPMI and
SCPMI should be preferred over CPMI and PMI.
As Figure 3b shows, our heuristics give perfor-
mance close to the optimum for any dimensional-
ity, with a large improvement over both an average
parameter setting and the parameters suggested by
Levy et al. (2015) in a high-dimensional setting.4

Finally, to see whether the heuristics transfer
robustly, we repeat this comparison on the MEN
dataset (see Figures 3c, 3d). Again, PMI and
CPMI follow the best possible setup, with SPMI
and SCPMI showing only a slight drop below ideal
performance; and again, the heuristic settings give
performance close to the optimum, and signifi-
cantly higher than average or standard parameters.

4Our results using Levy et al. (2015)’s parameters differ
slightly from theirs due to different window sizes (5 vs 2).

6 Conclusion

This paper presents a systematic study of co-
occurrence quantification focusing on the se-
lection of parameters presented in Levy et al.
(2015). We replicate their recommendation for
high-dimensional vector spaces, and show that
with appropriate parameter selection it is possible
to achieve comparable performance with spaces of
dimensionality of 1K to 50K, and propose a set of
model selection heuristics that maximizes perfor-
mance. We foresee the results of the paper are gen-
eralisable to other experiments, since model se-
lection was performed on a similarity dataset, and
was additionally tested on a relatedness dataset.

In general, model performance depends on vec-
tor dimensionality (the best setup with 50K dimen-
sions is better than the best setup with 1K dimen-
sions by 0.03 on SimLex-999). Spaces with a few
thousand dimensions benefit from being dense and
unsmoothed (k < 1, global context probability);
while high-dimensional spaces are better sparse
and smooth (k > 1, α = 0.75). However, for un-
weighted and n-weighted models, these heuristics
do not guarantee the best possible result because
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Model SimLex-999 MEN

PPMI∗ 0.393 0.745
SVD∗ 0.432 0.778
SGNS∗ 0.438 0.774
GloVe∗ 0.398 0.729

This work 0.385 0.765

Table 2: Our model in comparison to the pre-
vious work. On the similarity dataset our model
is 0.008 points behind a PPMI model, however on
the relatedness dataset 0.020 points above. Note
the difference in dimensionality, source corpora
and window size. SVD, SGNS and GloVe num-
bers are given for comparison. ∗Results reported
by Levy et al. (2015).

of the high variance of the corresponding scores.
Based on this we suggest to use lognSPMI or
lognSCPMI with dimensionality of at least 20K
to ensure good performance on lexical tasks.

There are several directions for the future work.
Our experiments show that models with a few
thousand dimensions are competitive with more
dimensional models, see Figure 3. Moreover, for
these models, unsmoothed probabilities give the
best result. It might be the case that due to the
large size of the corpus used, the probability es-
timates for the most frequent words are reliable
without smoothing. More experiments need to be
done to see whether this holds for smaller corpora.

The similarity datasets are transferred to other
languages (Leviant and Reichart, 2015). The fu-
ture work might investigate whether our results
hold for languages other than English.

The qualitative influence of the parameters
should be studied in depth with extensive error
analysis on how parameter selection changes sim-
ilarity judgements.
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Abstract

Singleton (or non-coreferential) mentions
are a problem for coreference resolution
systems, and identifying singletons be-
fore mentions are linked improves res-
olution performance. Here, a singleton
detection system based on word embed-
dings and neural networks is presented,
which achieves state-of-the-art perfor-
mance (79.6% accuracy) on the CoNLL-
2012 shared task development set. Ex-
trinsic evaluation with the Stanford and
Berkeley coreference resolution systems
shows significant improvement for the
first, but not for the latter. The results show
the potential of using neural networks and
word embeddings for improving both sin-
gleton detection and coreference resolu-
tion.

1 Background

Coreference resolution is the task of identifying
and linking all expressions in language which re-
fer to the same entity. It is an essential part of both
human language understanding and natural lan-
guage processing. In NLP, coreference resolution
is often approached as a two-part problem: finding
all referential expressions (a.k.a. ‘mentions’) in a
text, and clustering those mentions that refer to the
same entity.

So, in Example (1), the first part consists of
finding My internet, It, and it. The second part
then consists of clustering My internet and it to-
gether (as indicated by the indices), and not clus-
tering It with anything (as indicated by the x).

(1) [My internet]1 wasn’t working properly.
[It]x seems that [it]1 is fixed now, however.

This example also serves to showcase the diffi-
culty of the clustering step, since it is challeng-
ing to decide between clustering My internet with
it, clustering My internet with It, or clustering all
three mentions together. However, note that in this
sentence It is non-referential, i.e. it does not refer
to any real world entity. This means that this men-
tion could already be filtered out after the first step,
making the clustering a lot easier.

In this paper, we improve mention filtering for
coreference resolution by building a system based
on word embeddings and neural networks, and
evaluate performance both as a stand-alone task
and extrinsically with coreference resolution sys-
tems.

1.1 Previous Work

Mention filtering is not a new task, and there exists
a large body of previous work, ranging from the
rule-based non-referential it filtering of Paice and
Husk (1987) to the machine learning approach to
singleton detection by de Marneffe et al. (2015).

Different mention filtering tasks have been
tried: filtering out non-referential it (Boyd et
al., 2005; Bergsma and Yarowsky, 2011), non-
anaphoric NPs (Uryupina, 2003), non-antecedent
NPs (Uryupina, 2009), discourse-new mentions
(Ng and Cardie, 2002), and singletons, i.e. non-
coreferential mentions (de Marneffe et al., 2015).
All these tasks can be done quite accurately, but
since they are only useful as part of an end-to-end
coreference resolution system, it is more interest-
ing to look at what is most effective for improving
coreference resolution performance.

There is much to gain with improved mention
filtering. For example, the authors of one state-
of-the-art coreference resolution system estimate
that non-referential mentions are the direct cause
of 14.8% of their system’s error (Lee et al., 2013).
The importance of mention detection and filtering
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is further exemplified by the fact that several re-
cent systems focus on integrating the processing
of mentions and the clustering of mentions into a
single model or system (Ma et al., 2014; Peng et
al., 2015; Wiseman et al., 2015).

Other lessons regarding mention filtering and
coreference resolution performance come from Ng
and Cardie (2002) and Byron and Gegg-Harrison
(2004). They find that the mentions filtered out
by their systems are also the mentions which are
least problematic in the clustering phase. As a re-
sult, the gain in clustering precision is smaller than
expected, and does not compensate for the recall
loss. They also find that high precision in mention
filtering is more important than high recall.

The state-of-the-art in mention filtering is the
system described by de Marneffe et al. (2015),
who work on singleton detection. De Marneffe
et al. used a logistic regression classifier with
both discourse-theoretically inspired semantic fea-
tures and more superficial features (animacy, NE-
type, POS, etc.) to perform singleton detection.
They achieve 56% recall and 90% precision on the
CoNLL-2012 shared task data, which translates to
a coreference resolution performance increase of
0.5-2.0 percentage point in CoNLL F1-score.

1.2 The Current Approach

In this paper, a novel singleton detection system
which makes use of word embeddings and neural
networks is presented. There are three main mo-
tivations for choosing this approach, partly based
on lessons drawn from previous work.

The first is that the coreference resolution sys-
tems we evaluate with here do not make use of
embeddings. Thus, using embeddings as an ad-
ditional data source can aid in filtering out those
singletons which are problematic for the cluster-
ing system. Word embeddings are chosen because
we expect that the syntactic and semantic infor-
mation contained in them should help the single-
ton detection system to generalize over the train-
ing data better. For example, knowing that ‘snow-
ing’ is similar to ‘raining’ makes it easier to clas-
sify ‘It’ in ‘It is snowing’ as singleton, when only
‘It is raining’ occurs in the training data.

Second, previous work indicated that precision
in filtering is more important than recall. There-
fore, a singleton detection system should not only
be able to filter out singletons with high accuracy,
but should also be able to vary the precision/recall

trade-off. Here, the output is a class probability,
which fulfils this requirement.

Third, both Bergsma and Yarowsky (2011) and
de Marneffe et al. (2015) find that the context
words around the mention are an important feature
for mention filtering. Context tokens can easily be
included in the current set-up, and by using word
embeddings generalization on these context words
should be improved.

2 Methods

The singleton detection system presented here
consists of two main parts: a recursive autoen-
coder and a multilayer perceptron. The recur-
sive autoencoder is used to create fixed-length rep-
resentations for multi-word mentions, based on
word embeddings. The multi-layer perceptron is
used to perform the actual singleton detection.

2.1 Data

We use the OntoNotes corpus (Weischedel et al.,
2011; Weischedel et al., 2013), since it was also
used in the CoNLL-2011 and 2012 shared tasks on
coreference resolution (Pradhan et al., 2011; Prad-
han et al., 2012), and is used by de Marneffe et al.
(2015). A downside of the OntoNotes corpus is
that singletons are not annotated. As such, an ex-
tra mention selection step is necessary to recover
the singleton mentions from the data.

We solve this problem by simply taking the
mentions as they are selected by the Stanford
coreference resolution system (Lee et al., 2013),
and use this as the full set of mentions. These
are similar to the Berkeley coreference resolu-
tion system’s mentions (Durrett and Klein, 2013),
since they mention they base their mention de-
tection rules on those of Lee et al. This makes
them suitable here. In addition, de Marneffe et al.
(2015) use the Stanford system’s mentions as basis
for their singleton detection experiments, so using
these mentions aids comparability as well.

2.2 Recursive Autoencoder

A recursive autoencoder (RAE) is applied to the
vector representations of mentions, reducing them
to a single word-embedding-length sized vector.
This is done to compress the variable length men-
tions to a fixed-size representation, which is re-
quired by the multi-layer perceptron.

The RAE used here is similar to the one used
by Socher et al. (2011), with the following de-
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sign choices: a sigmoid activation function is used,
training is done using stochastic gradient descent,
and the weights are untied. A left-branching bi-
nary tree structure is used, since only the final
mention representation is of interest. Euclidean
distance is used as an error measure, with each
vector’s error weighted by the number of words
it represents.

2.3 Multi-layer Perceptron

The multi-layer perceptron consists of an input
layer, one hidden layer, and a binary classification
layer. As input, three types of features are used:
the mention itself, context words around the men-
tion, and other mentions in the context.

The implementation of the MLP is straightfor-
ward. The input order is randomized, to prevent
spurious order effects. Stochastic gradient descent
is used for training. Experiments with various set-
tings for the parameters governing learning rate,
number of training epochs, stopping criteria, hid-
den layer size, context size and weight regulariza-
tion are conducted, and their values and optimiza-
tion are discussed in Section 3.1.

2.4 Integrating Singleton Detection into
Coreference Resolution Systems

Two coreference resolution systems are used for
the evaluation of singleton detection performance:
the Berkeley system (Durrett and Klein, 2013) and
the Stanford system (Lee et al., 2013).

The Stanford system is a deterministic rule-
based system, in which different rules are applied
sequentially. It was the highest scoring corefer-
ence resolution system of the CoNLL-2011 shared
task. The most natural way of integrating a single-
ton detection model in this system is by filtering
out mentions directly after the mention detection
phase.

The Berkeley system, on the other hand, is a
learning-based model, which relies on template-
based surface-level features. It is currently one
of the best-performing coreference resolution sys-
tems for English. Because the system is a retrain-
able learner, the most obvious way to use single-
ton detection probabilities is as a feature, rather
than a filter. For both systems, varying ways of
integrating the singleton detection information are
presented in Section 3.3.

3 Evaluation & Results

3.1 Preprocessing and Optimization
The recursive autoencoder was trained on the
CoNLL-2011 and 2012 training sets, with a learn-
ing rate of 0.005. Training was stopped when the
lowest validation error was not achieved in the last
25% of epochs. The trained model was then used
to generate representations for all mentions in the
development and test sets.

Using these mention representations, the pa-
rameters of the MLP were optimized on the
CoNLL-2012 development set. The stopping cri-
terion was the same as for the RAE, and the learn-
ing rate was fixed at 0.001, in order to isolate
the influence of other parameters. During opti-
mization, the following default parameter values
were used: 50-dimensional embeddings, 150 hid-
den nodes, 5 context words (both sides), 2 con-
text mentions (both sides), and a 0.5 threshold for
classifying a mention as singleton. A competitive
baseline was established by tagging each pronoun
as coreferential and all other mentions as single-
ton. We test for significant improvement over the
default values using pair-wise approximate ran-
domization tests (Yeh, 2000).

For the hidden layer size, no value from the
set {50, 100, 300, 600, 800} was significantly bet-
ter than the default of 150. In order to keep the
input/hidden layer proportion fixed, a 5:1 propor-
tion was used during the rest of the optimization
and evaluation process.

For the number of context words, the values
{0, 1, 2, 3, 4, 10, 15, 20} were tested, yielding only
small differences. However, the best-performing
model, using only 1 context word on either side of
the mention, was significantly better than the de-
fault of 5 context words.

For the number of context mentions, the default
value of 2 turned out to be optimal, as it worked
significantly better than most values from the set
{0, 1, 3, 4, 5, 6}.

Of all parameters, the choice for a set of word
embeddings was the most influential. Different
sets of GloVe embeddings were tested, varying in
dimensionality and number of tokens trained on.
The default set was 50D/6B, i.e. 50-dimensional
embeddings trained on 6 billion tokens of training
data. The sets {100D/6B, 200D/6B, 300D/6B,
300D/42B, 300D/840B} were evaluated. All
out-performed the default set, and the 300D/42B
set performed the best.
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Test set Acc.
Singleton Detection
P R F1

11-dev 76.37 75.72 90.32 82.38
11-test 77.47 77.26 88.42 82.46
12-dev 79.57 79.77 85.83 82.69
12-test 80.08 81.57 83.78 82.66

12-dev-dM15 79.0 81.1 80.8 80.9
12-dev-BL 68.19 66.90 87.21 75.72

Table 1: Singleton detection performance using
the best-scoring model. The CoNLL-2012 train-
ing set was used as training data. ‘dM15’ marks
the results by de Marneffe et al. (2015) ‘BL’ marks
the baseline performance.

3.2 Singleton Detection Results

The final singleton detection model was evaluated
on the CoNLL-2011 development and test set, and
the CoNLL-2012 test set, in order to evaluate gen-
eralization. Results are reported in Table 1. Gen-
erally, performance holds up well across data sets,
although the results on the 2011 sets are slightly
lower than on the 2012 datasets.

At 76-80% accuracy, the multi-layer perceptron
is clearly better than the baseline. Performance is
also compared to that of the state-of-the-art, by de
Marneffe et al. (2015), who only report scores on
the CoNLL-2012 development set. The accuracy
of my system is 0.6 percentage points higher.

Because word embeddings are the only source
of information used by the system, its performance
may be vulnerable to the presence of ‘unknown
words’, i.e. words for which there is no embed-
ding. Looking at the 2012 development set, we
see that classification accuracy for mentions con-
taining one or more unknown words is 76.55%,
as compared to 79.63% for mentions without un-
known words. The difference is smaller when
looking at the context: accuracy for mentions with
one or more unknown words in their context is
78.73%, whereas it is 79.79% for mentions with
fully known contexts.

3.3 Coreference Resolution Results

Table 2 shows the performance of the Stanford
system. Multiple variables governing singleton
filtering were explored. ‘NE’ indicates whether
named entities were excluded from filtering or
not. ‘Pairs’ indicates whether individual mentions
are filtered out, or only links between pairs of

mentions. ‘Threshold’ indicates the threshold un-
der which mentions are classified singleton. The
threshold value of 0.15 is chosen so that the single-
ton classification has a precision of approximately
90%

We cannot compare directly to the system of de
Marneffe et al. (2015), because they used an older,
faulty version of the CoNLL-scorer. For the Stan-
ford system, we therefore compare to a precursor
of their system, by Recasens et al. (2013), whose
singleton detection system is integrated with the
Stanford system. For the Berkeley system, this
is not possible. In both cases, we also com-
pare to the system without any singleton detection.
Differences were tested for significance using a
paired-bootstrap re-sampling test (Koehn, 2004)
over documents, 10000 times.

The performance of the different filtering meth-
ods is as expected. For more widely applica-
ble filters, precision goes up more, but recall also
drops more. For more selective filters, the drop
in recall is smaller, but so is the gain in preci-
sion. The best balance here is yielded by the
‘Incl./Yes/0.15’-model, the most restrictive model,
except for that it includes named entities in fil-
tering. This model yields a small improvement
of 0.7 percentage points over the baseline. This
is slightly more than the Recasens et al. (2013)
system, and also slightly larger than the 0.5 per-
centage point gain reported by de Marneffe et al.
(2015)

NE Pairs Threshold CoNLL-F1

Incl. No 0.5 50.41*
Incl. No 0.15 56.73
Incl. Yes 0.5 55.46*
Incl. Yes 0.15 57.17*
Excl. No 0.5 53.64*
Excl. No 0.15 56.71
Excl. Yes 0.5 55.96*
Excl. Yes 0.15 56.92*

Recasens et al. (2013) 56.90*

No Singleton Detection 56.44

Table 2: Performance of the Stanford system on
the 2012 development set. Significant differences
(p < 0.05) from the baseline are marked *.

Table 3 shows the performance of the Berke-
ley system. Here, singleton detection probabili-
ties are incorporated as a feature. Again, there are
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multiple variations: ‘Prob’ indicates each mention
was assigned its predicted probability as a fea-
ture. ‘Mentions’ indicates each mention was as-
signed a boolean feature indicating whether it was
likely singleton (P < 0.15), and a feature indicat-
ing whether it was likely coreferential (P > 0.8).
‘Pairs’ indicates the same as ‘Mentions’, but for
pairs of mentions, where both have P < 0.15 or
P > 0.8. ‘Both’ indicates that both ‘Mentions’-
and ‘Pairs’-features are added.

Here, the performance differences are much
smaller, yielding only a non-significant 0.3 per-
centage point increase over the baseline. All mod-
els show an increase in precision, and a drop in
recall. In contrast, de Marneffe et al. (2015) report
a larger performance increase of almost 2 percent-
age points for the Berkeley system.

Model CoNLL-F1

Prob 61.83
Prob + Mentions 61.81
Prob + Pairs 62.02
Prob + Both 62.02

No Singleton Detection 61.71

Table 3: Performance of the Berkeley system on
the 2012 development set. As a baseline system,
the system using the ‘FINAL’ feature set was used.
Significant differences (p < 0.05) from the base-
line are marked *.

4 Discussion

The singleton detection model was optimized with
regard to four variables: hidden layer size, num-
ber of context tokens, number of context mentions,
and set of word embeddings.

For hidden layer size, no clear effect was found.
Regarding the set of word embeddings, we found
that higher-dimensional embeddings provide bet-
ter performance, which is in accordance with what
Pennington et al. (2014) found. They, and Col-
lobert et al. (2011), also found that embeddings
trained on more text performed better on a range
of tasks, but we do not see that clearly, here.

As far as the number of context mentions is
concerned, the effect is small, and 2 mentions on
either side seems an optimal number. Since the
closest mentions are likely the most relevant, this
makes sense. Also, since the dataset contains both
short pronoun mentions and longer NP mentions,

the optimal number is likely a compromise; for
pronouns like it, one would expect mentions in the
left-context to be most important, while this is not
the case for NP mentions.

The most counter-intuitive result of parameter
optimization is the fact that just 1 context token
on either side of the mention proved to be optimal.
This contrasts with previous work: de Marneffe
et al. (2015) use 2 words around the mention, and
semantic information from a larger window, and
Bergsma and Yarowsky (2011) use up to 5 words
before and 20 words after it. Looking at the men-
tion detection literature in general, we see that this
pattern holds up: in non-referential it detection,
larger context windows are used than in works that
deal with complete NPs.

Clearly, since large NP mentions already con-
tain more information internally, they require
smaller context windows. Likely, the same dy-
namic is at play here. The OntoNotes dataset con-
tains a majority of NP mentions, and has relatively
long mentions, since it only annotates the largest
NP of a set of nested head-sharing NPs.

The other main observation to be made on the
results is the discrepancy in the effect of single-
ton information on the Berkeley coreference reso-
lution system in this work and that by de Marneffe
et al. (2015). Although singleton detection per-
formance and the performance with the Stanford
system are similar, there is almost no performance
gain with the Berkeley system here.

Using the Berkeley coreference analyser (Kum-
merfeld and Klein, 2013), the types of errors made
by the resolution systems can be analysed. For the
Stanford system, we find the same error type pat-
terns as de Marneffe et al. (2015), which matches
well with the similar performance gain. For the
Berkeley system, the increases in missing entity
and missing mention errors are higher, and we do
not find the large decrease in divided entity errors
that de Marneffe et al. (2015) found. It is difficult
to point out the underlying cause for this, due to
the learning-based nature of the Berkeley system.
Somehow, there is a qualitative difference between
the probabilities produced by the two singleton de-
tection systems.

Regarding the question of how to integrate sin-
gleton information in coreference resolution sys-
tems, the picture is clear. Both here and in de
Marneffe et al. (2015), the best way of using the
information is with a high-precision filter, and for
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pairs of mentions, rather than individual mentions.
The only difference is that excluding named enti-
ties from filtering was not beneficial here, which
might be due to the fact that word embeddings also
cover names, which improves handling of them by
the singleton detection model.

For future work, several avenues of exploration
are available. The first is to split singleton detec-
tion according to mention type (similar to Hoste
and Daelemans (2005) for coreference resolution).
Since the current model covers all types of men-
tions, it cannot exploit specific properties of these
mention types. Training separate systems, for ex-
ample for pronouns and NPs, might boost perfor-
mance.

Another improvement lies with the way men-
tions are represented. Here, a recursive autoen-
coder was used to generate fixed size representa-
tions for variable-length mentions. However, a lot
of information is lost in this compression step, and
perhaps it is not the best compression method. Al-
ternative neural network architectures, such as re-
current neural networks, convolutional neural net-
works, and long short-term memories might yield
better results.

In addition, an improved treatment of unknown
words could boost performance, since their pres-
ence hurts classification accuracy. Currently, an
average of all embeddings is used to represent un-
known words, but more advanced approaches are
possible, e.g. by using part-of-speech information.

To further investigate the interaction between
singleton detection and coreference resolution, it
would be insightful to look into combining the cur-
rent system with more recent coreference resolu-
tion systems (e.g. Wiseman et al., 2016; Clark
and Manning, 2015) which perform better than
the Stanford and Berkeley systems. On the one
hand, singleton detection information could yield
larger gains with these systems, as they might be
able to exploit the information better. For exam-
ple, improved clustering algorithms might bene-
fit more from a reduced number of mentions in
the search space. On the other hand, improve-
ments in these systems could overlap with the gain
from singleton detection information, lowering the
added value of a separate singleton detection sys-
tem.

All in all, it is shown that a word embedding and
neural network based singleton detection system
can perform as well as a learner based on hand-

crafted, linguistic-intuition-based features. With
a straightforward neural network architecture, and
off-the-shelf word embeddings, neither of which
is specifically geared towards this task, state-of-
the-art performance can be achieved. As an added
benefit, this approach can easily be extended to
any other language, if word embeddings are avail-
able.
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Abstract

We present a new, sizeable dataset of noun–
noun compounds with their syntactic analysis
(bracketing) and semantic relations. Derived from
several established linguistic resources, such as
the Penn Treebank, our dataset enables experi-
menting with new approaches towards a holistic
analysis of noun–noun compounds, such as joint-
learning of noun–noun compounds bracketing and
interpretation, as well as integrating compound
analysis with other tasks such as syntactic parsing.

1 Introduction

Noun–noun compounds are abundant in many lan-
guages, and English is no exception. According
to Ó Séaghdha (2008), three percent of all words
in the British National Corpus (Burnard, 2000,
BNC) are part of nominal compounds. There-
fore, in addition to being an interesting linguis-
tic phenomenon per se, the analysis of noun–
noun compounds is important to other natural lan-
guage processing (NLP) tasks such as machine
translation and information extraction. Indeed,
there is already a nontrivial amount of research
on noun–noun compounds within the field of com-
putational linguistics (Lauer, 1995; Nakov, 2007;
Ó Séaghdha, 2008; Tratz, 2011, inter alios).

As Lauer and Dras (1994) point out, the treat-
ment of noun–noun compounds involves three
tasks: identification, bracketing and semantic in-
terpretation. With a few exceptions (Girju et al.,
2005; Kim and Baldwin, 2013), most studies on
noun–noun compounds focus on one of the afore-
mentioned tasks in isolation, but these tasks are of
course not fully independent and therefore might
benefit from a joint-learning approach, especially
bracketing and semantic interpretation.

Reflecting previous lines of research, most of
the existing datasets on noun–noun compounds ei-
ther include bracketing information or semantic
relations, rarely both. In this article we present
a fairly large dataset for noun–noun compound
bracketing as well as semantic interpretation. Fur-
thermore, most of the available datasets list the
compounds out of context. Hence they implic-
itly assume that the semantics of noun–noun com-
pounds is type-based; meaning that the same com-
pound will always have the same semantic rela-
tion. To test this assumption of type-based vs.
token-based semantic relations, we incorporate the
context of the compounds in our dataset and treat
compounds as tokens rather than types. Lastly, to
study the effect of noun–noun compound brack-
eting and interpretation on other NLP tasks, we
derive our dataset from well-established resources
that annotate noun–noun compounds as part of
other linguistic structures, viz. the Wall Street
Journal Section of the Penn Treebank (Marcus et
al., 1993, PTB), PTB noun phrase annotation by
Vadas and Curran (2007), DeepBank (Flickinger
et al., 2012), the Prague Czech–English Depen-
dency Treebank 2.0 (Hajič et al., 2012, PCEDT)
and NomBank (Meyers et al., 2004). We therefore
can quantify the effect of compound bracketing on
syntactic parsing using the PTB, for example.

In the following section, we review some of
the existing noun compound datasets. In § 3, we
present the process of constructing a dataset of
noun–noun compounds with bracketing informa-
tion and semantic relations. In § 4, we explain
how we construct the bracketing of noun–noun
compounds from three resources and report ‘inter-
resource’ agreement levels. In § 5, we present the
semantic relations extracted from two resources
and the correlation between the two sets of rela-
tions. In § 6, we conclude the article and present
an outlook for future work.
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Dataset Size Relations Bracketing
Nastase & Szpakowicz 600 30 No
Girju et al. 4,500 21 600
Ó Séaghdha & Copestake 1,443 6 No
Kim & Baldwin1 2,169 20 No
Tratz & Hovy 17,509 43 No

Table 1: Overview of noun compound datasets.
Size: type count

2 Background

The syntax and semantics of noun–noun com-
pounds have been under focus for years, in linguis-
tics and computational linguistics. Levi (1978)
presents one of the early and influential stud-
ies on noun–noun compounds as a subset of so-
called complex nominals. Levi (1978) defines
a set of nine “recoverably deletable predicates”
which express the “semantic relationship between
head nouns and prenominal modifiers” in complex
nominals. Finin (1980) presented one of the ear-
liest studies on nominal compounds in computa-
tional linguistics, but Lauer (1995) was among the
first to study statistical methods for noun com-
pound analysis. Lauer (1995) used the Grolier
encyclopedia to estimate word probabilities, and
tested his models on a dataset of 244 three-word
bracketed compounds and 282 two-word com-
pounds. The compounds were annotated with
eight prepositions which Lauer takes to approxi-
mate the semantics of noun–noun compounds.

Table 1 shows an overview of some of the exist-
ing datasets for nominal compounds. The datasets
by Nastase and Szpakowicz (2003) and Girju et
al. (2005) are not limited to noun–noun com-
pounds; the former includes compounds with ad-
jectival and adverbial modifiers, and the latter has
many noun-preposition-noun constructions. The
semantic relations in Ó Séaghdha and Copestake
(2007) and Kim and Baldwin (2008) are based
on the relations introduced by Levi (1978) and
Barker and Szpakowicz (1998), respectively. All
of the datasets in Table 1 list the compounds out
of context. In addition, the dataset by Girju et al.
(2005) includes three-word bracketed compounds,
whereas the rest include two-word compounds
only. On the other hand, (Girju et al., 2005) is the
only dataset in Table 1 that is not publicly avail-
able.

1In Table 1 we refer to (Kim and Baldwin, 2008), the other
dataset by Kim and Baldwin (2013), which includes 1,571
three-word compounds, is not publicly available.

NNPh NNP0

Compounds 38,917 29,666
Compound types 21,016 14,632

Table 2: Noun–noun compounds in WSJ Corpus

3 Framework

This section gives an overview of our method to
automatically construct a bracketed and semanti-
cally annotated dataset of noun–noun compounds
from four different linguistic resources. The con-
struction method consists of three steps that cor-
respond to the tasks defined by Lauer and Dras
(1994): identification, bracketing and semantic in-
terpretation.

Firstly, we identify the noun–noun compounds
in the PTB WSJ Section using two of the com-
pound identification heuristics introduced by Fares
et al. (2015), namely the so-called syntax-based
NNPh heuristic which includes compounds that
contain common and proper nouns but excludes
the ones headed by proper nouns, and the syntax-
based NNP0 heuristic which excludes all com-
pounds that contain proper nouns, be it in the head
position or the modifier position. Table 2 shows
the number of compounds and compound types we
identified using the NNPh and NNP0 heuristics.
Note that the number of compounds will vary in
the following sections depending on the resources
we use.

Secondly, we extract the bracketing of the iden-
tified compounds from three resources: PTB noun
phrase annotation by Vadas and Curran (2007),
DeepBank and PCEDT. Vadas and Curran (2007)
manually annotated the internal structure of noun
phrases (NPs) in PTB which were originally left
unannotated. However, as is the case with other
resources, Vadas and Curran (2007) annotation is
not completely error-free, as shown by Fares et
al. (2015). We therefore crosscheck their brack-
eting through comparing to those of DeepBank
and PCEDT. The latter two, however, do not con-
tain explicit annotation of noun–noun compound
bracketing, but we can ‘reconstruct’ the bracket-
ing based on the dependency relations assigned in
both resources, i.e. the logical form meaning rep-
resentation in DeepBank and the tectogrammatical
layer (t-layer) in PCEDT. Based on the bracketing
extracted from the three resources, we define the
subset of compounds that are bracketed similarly
in the three resources. Lastly, we extract the se-
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mantic relations of two-word compounds as well
as multi-word bracketed compounds from two re-
sources: PCEDT and NomBank.

On a more technical level, we use the so-
called phrase-structure layer (p-layer) in PCEDT
to identify noun–noun compounds, because it in-
cludes the NP annotation by Vadas and Curran
(2007), which is required to apply the noun–noun
compound identification heuristics by Fares et al.
(2015). For bracketing, we also use the PCEDT p-
layer, in addition to the dataset prepared by Oepen
et al. (2016) which includes DeepBank and the
PCEDT tectogrammatical layer. We opted for the
dataset by Oepen et al. (2016) because they con-
verted the tectogrammatical annotation in PCEDT
to dependency representation in which the “set of
graph nodes is equivalent to the set of surface to-
kens.” For semantic relations, we also use the
dataset by Oepen et al. (2016) for PCEDT rela-
tions and the original NomBank files for Nom-
Bank relations.

Throughout the whole process we store the data
in a relational database with a schema that repre-
sents the different types of information, and the
different resources from which they are derived.
As we will show in § 4 and § 5, this set-up allows
us to combine information in different ways and
therefore create ‘different’ datasets.

4 Bracketing

Noun–noun compound bracketing can be defined
as the disambiguation of the internal structure of
compounds with three nouns or more. For exam-
ple, we can bracket the compound noon fashion
show in two ways:

1. Left-bracketing: [[noon fashion] show]
2. Right-bracketing: [noon [fashion show]]

In this example, the right-bracketing interpretation
(a fashion show happening at noon) is more likely
than the left-bracketing one (a show of noon fash-
ion). However, the correct bracketing need not al-
ways be as obvious, some compounds can be sub-
tler to bracket, e.g. car radio equipment (Girju et
al., 2005).

4.1 Data & Results
As explained in § 3, we first identify noun–noun
compounds in the WSJ Corpus, then we extract
and map their bracketing from three linguistic re-
sources: PCEDT, DeepBank and noun phrase an-
notation by Vadas and Curran (2007) (VC-PTB,

henceforth). Even though we can identify 38,917
noun–noun compounds in the full WSJ Corpus
(cf. Table 2), the set of compounds that consti-
tutes the basis for bracketing analysis (i.e. the set
of compounds that occur in the three resources)
is smaller. First, because DeepBank only an-
notates the first 22 Sections of the WSJ Cor-
pus. Second, because not all the noun sequences
identified as compounds in VC-PTB are treated
as such in DeepBank and PCEDT. Hence, the
number of compounds that occur in the three re-
sources is 26,500. Furthermore, three-quarters
(76%) of these compounds consist of two nouns
only, meaning that they do not require bracket-
ing, which leaves us a subset of 6,244 multi-word
compounds—we will refer to this subset as the
bracketing subset.

After mapping the bracketings from the three
resources we find that they agree on the brack-
eting of almost 75% of the compounds in the
bracketing subset. Such an agreement level is
relatively good compared to previously reported
agreement levels on much smaller datasets, e.g.
Girju et al. (2005) report a bracketing agreement
of 87% on a set of 362 three-word compounds.
Inspecting the disagreement among the three re-
sources reveals two things. First, noun–noun com-
pounds which contain proper nouns (NNP) consti-
tute 45% of the compounds that are bracketed dif-
ferently. Second, 41% of the differently bracketed
compounds are actually sub-compounds of larger
compounds. For example, the compound con-
sumer food prices is left-bracketed in VC-PTB,
i.e. [[consumer food] prices], whereas in PCEDT
and DeepBank it is right-bracketed. This dif-
ference in bracketing leads to two different sub-
compounds, namely consumer food in VC-PTB
and food prices in PCEDT and DeepBank.

It is noteworthy that those two observations do
not reflect the properties of compounds contain-
ing proper nouns or sub-compounds; they only tell
us their percentages in the set of differently brack-
eted compounds. In order to study their properties,
we need to look at the number of sub-compounds
and compounds containing NNPs in the set of
compounds where the three resources agree. As
it turns out, 72% of the compounds containing
proper nouns and 76% of the sub-compounds are
bracketed similarly. Therefore when we exclude
them from the bracketing subset we do not see a
significant change in bracketing agreement among
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α–β α–γ β–γ α–β–γ

NNPh 80% 79% 88% 75%
NNP0 78% 75% 90% 74%
NNPh w/o sub 82% 82% 86% 75%
NNP0 w/o sub 81% 77% 90% 74%

Table 3: Bracketing agreement – α: DeepBank; β:
PCEDT; γ: VC-PTB; NNP0: excl. proper nouns;
NNPh: incl. proper nouns; w/o sub: excl. sub-
compounds

the three resources, as shown in the right-most col-
umn in Table 3.

We report pairwise bracketing agreement
among the three resources in Table 3. We observe
higher agreement level between PCEDT and VC-
PTB than the other two pairs; we speculate that
the annotation of the t-layer in PCEDT might have
been influenced by the so-called phrase-structure
layer (p-layer) which in turn uses VC-PTB anno-
tation. Further, PCEDT and VC-PTB seem to dis-
agree more on the bracketing of noun–noun com-
pounds containing NNPs; because when proper
nouns are excluded (NNP0), the agreement level
between PCEDT and VC-PTB increases, but it de-
creases for the other two pairs.

As we look closer at the compound instances
where at least two of the three resources disagree,
we find that some instances are easy to classify
as annotation errors. For example, the compound
New York streets is bracketed as right-branching
in VC-PTB, but we can confidently say that this a
left-bracketing compound. Not all bracketing dis-
agreements are that easy to resolve though; one
example where left- and right-bracketing can be
accepted is European Common Market approach,
which is bracketed as follows in DeepBank (1) and
PCEDT and VC-PTB (2):

1. [[European [Common Market]] approach]
2. [European [[Common Market] approach]]

Even though this work does not aim to resolve
or correct the bracketing disagreement between
the three resources, we will publish a tool that
allows resource creators to inspect the bracketing
disagreement and possibly correct it.

5 Relations

Now that we have defined the set of compounds
whose bracketing is agreed-upon in different re-
sources, we move to adding semantic relations to

Compound Functor NomBank Arg
Negligence penalty CAUS ARG3
Death penalty RSTR ARG2
Staff lawyer RSTR ARG3
Government lawyer APP ARG2

Table 4: Example compounds with semantic rela-
tions

our dataset. We rely on PCEDT and NomBank to
define the semantic relations in our dataset, which
includes bracketed compounds from § 4 as well as
two-word compounds. However, unlike § 4, our
set of noun–noun compounds in this section con-
sists of the compounds that are bracketed simi-
larly in PCEDT and VC-PTB and occur in both
resources.2 This set consists of 26,709 compounds
and 14,405 types.

PCEDT assigns syntactico-semantic labels, so-
called functors, to all the syntactic dependency re-
lations in the tectogrammatical layer (a deep syn-
tactic structure). Drawing on the valency theory
of the Functional Generative Description, PCEDT
defines 69 functors for verbs as well as nouns and
adjectives (Cinková et al., 2006).3 NomBank, on
the other hand, is about nouns only; it assigns role
labels (arguments) to common nouns in the PTB.
In general, NomBank distinguishes between pred-
icate arguments and modifiers (adjuncts) which
correspond to those defined in PropBank (Kings-
bury and Palmer, 2002).4 We take both types of
roles to be part of the semantic relations of noun–
noun compounds in our dataset.

Table 4 shows some examples of noun–noun
compounds annotated with PCEDT functors and
NomBank arguments. The functor CAUS ex-
presses causal relationship; RSTR is an under-
specified adnominal functor that is used whenever
the semantic requirements for other functors are
not met; APP expresses appurtenance. While the
PCEDT functors have specific definitions, most of
the NomBank arguments have to be interpreted in
connection with their predicate or frame. For ex-

2We do not use the intersection of the three resources as
in § 4, because DeepBank does not contribute to the semantic
relations of noun–noun compounds and it limits the size of
our dataset (cf. § 4). Nonetheless, given our technical set-up
we can readily produce the set of compounds that occur in the
three resources and are bracketed similarly, and then extract
their semantic relations from PCEDT and NomBank.

3The full inventory of functors is available on
https://ufal.mff.cuni.cz/pcedt2.0/en/
functors.html (visited on 22/04/2016).

4See Table 2 in Meyers (2007, p. 90) for an overview of
adjunct roles in NomBank.
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ample, ARG3 of the predicate penalty in Table 4
describes crime whereas ARG3 of the predicate
lawyer describes rank. Similarly, ARG2 in penalty
describes punishment, whereas ARG2 in lawyer
describes beneficiary or consultant.

5.1 Data & Results

Given 26,709 noun–noun compounds, we con-
struct a dataset with two relations per compound:
a PCEDT functor and a NomBank argument. The
resulting dataset is relatively large compared to the
datasets in Table 1. However, the largest dataset in
Table 1, by Tratz and Hovy (2010), is type-based
and does not include proper nouns. The size of our
dataset becomes 10,596 if we exclude the com-
pounds containing proper nouns and only count
the types in our dataset; this is still a relatively
large dataset and it has the important advantage
of including bracketing information of multi-word
compounds, inter alia.

Overall, the compounds in our dataset are an-
notated with 35 functors and 20 NomBank argu-
ments, but only twelve functors and nine Nom-
Bank arguments occur more than 100 times in
the dataset. Further, the most frequent NomBank
argument (ARG1) accounts for 60% of the data,
and the five most frequent arguments account for
95%. We see a similar pattern in the distribu-
tion of PCEDT functors, where 49% of the com-
pounds are annotated with RSTR (the least spe-
cific adnominal functor in PCEDT). Further, the
five most frequent functors account for 89% of the
data (cf. Table 5). Such distribution of relations is
not unexpected because according to Cinková et
al. (2006), the relations that cannot be expressed
by “semantically expressive” functors usually re-
ceive the functor PAT, which is the second most
frequent functor. Furthermore, Kim and Baldwin
(2008) report that 42% of the compounds in their
dataset are annotated as TOPIC, which appears
closely related to ARG1 in NomBank.

In theory, some of the PCEDT functors and
NomBank arguments express the same type of
relations. We therefore show the ‘correlation’
between PCEDT functors and NomBank argu-
ments in Table 5. The first half of the table
maps PCEDT functors to NomBank arguments,
and the second half shows the mapping from Nom-
Bank to PCEDT. Due to space limitations, the
table only includes a subset of the relations—
the most frequent ones. The underlined num-

bers in Table 5 indicate the functors and Nom-
Bank arguments that are semantically compara-
ble; for example, the temporal and locative func-
tors (TWHEN, THL, TFRWH and LOC) intuitively
correspond to the temporal and locative modifiers
in NomBank (ARGM-TMP and ARGM-LOC), and
this correspondence is also evident in the figures
in Table 5. The same applies to the functor AUTH
(authorship) which always maps to the NomBank
argument ARG0 (agent). However, not all ‘the-
oretical similarities’ are necessarily reflected in
practice, e.g. AIM vs. ARGM-PNC in Table 5 (both
express purpose). NomBank and PCEDT are two
different resources that were created with different
annotation guidelines and by different annotators,
and therefore we cannot expect perfect correspon-
dence between PCEDT functors and NomBank ar-
guments.

PCEDT often assigns more than one functor
to different instances of the same compound. In
fact, around 13% of the compound types were an-
notated with more than one functor in PCEDT,
whereas only 1.3% of our compound types are
annotated with more than one argument in Nom-
Bank. For example, the compound takeover bid,
which occurs 28 times in our dataset, is annotated
with four different functors in PCEDT, including
AIM and RSTR, whereas in NomBank it is always
annotated as ARGM-PNC. This raises the question
whether the semantics of noun–noun compounds
varies depending on their context, i.e. token-based
vs. type-based relations. Unfortunately we can-
not answer this question based on the variation in
PCEDT because its documentation clearly states
that “[t]he annotators tried to interpret complex
noun phrases with semantically expressive func-
tors as much as they could. This annotation is,
of course, very inconsistent.”5 Nonetheless, our
dataset still opens the door to experimenting with
learning PCEDT functors, and eventually deter-
mining whether the varied functors are mere in-
consistencies or there is more to this than meets
the eye.

6 Conclusion & Future Work

In this article we presented a new noun–noun com-
pound dataset constructed from different linguis-
tic resources, which includes bracketing informa-
tion and semantic relations. In § 4, we explained

5https://ufal.mff.cuni.cz/pcedt2.0/en/
valency.html (visited on 22/04/2016).
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HHHHP
N

ARG1 ARG2 ARG0 ARG3 M-LOC M-MNR M-TMP M-PNC Count Freq

RSTR 0.60 0.12 0.08 0.10 0.03 0.03 0.01 0.01 12992 48.64
PAT 0.89 0.05 0.01 0.03 0.01 0.01 0.01 3867 14.48
APP 0.42 0.37 0.17 0.01 0.03 0.00 0.00 0.00 3543 13.27
REG 0.75 0.09 0.07 0.07 0.00 0.01 0.00 0.00 2176 8.15
ACT 0.46 0.03 0.48 0.01 0.01 0.00 1286 4.81
LOC 0.16 0.20 0.09 0.01 0.54 979 3.67

TWHEN 0.12 0.04 0.00 0.01 0.81 367 1.37
AIM 0.65 0.12 0.06 0.08 0.00 0.00 0.05 284 1.06
ID 0.39 0.30 0.27 0.04 0.00 256 0.96

MAT 0.86 0.09 0.01 0.02 136 0.51
NE 0.32 0.46 0.13 0.02 0.06 132 0.49

ORIG 0.20 0.19 0.13 0.37 0.06 0.01 0.01 114 0.43
MANN 0.23 0.07 0.01 0.04 0.65 83 0.31
MEANS 0.45 0.09 0.04 0.12 0.14 0.11 56 0.21
EFF 0.60 0.18 0.11 0.04 0.04 55 0.21

AUTH 1.00 49 0.18
BEN 0.45 0.35 0.03 0.17 40 0.15
THL 0.03 0.03 0.95 38 0.14

ARG1 ARG2 ARG0 ARG3 M-LOC M-MNR M-TMP M-PNC
RSTR 0.50 0.40 0.38 0.76 0.37 0.79 0.27 0.66
PAT 0.22 0.05 0.02 0.06 0.02 0.07 0.13
APP 0.09 0.34 0.22 0.02 0.09 0.00 0.01 0.01
REG 0.10 0.05 0.05 0.08 0.01 0.02 0.01 0.07
ACT 0.04 0.01 0.23 0.00 0.02 0.01
LOC 0.01 0.05 0.03 0.00 0.47

TWHEN 0.00 0.00 0.00 0.00 0.58
AIM 0.01 0.01 0.01 0.01 0.00 0.00 0.09
ID 0.01 0.02 0.03 0.01 0.00

MAT 0.01 0.00 0.00 0.00
NE 0.00 0.02 0.01 0.00 0.01

ORIG 0.00 0.01 0.01 0.02 0.01 0.00 0.01
MANN 0.00 0.00 0.00 0.00 0.10
MEANS 0.00 0.00 0.00 0.00 0.01 0.01
EFF 0.00 0.00 0.00 0.00 0.01

AUTH 0.02
BEN 0.00 0.00 0.00 0.00
THL 0.00 0.00 0.07

Count 15811 3779 2701 1767 1131 563 510 149
Freq 59.20 14.15 10.11 6.62 4.23 2.11 1.91 0.56

Table 5: Correlation between NomBank arguments and PCEDT functors

the construction of a set of bracketed multi-word
noun–noun compounds from the PTB WSJ Cor-
pus, based on the NP annotation by Vadas and Cur-
ran (2007), DeepBank and PCEDT. In § 5, we con-
structed a variant of the set in § 4 whereby each
compound is assigned two semantic relations, a
PCEDT functor and NomBank argument. Our
dataset is the largest data set that includes both
compound bracketing and semantic relations, and
the second largest dataset in terms of the num-
ber of compound types excluding compounds that
contain proper nouns.

Our dataset has been derived from different re-
sources that are licensed by the Linguistic Data
Consortium (LDC). Therefore, we are investigat-
ing the possibility of making our dataset publicly
available in consultation with the LDC. Otherwise
the dataset will be published through the LDC.

In follow-up work, we will enrich our dataset
by mapping the compounds in our dataset to the
datasets by Kim and Baldwin (2008) and Tratz and
Hovy (2010); all of the compounds in the former
and some of the compounds in the latter are ex-
tracted from the WSJ Corpus. Further, we will ex-
periment with different classification and ranking
approaches to bracketing and semantic interpre-
tation of noun–noun compounds using different
combinations of relations. We will also study the
use of machine learning models to jointly bracket
and interpret noun–noun compounds. Finally, we
aim to study noun–noun compound identification,
bracketing and interpretation in an integrated set-
up, by using syntactic parsers to solve the identifi-
cation and bracketing tasks, and semantic parsers
to solve the interpretation task.
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Abstract

The idea behind this proposal is to investi-
gate the possibility of utilizing NLP tools,
statistical topic modeling techniques and
freely available online resources to pro-
pose a system able to provide dialogue
contribution suggestions which are rele-
vant to the context, yet out of the main
activity of the dialogue (i.e. off-activity
talk). The aim is to evaluate the effects
of a tool that automatically suggests off-
activity talks in form of some sentences
relevant to the dialogue context. The eval-
uation is to be done over two test-sets
of open domain and closed-domain in a
conversational quiz-like setting. The out-
come of this work will be a satisfactory
point of entry to investigate the hypothesis
that adding automatically generated off-
activity talks feature to a conversational
agent can lead to building up engagement
of the dialogue partner(s).

1 Introduction

Conversational agents (e.g. virtual characters,
chat-bots, etc) are software programs that interact
with users employing natural language processing
capabilities. The ability to interact with user in
natural language enables such automated agents
to make task-oriented dialogues with the aim to
provide services to human in different fields such
as education, entertainment, help desks, etc. Tra-
ditional conversational systems are designed for
specific purposes, such as a banking service or
navigating through a website. Dialogue in such
systems is limited to task-bound talks (also called
activity talks). These talks have a specific pur-
pose and follow a particular structure. Traditional
conversational systems are developed to attempt

to engage the user in a natural, robust conversa-
tion in well-defined domains. However, empirical
investigations reveal that the effect of these sys-
tems on engagement of the users with the system
and their perception of the agent’s intelligence is
debatable (Dehn and Van Mulken, 2000). Re-
lational agents, on the other hand, are defined in
literature as “computational artifacts designed to
establish and maintain long-term social-emotional
relationships with their users” (Bickmore and Pi-
card, 2005).

In order to achieve relational agents, certain
amount of user’s trust and engagement is required.
Various conversational strategies are employed in
relational agents that comprise models of social
dialogues with the aim of raising user’s trust. The
conversational strategy targeted in this work is off-
activity talk. An off-activity talk is a verbal re-
action which is required to be contextually rele-
vant to the content of the previous interaction and
preferably includes a provision of some added-
information. This verbal reaction can consist of
one or more sentences and is extracted from the
freely available online resources. The output of
this work can be employed as a generator of rele-
vant utterances embedded in an artificial agent (i.e.
a virtual character or a robot). The sub-tasks ad-
dressed in this work are to analyze the dialogue
context, to detect the topic, and to provide a ranked
list of appropriate candidate utterances to be em-
ployed by the dialogue manager in a conversation
system.

With the presented idea as a starting point, ad-
vantages or disadvantages of including automati-
cally retrieved OATs in conversation systems can
be studied. It is encouraging to investigate the ef-
fect of embedding such system on engagement of
the users with a conversation system. It is also
desirable to investigate whether automatically re-
trieved OATs can promote users’ trust in knowl-
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edgeability of the agent and their perception of the
agent’s intelligence.

2 Background

2.1 Small Talk

As an instance of a conversational strategy em-
ployment, small talk (also social talk) is discussed
in literature. It is introduced as a kind of talk
which executes conversational strategies. While
interleaved between task-bound talks, social talk
indirectly builds trust through the natural progres-
sion of a conversation. Bickmore and Cassell
(2001) define small talk as “any talk in which in-
terpersonal goals are emphasized and task goals
are either non-existent or de-emphasized”. Ac-
cording to their work, ”One strategy for effecting
changes to the familiarity dimension of the rela-
tionship model is for the speaker to disclose infor-
mation about him/herself and induce the listener
to do the same”. Klüwer (2015) defines it as a
talk “often perceived as unsophisticated chit-chat
in which content exchange is irrelevant and negli-
gible”. Following this definition, small talk (e.g.
about the weather, events and objects around, sto-
ries about the environment or the virtual character
itself) represents the opposite of task-bound talk
which aids the execution of a particular task. Thus,
the range of topics and contents is definitely much
more unrestricted in small talk than in task-bound
talk. Small talk is useful to develop the conversa-
tion and to avoid pauses. It can be used to ease
the situation and to make a user feel more com-
fortable in a conversation with an agent (Cassell
and Bickmore, 2000). It is also introduced as a
way of assuring certain amount of closeness to the
user (e.g. before asking personal questions) (Bick-
more and Cassell, 2001). Small talk is also helpful
to avoid repetitiveness of conversations which is
counted in literature as a negative impact factor to
the users’ motivation in interaction with the agent.

2.2 Off-Activity Talk (OAT)

Similar to small talk, off-activity talk (also called
non-activity talk) is another technique to employ
conversational strategies. Both small talk and off-
activity talk enrich the task-oriented dialogue via
opening the structure of the conversation. How-
ever, OAT can be differentiated from small talk by
the topic and the purpose of the talk. OAT has a
specific purpose (e.g. knowledge exchange) and is
about a specific topic (see Table 1), while a small

talk is an independent talk without any functional
topic (e.g. talking about the weather). Several
studies have found that the purpose of small talk is
not to negotiate knowledge but to aid in manage-
ment of social situation. On the other hand, off-
activity talk is to disclose some information rel-
evant to the dialogue context. Therefore, when-
ever no divergence from the subject matter of the
task-bound talk is required, OAT is preferred to
small talk. Even though OAT is a diversion from
the structure of the task-dialogue, it maintains the
dialogue topic.

Table 1: Some samples of a suitable OAT
Sub-dialogue(A+B) And Follow-up OAT(C)
A: What is the capital of Chechnya?
B: Grozny
C: Not long ago, Grozny, the capital of
Chechnya, was called the most devastated city
on Earth.
A: What is the capital of Chechnya?
B: Grozny
C: Chechnya Republic is a federal subject of the
Russian Federation, part of North Caucasian
District.
A: When was the Berlin Wall built?
B: in 1961
C: Originally a barbed wire fence, the first
concrete sections were built in 1965.
A: When was Elvis Presley’s first record
recorded?
B: on July 5, 1954
C: On July 5 1954, Elvis Presley changed music
world forever.
A: How many portions of fruit and vegetables
should we try to eat?
B: At least five a day
C: Healthy diet means 10 portions of fruit and
vegetables per day, not five.

OAT was first defined by Kruijff-Korbayova et
al. (2014) in resemblance to small talk. In their
work, the purpose of activity talk is knowledge
exchange or knowledge probing while off-activity
talk is used to break out of the fixed structure
of task-bound dialogues. They use OAT in form
of prerecorded questions around a set of prede-
fined topics (e.g. hobbies, diabetes, eating habits,
friends, diary, etc) to encourage the user to talk
about those topics in order to elicit information
from them. In this study, the focus is on off-
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activity talk with a similar definition but a differ-
ent employment. An OAT in the current work is a
follow-up added information relevant to the con-
text of the previous interaction with the aim of
encouraging users’ engagement and possibly pro-
moting their trust in knowledgeability and intelli-
gence of the agent, thus no deliberate direct infor-
mation elicitation is targeted in this work.

3 Use Case Scenario

The idea of context determination and relevant off-
activity talk suggestion for dialogue contribution,
in a broad sense, can be used in any task-oriented
dialogue setting. However, due to its predomi-
nantly verbal character and naturally constrained
interaction structure, a conversational quiz-game
setting is chosen as a good test bed for the current
work. Some examples of dialogues in this setting,
in addition to some sample OATs to be uttered by
the agent right after this dialogue, are presented
in Table 1. In this scenario, the agent asks the
user a multiple-choice question from an open do-
main (A). After the user selects one of the choices
(which can be correct or not) (B), the agent should
give a verbal reaction (off-activity talk) (C). The
follow-up needs to be related to the content of the
previous interaction. It should be a piece of infor-
mation on the main subject matter extracted from
the available online resources and possibly, but not
necessarily, confirm or give the correct answer. It
can include a provision of some added information
as a follow-up to the previous content.

4 Research Objectives

The goal of this project is to evaluate a tool which
takes advantage of the Web as an online resource
to seek for relevant sentence(s) to a given dialogue
context. A quiz-game setting is used as the test
bed for this project. The main benefit of such a
tool will be to break out of the fixed structure of
task-bound dialogues between an artificial agent
and a human user, ideally leading to an increment
in users’ engagement. Off-activity talks suggested
by this tool can be employed in an online or offline
mode. In the offline mode, OATs will be used to
create (or enrich) a handcrafted knowledge base
for a virtual character. However, offline enrich-
ment might not be feasible in open domain scenar-
ios. That is why the author puts the ultimate aim
of this work to provide an open-domain solution
for real-time OAT suggestion.

In the process of this study, following research
questions are to be answered:

1. What are the features of a suitable off-activity
talk?

2. Which of the proposed approaches is more
effective in providing a high quality sentence
selection?

3. How far can one reach by employing topic
modeling techniques in the proposed tool?

4. To what extent using online resources can
help with breaking out of the fixed structure
of the task-bound dialogue?

5. Does providing OATs via sentence selection
increase user satisfaction?

6. Does providing OATs via sentence selection
boost user’s trust in knowledgeability and in-
telligence of the agent?

7. Does providing OATs via sentence selection
increase semantic cohesion of the dialogue?

5 Method

At large, the procedure is as follows. The first step
is to identify topic-related focus terms of a dia-
logue. Using these focus terms, the second step is
to determine the major topic to be followed up in
the conversation. The topic labels after this step
do not necessarily need to match the terms that
occurred within the previous dialogue. In closed-
domain solutions, this can be done by mapping the
focus terms onto a category taxonomy. In such a
case, the taxonomy is utilized as a reference point
to derive topic labels for a follow-up conversation.
On the other hand, for an open-domain problem
the task is not as straightforward. The reason to
that is the lack of predefined taxonomy. Topic
modeling techniques are employed to determine
the major topic of the conversation (see 5.1). Iden-
tified topic categories are subsequently combined
with information retrieval and different linguistic
filtering methods to improve candidate content re-
trieval. In the end, the retrieved content will be
ranked based on their relevance to the context and
properness for dialogue contribution.

5.1 Topic Modeling
Topic Modeling, as a branch of text mining, is the
process of identifying patterns in the text in order
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to classify words into groups called “topics”. A
topic is defined as a probability distribution over
the terms in the vocabulary. In this process, top-
ics are assigned to documents and terms are as-
signed to topics each with specific probability dis-
tributions. There are different methods to achieve
this goal: LDA, HDP, NNMF, etc.

6 Evaluation Strategy

The main goal of the experimental evaluation in
this study is to assess the potential of the proposed
system in contributing to a dialogue with two dis-
tinct partners: a questioner and an answerer. In
this quiz-like setting, the output of the system is
supposed to be an utterance by a conversational
agent which follows the dialogue by elaborating
on that and by providing relevant information in
an appropriate way for a real-world dialogue con-
tribution.

A dialogue system can be evaluated in various
styles. The evaluation approach can be either sub-
jective or objective (Walker et al., 1997). Evalu-
ation metrics can be derived from questionnaires
or log files (Paek, 2001). The scale of the met-
rics can vary from the utterance level to the whole
dialogue (Danieli and Gerbino, 1995) (Kamm et
al., 1999). The dialogue system can be treated as a
“black box” or as a “transparent box” (Hone and
Graham, 2000). This variety of styles beside lack
of any agreed-upon standards in the research com-
munity and incompatibility of evaluation methods
make evaluation of dialogue systems a challenge.

6.1 Embedded or Stand-alone Strategy?

An ideal strategy to test a tool, which automati-
cally suggests off-activity talks for dialogue con-
tribution, is embedding the developed component
in a test-bed application and assessing the change
in the usability of that application by carrying out
a subjective evaluation of user satisfaction. How-
ever, it is not always easy to get access to such
platforms and to perform the required embedding
scheme. An alternative is to assess this applica-
tion in a stand-alone scheme. There are some ad-
vantages to assessing with a stand-alone scheme
instead of an embedded one. As an example, by
employing a stand-alone scheme, one can avoid
problems which might occur during the interac-
tion with the embedding system. Such problems
can influence the usability results while we have
no control over them. Therefore, the stand-alone

strategy, in this case, brings the benefit to focus
specifically on the quality of the OATs. The au-
thor recommends to observe the inputs and out-
puts of the system and while treating the system
as a “black box”, to measure the plausibility of
the proposed approach. This also means that the
measurement scale in the evaluation scheme is at
utterance level, in contrast to dialogue level.

6.2 Subjective or Objective Evaluation?

As stated earlier, evaluation of a dialogue system
can be done with an objective or subjective ap-
proach. In case of objective evaluation, metrics
like resources used (e.g. time, turns, user atten-
tion, etc) or the number of errors the system makes
or inappropriate utterances made by the system
can be mentioned. In some cases, a number of
specified definitions of task success is used as an
objective metric. However, it is not always easy
to define task success in an objective way. The
subjective measurement of the acceptance of an
application or technology belongs to the group of
usability evaluation. Usability evaluation focuses
on users and their needs. Through usability eval-
uation, we want to figure out if a system can be
used for the specific purpose from the user’s point
of view, and if it allows the users to achieve their
goals, meeting their expectations. The most im-
portant criterion for measuring usability is user’s
satisfaction. The author proposes to assess the use-
fulness of the suggested OATs from the tool by
measuring user satisfaction with regard to a spe-
cific factor. That means, the evaluation strategy
falls into the category of subjective evaluation.

Information about user satisfaction is usually
gathered through interviews and questionnaires in
the end of a session of interaction with a dialogue
system. In principle, the goal of this work is not to
establish a dialogue with the human, but to create
a component to be integrated in a dialogue system
and provide suggestions to the dialogue manager
of such a system. That is why, it is not possi-
ble to evaluate user’s satisfaction in the end of a
dialogue session. Alternatively, we can ask par-
ticipants to qualify the suggested OATs separately
and regardless of any potential preceding or fol-
lowing dialogue. In other words, the experiment is
not designed as a dialogue; instead, pairs of inputs
and outputs of the system are presented to partici-
pants and they are asked to define which output is
more satisfactory regarding some well-described
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aspects.
In contrast to objective evaluation techniques

which are fairly well-established, subjective mea-
surements are not as structured and straightfor-
ward. A difficulty which arises here is that dia-
logue systems and their users sometimes have in-
consistent attitudes toward a dialogue. As a conse-
quence, extra care needs to be taken to make sure
that the participants of the experiments have a cor-
rect sense of what is needed to measure in a quali-
fication process. Different factors must be defined
with regard to which the quality of an OAT is to
be measured. So, It is needed to provide accu-
rate instructions to make sure the participant has
comprehended the differences and is able to dis-
tinguish between these factors. The author also
proposes to use some test questions as a means
to make sure that the participants have read and
clearly understood the instructions.

6.3 Evaluation Factors

In order to judge the usefulness of an OAT, it is
needed to define the aspects of evaluation. The
type of application determines the aspects that are
important for a usability evaluation. To decide
about the main aspect of the evaluation, the author
largely relies upon SASSI methodology (Hone
and Graham, 2000). SASSI is a methodology for
evaluating spoken dialogue systems. They state
that the previously reported subjective techniques
are unproven. Also, It is argued that their con-
tent and structure are, for the most part, arbi-
trary and the items chosen for a questionnaire or
rating scales are based neither on theory nor on
well-conducted empirical research. The reasons
for choosing a particular structure in the previous
studies (e.g. questions, statements or numerical
scales) and sub-structure (presentation, number of
points on a scale, etc.) are not reported. There-
fore, they use factor analysis to determine the main
components of users’ attitude and also define suit-
able rating scales for each of these components.
Resultant factors after labeling are:

1. response accuracy

2. likability

3. cognitive demand

4. annoyance

5. habitability

6. speed

The first factor (response accuracy) does not
fully match this application. The reason is that ac-
curacy or the number of errors refer to the users’
expectation of what the system is supposed to do
in response to the input utterance. So, a specific
goal like acting appropriately should be defined
which is not necessarily the case with a free off-
activity talk. The third group (Cognitive Demand)
refers to the perceived amount of effort needed to
interact with a dialogue system and the feelings re-
sulting from this effort. Since in the current case
the participant is not actually talking to the sys-
tem but rating some contributions in a conversa-
tion, therefore it is not suitable to ask their opin-
ion about how it will feel to talk to it or how much
effort will be needed to say something easily com-
prehensible to the system. The fifth group (habit-
ability) also refers to whether the user knows what
to say to the system at each turn which is not use-
ful as reasoned for the third group. The sixth factor
(speed) is also not proper because the participants
do not interact in real-time to the system and only
rates some logged interactions. So, they do not
know how fast the system works.

Among the factors mentioned in SASSI, lika-
bility and annoyance are applicable for the cur-
rent experiment. In addition, questions of some
other features are also important to us (e.g. nat-
uralness, repetitiveness, etc). Altogether, the au-
thor proposes the items in Table 2. For each ap-
propriateness judgment, this list of statements is
disclosed to the participants and they are asked to
check those which are true in their subjective opin-
ion.

Table 2: Appropriateness judgment statements
Judgment Statement

This is a natural response.
Talking to a system with such a response is
boring.
I would enjoy talking to a system which responds
like this.
This talk is repetitive.
Such an utterance by a robot is frustrating.
The system knows how to speak to the human.
The follow-up provides relevant
added-information.
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Abstract

We propose a method for improving the
dependency parsing of complex sentences.
This method assumes segmentation of in-
put sentences into clauses and does not re-
quire to re-train a parser of one’s choice.
We represent a sentence clause structure
using clause charts that provide a layer of
embedding for each clause in the sentence.
Then we formulate a parsing strategy as
a two-stage process where (i) coordinated
and subordinated clauses of the sentence
are parsed separately with respect to the
sentence clause chart and (ii) their depen-
dency trees become subtrees of the final
tree of the sentence. The object language
is Czech and the parser used is a maximum
spanning tree parser trained on the Prague
Dependency Treebank. We have achieved
an average 0.97% improvement in the un-
labeled attachment score. Although the
method has been designed for the depen-
dency parsing of Czech, it is useful for
other parsing techniques and languages.

1 Introduction

Syntactic parsing is an integral part of a complex
text processing pipeline whose quality impacts the
overall performance of the text processing system.

For illustration, we share our experience with
a system focused on extracting semantic relations
from unstructured texts. Namely, we have de-
veloped the RExtractor system,1 which processes
texts by linguistically-aware tools and extracts en-
tities and relations using queries over dependency
trees. The language used for testing RExtrac-
tor was Czech and the legal domain was chosen

1The system is available on-line at
http://quest.ms.mff.cuni.cz:14280/

to be explored in detail (Krı́ž et al., 2014; Krı́ž
and Hladká, 2015). We evaluated RExtractor on
the Czech Legal Text Treebank (CLTT) enriched
with manually annotated entities and their rela-
tions (Krı́ž et al., 2016). Because of the lack
of any Czech gold legal-domain treebank, we
used a parser trained on newspaper texts to parse
CLTT. The RExtractor system achieved precision
of 80.6% and recall of 63.2% and we identified
three sources of errors: (i) incorrect dependency
tree (59.7%), (ii) missing or incorrectly formu-
lated extraction query (38.3%), (iii) missing or in-
correctly recognized entity (2.1%).

One can see that the errors are caused mainly
by the insufficient quality of dependency parsing.
The main reason why it happens is that newspa-
per texts differ from legal texts in several language
phenomena influenced by the high frequency of
very long sentences in legal texts. Figure 1 pro-
vides evidence of difficulty with dependency pars-
ing long sentences – as the sentence length in-
creases, the unlabeled attachment score decreases.
The numbers are provided for two Czech depen-
dency treebanks, namely the Prague Dependency
Treebank with the development and evaluation
test subsets2 (PDT, dtest, etest, resp.) and the
Czech Academic Corpus (CAC)3, see Bejček et al.
(2013) and Hladká et al. (2008), resp.

This paper describes our method how to use
information about a sentence clause structure in
full-scale dependency parsing. Section 2 lists a
number of previous approaches to improve depen-
dency parsing including selected works on pars-
ing Czech. The data and tools used in our experi-
ments are summarized in Section 3. We represent
sentence clause structures using clause charts de-
fined and quantitatively studied in Section 4. In

2https://ufal.mff.cuni.cz/pdt3.0
3https://ufal.mff.cuni.cz/cac
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Figure 1: The longer the sentence the lower the un-
labeled attachment score. The figures come from
experiments run on the Prague Dependency Tree-
bank and the Czech Academic Corpus.

Section 5, we propose an original strategy to parse
pairs of coordinated and subordinated clauses and
apply it on the data. Section 6 outlines our future
plans towards better parsing long sentences.

2 Related Work

Several approaches which deal with the idea of di-
viding the parsing process into several parts were
presented. The idea of cascaded parsing exploits
a cascade of specialized parsers instead of having
one very complex general parser (Abney, 1996;
Ciravegna and Lavelli, 1999). The identification
of chunks, syntactically related non-overlapping
groups of words (Tjong Kim Sang and Buchholz,
2000), was used mainly in shallow parsing strate-
gies (Federici et al., 1996). Clausal parsing was
designed to parse Hindi texts (Husain et al., 2011).

However, there is no work on exploiting chunks
for full-scale parsing. A very interesting approach
dividing the parsing process into several parts has
been introduced in the XDG theory (Debusmann
et al., 2005). Most recent approaches to depen-
dency parsing focus almost exclusively on im-
proving full-scale parsing algorithms using mostly
neural networks (Pei et al., 2015; Weiss et al.,
2015; Zhu et al., 2015).

We address the issue of parsing sentences that
are already segmented into clauses. The ideas and
concepts of segmentation of Czech sentences are
presented by Kuboň (2001), Kuboň et al. (2007),
and Lopatková and Holan (2009). They present
the concept of segments and show that it is possi-

ble to draw the segmentation charts which reflect
the mutual position of segments in complex sen-
tences without applying syntactic parsing of the
whole sentence first. The method is based on the
identification of separators (segment boundaries)
and their classification.

Lopatková et al. (2012) show how clauses form-
ing complex sentences can be identified based on
the sentence segment annotation. In addition, they
present the project aiming at building a collection
of Czech sentences enriched with manually anno-
tated clauses and their relationships. Krůza and
Kuboň (2014) use this collection to develop an
automatic procedure for recognizing clauses and
their mutual relationship. Another automatic pro-
cedure for clause identification over dependency
trees is introduced by Bejček et al. (2013) achieved
F-measure 97.51% and was used for the clause an-
notation of the Prague Dependency Treebank.

3 Data and Tools

We experimented with two manually annotated
dependency treebanks, namely the Prague Depen-
dency Treebank 3.0 (PDT 3.0) and the Czech Aca-
demic Corpus 2.0 (CAC 2.0). Both corpora are
enriched with the clause annotation done automat-
ically using the procedure presented by Bejček et
al. (2013).

Our goal is to beat the MST dependency
parser (McDonald et al., 2005) trained on the PDT
3.0 train set. Table 1 presents basic characteristics
of the two treebanks and the MST parser perfor-
mance on them.

Treebank Split Sent. Tokens UAS
train 29,768 518,648 93.41

PDT 3.0 dtest 4,042 70,974 84.50
etest 4,672 80,923 84.32

CAC 2.0 – 24,709 493,306 82.68

Table 1: Part of the treebank (Split), the number of
sentences (Sent.), the number of tokens (Tokens)
and the unlabeled attachment score (UAS) of MST.

4 Clause Charts

A clause chart is defined to visualize relationships
between clauses within the sentence and captures
the layer of embedding of each individual clause.
It is an m × n table where n is the number of
clauses in the sentence and m is the number of
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layers. A cell (i, j) stands for relationship between
the j-th clause and the i-th layer of embedding. Its
value is initialized to the value of 0 corresponding
to no relationship.

We defined four rules for changing the cell
value from 0 to 1, i.e., for assigning a layer of
embedding to each clause in the sentence: (1) All
main clauses belong to the basic layer 0. (2) The
clauses that depend on the clauses at the k-th layer
belong to the (k +1)-th layer. (3) The coordinated
clauses and the clauses in apposition belong to the
same layer. (4) The clauses in parentheses belong
to the (k+1)-th layer with respect to the k-th layer
of their adjacent clauses.

Our definition is analogous to a segmentation
chart defined by Lopatková and Holan (2009).
However, we handle the following situations dif-
ferently: (1) subordinating conjunctions at the be-
ginning of each clause are considered as bound-
aries and are excluded from the clause; (2) clauses
split into two parts by an embedded subordinated
clause are considered as two different clauses.

4.1 Generating Clause Charts

We designed a simple procedure that generates
a clause chart from a dependency tree with the
clause annotation. Particularly, it generates a
clause tree first and then a clause chart.

We assume a dependency tree where each non-
boundary node has a special attribute bearing the
identification of the clause it belongs to. The
nodes with the same clause number belong to the
same clause and thus generating a clause chart is
uniquely determined by the clause identification.
A layer of embedding of the clause is defined as
its depth in a sentence clause tree where its nodes
contain tokens with the same clause identification.

Figure 2 displays both the clause tree and the
clause chart of the sample sentence presented in
(Kuboň et al., 2007):

While failure is usually an orphan,
the success tends to have many fathers,
claiming eagerly that particularly they
were present at its conception.

This sentence consists of four clauses delimited
by the boundaries printed in bold, namely while,
that, and two commas. In general, clause bound-
aries are either a single token or a sequence of
tokens. Clause boundaries are not components
of the clause tree. They are displayed there for

failure is 
usually 
an orphan

the success tends 
to have many fathers

claiming eagerly

particularly they were 
present at its conception

while , ,

that

B   1   B   0   B   1   B   2

1

0

1

2

2

3

4

Figure 2: Clause tree (above), clause chart and its
linear representation (below).

understanding a linear representation of a clause
chart, see B1B0B1B2 where B stands for a clause
boundary and the numbers are the layers of clause
embedding.

4.2 Exploring Clause Charts

We explored PDT 3.0 and CAC 2.0 to study dif-
ferent types of clause charts. Table 2 provides
statistics for the five most frequent clause charts
that occur in the treebanks. For example, 14.4%
of the sentences in PDT 3.0 and CAC 2.0 con-
tain a main clause and a subordinated clause de-
scribed with the 0B1 pattern. Moreover, we mea-
sure the MST parser performance on the sentences
having the given clause charts. For example, MST
achieved UAS of 92.9% on the 0B1B0 sentences
in the PDT training data set.

The texts in the treebanks come from newspa-
pers. Thus there is no surprise that the most fre-
quent sentences in the treebanks are simple one
clause sentences (0). They present more than half
of the data. The second most frequent sentence
structure consists of one main clause and one sub-
ordinated clause (0B1). It is quite surprising that
the parser processes these sentences better than the
one clause sentences. Even more, we observe de-
crease in the parser performance on coordination
of two main clauses (i.e., on the 0B0 sentence).

For curiosity’s sake, the most complex sentence
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in the treebanks consists of 36 clauses and the
0B1B2B3B4B5B6 clause chart is a chart with the
highest number of layers of embedding.

0 0
B
1

0
B
0

0
B
1
B
0

0
B
1
B
2

Rel. freq. 50.1 14.5 8.0 3.6 2.5
PDT train 93.6 95.8 92.9 92.9 95.9
PDT dtest 85.7 88.2 82.3 81.7 90.0
PDT etest 85.4 88.0 83.4 82.0 88.1
CAC 2.0 84.1 85.7 81.0 79.7 87.3

Table 2: Relative frequency of the five most fre-
quent clause charts in PDT 3.0 and CAC 2.0 (Rel.
freq.) and the unlabeled attachment score of MST
evaluated on the particular subsets PDT train, PDT
dtest, PDT etest, CAC 2.0.

5 Methods and Experiments

We present a method for improving dependency
parsing of long sentences. In particular, we formu-
late an algorithm for parsing the two most frequent
clause structures, namely coordinated clauses 0B0
and governing and dependent clauses 0B1. The
other types of clause structures are processed as
usual using full-scale parsing. The experiments
exploit an existing dependency parser trained on
complete sentences, namely the MST parser – see
Section 3 for details.

5.1 Parsing Coordinated Clauses

Given the clause chart representation, we can
recognize coordinated clauses in sentences in a
straightforward way. Thus, we consider neighbor-
ing coordinated clauses C1, C2, . . . , Cn on the
same layer (n > 1) and we propose the following
parsing strategy that we call clause chart parsing
(CCP):

1. Using MST parse C1, C2, . . . , Cn individu-
ally to get dependency trees T1, T2, . . . , Tn

with the r1, r2, . . . , rn root nodes, respec-
tively.

2. Create a sequence S = r1 B1,2 r2 B2,3 . . . rn

where Bi,i+1 is a boundary between Ci and
Ci+1.

3. Using MST parse the sequence S to get a de-
pendency tree TS .

4. Build a final dependency tree so that the trees
T1, . . . , Tn become subtree of TS .

For illustration, we assume the sentence John
loves Mary and Linda hates Peter. The sentence
consists of two coordinated clauses C1 = {John
loves Mary}, C2 = {Linda hates Peter} and one
clause boundary B1,2 = {and}. Therefore, the
clause chart of the sentence is 0B0. In Step 1,
C1 and C2 are parsed to get T1 and T2 with the
root nodes r1 = loves and r2 = hates, resp. In Step
2, the sequence S = loves and hates is created. In
Step 3, S is parsed to get TS and, finally, in Step
4, T1 and T2 become subtrees of TS .

We evaluated the proposed parsing strategy only
on the sentences having the 0B0 clause chart, i.e.,
on the subsets of the treebank datasets. Table 3
presents the unlabeled attachment score achieved
for

• full-scale parsing, i.e., parsing complete sen-
tences using MST (FS)

• parsing individual clauses instead of parsing
complete sentences, i.e., MST performance is
measured on individual clauses (Clauses)

• full-scale parsing using the CCP strategy

We observe that parsing performance measured
on complete sentences is the highest when pars-
ing individual clauses. Using the CCP method we
achieved an average 1.36% improvement in UAS.

Data Sent. FS Clauses CCP
PDT dtest 319 82.28 86.87 84.80
PDT etest 352 83.43 87.16 84.67
CAC 2.0 2,272 80.96 84.69 82.34

Table 3: Parsing evaluation on the 0B0 sen-
tences of three different parsing strategies: full-
scale parsing (FS) using MST, parsing individ-
ual clauses (Clauses), and full-scale parsing using
CCP (CCP).

5.2 Parsing governing and dependent clauses
Table 4 presents the unlabeled attachment score
achieved for full-scale parsing and parsing indi-
vidual clauses.

We observe almost no improvement when pars-
ing individual clauses. Also, we observe that the
parser performance on the 0B1 sentences is signif-
icantly higher than the parser performance on the
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Data Sent. FS Clauses
PDT dtest 604 88.24 88.23
PDT etest 704 87.98 88.64
CAC 2.0 3,669 85.68 85.76

Table 4: Parsing evaluation on the 0B1 sentences.

whole datasets, compare the FS column in Table 4
and the UAS column in Table 1.

Given this observation, we proposed the follow-
ing strategy for parsing subordinated clauses and
we updated the CCP method as follows:

1. Find the longest sequence of neighboring
subordinated clauses C1, C2, . . . , Cn so that
layer(Ci+1) = layer(Ci) + 1 where layer
stands for a layer of embedding in a clause
chart.

2. Create a sequence S = C1 B1,2 C2 B2,3 . . . Cn

where Bi,i+1 is a boundary between Ci and
Ci+1.

3. Using MST parse sequence S to get a depen-
dency tree TS .

Using the CCP strategy for parsing the 0B0
and 0B1 sentences, we can parse the 0B1B0 sen-
tences so that we apply the CCP strategy for sub-
ordinated clauses first and subsequently for coor-
dinated clauses. Table 5 presents the comparison
of full-scale parsing and CCP.

Data Sent. FS CCP
PDT dtest 166 81.72 82.98
PDT etest 160 81.98 84.22
CAC 2.0 885 79.68 80.84

Table 5: Parsing evaluation on the 0B1B0 sen-
tences.

5.3 CCP as Full-scale Parsing

We have learned from the experiments that

1. it is efficient to parse coordinated clauses
individually and connect their trees subse-
quently;

2. it is effective to parse a sequence of govern-
ing and dependent clauses at once.

Therefore we proposed and evaluated a final al-
gorithm for dependency parsing that exploits sen-
tence clause charts and a given dependency parser.
The algorithm works in iterations. In each itera-
tion, at least one layer of embedding in the clause
chart is eliminated using the CCP strategy for 0B0
and 0B1 clauses.

Table 6 and Table 7 present the final comparison
of full-scale parsing and the CCP strategy. The
figures in Table 6 exclude simple sentences (one-
clause sentences) from evaluation. We achieved an
average 0.97% improvement in UAS when parsing
all the sentences in the treebanks.

Data Sent. FS CCP
PDT dtest 2,044 83.93 84.72
PDT etest 2,339 83.84 84.64
CAC 2.0 12,756 81.99 83.42

Table 6: Parsing evaluation on the sentences con-
taining at least two clauses.

Data Sent. FS CCP
PDT dtest 4,042 84.50 85.03
PDT etest 4,672 84.32 84.87
CAC 2.0 24,709 82.68 83.64

Table 7: Final comparison of full-scale parsing
and CCP.

6 Future Work

Our motivation to address the task of parsing of
long sentences arises from a project of extracting
entities and relations from legal texts. We plan to
apply the CCP strategy on the Czech Legal Text
Treebank that contains significantly large number
of long sentences than PDT 3.0. Consequently, we
will do an eccentric evaluation of the RExtractor
system to see whether better parsing results influ-
ence the extraction.

A sentence clause structure used in our exper-
iments was generated automatically. However,
the used procedure requires gold standard depen-
dency trees on the input. We plan to develop
an automatic procedure for obtaining the clause
charts. This procedure will not require gold stan-
dard dependency trees on the input. Some ex-
periments have been already done by Krůza and
Kuboň (2009). In addition, we see several differ-

90



ent approaches which could be implemented and
evaluated.

In the presented experiments, we used the
parser trained on complete sentences. However,
the CCP strategy parses individual clauses in some
situations. We believe that training a new model
especially for clauses will bring a significant im-
provement. Another model could be trained for
parsing sequences defined in Step 3 of proposed
algorithm from Section 5.1.

Our parsing strategy is formulated to be lan-
guage independent. The English part of the
Czech-English Prague Dependency Treebank con-
tains the entire Penn Treebank that is enhanced
with segmentation of sentences into clauses.4 We
plan to apply the CCP strategy on this dataset.

7 Conclusion

In our pilot experiments, we showed that sentence
clause charts improve dependency parsing of long
sentences. We proposed a method that assumes
segmentation of input sentences into clauses. Hav-
ing such annotation at hand, we represent sentence
clause structure using a clause chart that provides
a layer of embedding for each clause in the sen-
tence.

Our parsing strategy does not need to re-train a
parser of one’s choice. Instead of that, we sepa-
rately parse coordinated and subordinated clauses
with respect to the sentence clause chart and then
connect their dependency trees.

The object language of our experiments is
Czech and the parser used is a maximum span-
ning tree parser trained on the Prague Dependency
Treebank. We achieved an average 0.97% im-
provement in the unlabeled attachment score.
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and Patrice Pognan. 2007. A Linguistically-Based
Segmentation of Complex Sentences. In David Wil-
son and Geoffrey Sutcliffe, editors, Proceedings of
FLAIRS 2007 (20th International Florida Artificial
Intelligence Research Society Conference), pages
368–373, Key West, FL, USA. AAAI Press.
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Abstract

The computing cost of many NLP tasks in-
creases faster than linearly with the length
of the representation of a sentence. For
parsing the representation is tokens, while
for operations on syntax and semantics it
will be more complex. In this paper we
propose a new task of sentence chunking:
splitting sentence representations into co-
herent substructures. Its aim is to make
further processing of long sentences more
tractable. We investigate this idea exper-
imentally using the Dependency Minimal
Recursion Semantics (DMRS) representa-
tion.

1 Introduction

Long sentences pose a challenge in many Nat-
ural Language Processing (NLP) tasks, such as
parsing or translation. We propose chunking as
a way of making such sentences more tractable
before further processing. Chunking a sentence
means cutting a complex sentence into grammat-
ical constituents that can be processed indepen-
dently and then recombined without loss of infor-
mation. Such an operation can be defined both on
the surface string of a sentence and on its semantic
representation, and is applicable to a wide range of
tasks.

Some approaches to parsing have space and
time requirements which are much worse than lin-
ear in sentence length. This can lead to practical
difficulties in processing. For example, the ACE
processor1 running the English Resource Gram-
mar (ERG) (Copestake and Flickinger, 2000) re-
quires roughly 530 MB of RAM to parse Sen-
tence 1. In fact, longer and more complicated sen-

1Woodley Packard’s Answer Constraint Engine, http:
//sweaglesw.org/linguistics/ace/

tences can cause the parser to time out or run out
of memory before a solution is found.

(1) Marcellina has hired Bartolo as her coun-
sel, since Figaro had once promised to
marry her if he should default on a loan
she had made to him, and she intends to
enforce that promise.

Chunking would make processing of long sen-
tences more tractable. For example, we aim to
split sentences like Sentence 1 into chunks 2a–d.

(2) a. Marcellina has hired Bartolo as her
counsel.

b. Figaro had once promised to marry
her.

c. He should default on a loan she made
to him.

d. She intends to enforce that promise.

Each of these shorter sentences can be parsed with
less than 20 MB, requiring in total less than a fifth
of RAM needed to parse the full sentence.

What exactly constitutes a valid chunk has to
be considered in the context of the task which we
want to simplify by chunking. In this sense a po-
tentially useful analogy could be made to the use
of factoids in summarisation (Teufel and Van Hal-
teren, 2004; Nenkova et al., 2007). However, we
can make some general assumptions about the na-
ture of ‘good’ chunks. They have to be semanti-
cally and grammatically self-contained parts of the
larger sentence.

Sentence chunking resembles clause splitting as
defined by the CoNLL-2001 shared task (Tjong
et al., 2001). Each of the chunks a–d is a fi-
nite clause, although each consists of multiple
smaller clauses. This points to a crucial differ-
ence between sentence chunking and clause split-
ting which justifies treating them as separate tasks.
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We define chunking in terms of its purpose as a
pre-processing step and because of that it is more
restrictive. Not every clause boundary is a chunk
boundary. A key aspect of sentence chunking is
deciding where to place a chunk border so that the
resulting chunks can be processed and recombined
without loss of information.

Another difference between sentence chunking
and clause splitting is the domain of the task.
Clause splitting is performed on the surface string
of a sentence, while we can define chunking not
only on the surface representation but also on more
complex ones, such a graph-based semantic repre-
sentation.

There are two reasons why chunking a semantic
representation is a good idea:

1. Many operations on graphs have worse than
linear complexity, some types of graph
matching are NP-complete. Chunking se-
mantic representations can make their manip-
ulation more tractable (Section 1.1).

2. Such a form of chunking, apart from being
useful in its own right, can also help chunking
surface sentences (Section 1.2).

1.1 Chunking semantic representations

In this paper we describe an approach to sen-
tence chunking based on Dependency Minimal
Recursion Semantics (DMRS) graphs (Copestake,
2009). We chunk a sentence by dividing its seman-
tic representation into subgraphs corresponding to
logical chunks. The link structure of a DMRS
graph reveals appropriate chunk boundaries. Since
we envision chunking to be one of the steps in a
processing pipeline, we prioritize precision over
coverage to minimize error propagation. The goal
is to chunk fewer sentences but correctly rather
than more but with low precision.

Sentence chunking understood as graph chunk-
ing of a semantic representation can be directly
useful for applications that already use the rep-
resentation. Although we use the DMRS, chunk-
ing could be just as well adapted for other seman-
tic representations, for example AMR (Abstract
Meaning Representation) (Banarescu et al., 2013).
Part of our reason to choose the DMRS frame-
work was the fact that the DMRS format is readily
interchangeable with Minimal Recursion Seman-
tics (MRS). Thanks to this relationship our sys-
tem is compatible with any applications stemming

from the DELPH-IN initiative2.
Horvat et al. (2015) introduce a statistical ap-

proach to realization, in which they treat realiza-
tion like a translation problem. As part of their
approach, they extract grammatical rules based on
DMRS subgraphs. Since operations on subgraphs
are computationally expensive, chunking the sen-
tence before the algorithm is applied could reduce
the complexity of the task.

Another task which could benefit from chunk-
ing is treebanking. LinGO Redwoods 2 (Oepen et
al., 2004) is an initiative aimed at designing and
developing a treebank which supports the HPSG
grammar. The treebank relies on discriminants to
differentiate and choose between possible parses.
Chunking could be used to preferentially select
parses which contain subtrees corresponding to
well-formed chunk subgraphs.

1.2 Towards string chunking

The DMRS-based rule approach cannot be itself
used to improve parsing because it requires a full
parse to find the chunks in the first place. How-
ever, development of the surface chunking ma-
chine learning algorithm can extend applicability
of chunking to parsing and other tasks for which a
deep parse is unavailable.

The alignment between the semantic and sur-
face representations of a sentence allows us to cut
the sentence string into surface chunks. We intend
to use the rule-based approach to create training
data for a minimally supervised machine learning
algorithm.

Following Rei (2013, pp. 11-12) we use the
term ‘minimally supervised’ to mean a system
trained using “domain-specific resources, other
than annotated training data, which could be pro-
duced by a domain-expert in a relatively short
time”. In our case the resource is a small set of
manually coded rules developed through examina-
tion of data.

The ultimate goal of our work is the creation of
a reliable tool which performs chunking of sen-
tence strings without relying on semantic repre-
sentation and deep parsing. The applicability of
chunking would then extend to tasks which cannot
rely on deep parsing, such as statistical machine
translation or parsing itself.

The next sections give more details on the

2Deep Linguistic Processing with HPSG,
www.delph-in.net
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Since I bought a cat, we have had no problems with mice.

ARG1/H

ARG2/H

ARG1/NEQ

ARG2/NEQ

RSTR/H

ARG1/NEQ ARG1/EQ

ARG1/EQRSTR/H ARG2/NEQ

Figure 1: A DMRS graph of a sentence Since I bought a cat, we have had no problems with mice. The
two chunks are marked, while since is separated as a functional chunk and chunking trigger. The links
with circular labels are crucial for chunking.

DELPH-IN framework, DMRS and our approach
to rule-based chunking. We present our prelimi-
nary results in Section 4 and outline our current
investigation focus and future research directions
in Sections 5. Chunking is a new task, however it
is related to several existing ones as discussed in
Section 6.

2 DELPH-IN framework and DMRS

The rule-based chunking system we devel-
oped is based on the English Resource Gram-
mar (ERG) (Flickinger, 2000), a broad-coverage,
symbolic grammar of English. It was developed as
part of DELPH-IN initiative and LinGO3 project.
The ERG uses Minimal Recursion Semantics
(MRS) (Copestake et al., 2005) as its semantic
representation. The MRS format can be trans-
formed into a more readable Dependency Minimal
Recursion Semantics (DMRS) graph (Copestake,
2009), which represents its dependency structure.
The nodes correspond to predicates; edges, re-
ferred to as links, represent relations between
them. An example of a DMRS graph is shown in
Figure 1.

DMRS graphs can be manipulated using two
existing Python libraries. The pyDelphin4 is
a more general MRS-dedicated library. It al-
lows conversions between MRS and DMRS rep-
resentations but internally performs operations on
MRS objects. The pydmrs library5 (Copestake
et al., 2016) is dedicated solely to DMRS manip-
ulations. The work described in Section 4 used
pyDelphin.

3Linguistic Grammars Online, lingo.stanford.
edu

4https://github.com/delph-in/pydelphin
5https://github.com/delph-in/pydmrs

The ERG is a bidirectional grammar which sup-
ports both parsing and generation. There exist sev-
eral processors, which parse sentences into MRSs
and generate surface forms from MRS represen-
tations using chart generation. In our experiments
we use ACE6 to obtain MRSs and to generate from
them, so that parsing and generation themselves
are performed using already existing DELPH-IN
tools. The chunking algorithm operates on graphs
– we use the pyDelphin and pydmrs libraries
for MRS-DMRS conversion and for manipulating
DMRS objects.

3 DMRS-based chunking

In our research so far we have restricted valid
chunks to finite clauses. A sentence is chunked
correctly if all the chunks are either full finite
clauses with a subject-verb structure or functional
trigger chunks, such as since or and. A chunk can
consist of multiple clauses if it is needed to ensure
that all chunks are satisfactory.

The finite clause restriction was introduced be-
cause well-formedness of finite clauses can be eas-
ily checked and they can be more readily pro-
cessed independently and recombined than other
types of clauses.

We developed the chunking rules through ex-
amination of data and finding structural patterns
in DMRS graphs. Currently chunking is based on
three grammatical constructions: clausal coordi-
nation (3), suboordinating conjunctions (4ab) and
clausal complements (5).

(3) The cat chased a toy and the dog slept un-
der the table.

6Woodley Packard’s Answer Constraint Engine, http:
//sweaglesw.org/linguistics/ace/
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(4) a. The cat chased a toy because it was
bored.

b. Since the dog slept, Kim didn’t offer it
a snack.

(5) Kim thought that they should talk.

Extending the coverage of the technique to other
structures is one of future directions of investiga-
tion.

We discover potential chunking points by spot-
ting trigger nodes. Those are the nodes which
correspond to coordinating and subordinating con-
junctions, and to verbs with clausal complements.
In the example from Figure 1 since is a trigger.

After a trigger is found, we check whether the
clauses associated with it are finite. We can do
that by following links outgoing from the trig-
ger node which lead to heads of the clauses. We
marked these links in the figure with circular la-
bels. In symmetric constructions, such as coordi-
nation, chunks are separated unambiguously by a
conjunction. In other cases, such as the one in the
example, we can find the chunk border by detect-
ing a gap in the graph’s link structure. No links
outgoing from either of the main chunks span the
gap between cat and we in Figure 1.

4 Preliminary results

So far we evaluated the system using a parsing and
regeneration procedure, leveraging bidirectional-
ity of the ERG. The surface of each sentence was
chunked into substrings based on its semantic rep-
resentation. Each of the resulting surface chunks
was then parsed using the ACE. Next we fed the
top parse for each chunk as input to the ACE gen-
erator, which produced the surface matching the
semantic representation of the chunk. Finally, we
recombined the surfaces generated in this fashion
and compared the results with the original sen-
tence.

The parsing and regeneration is a way of check-
ing whether any information loss was caused by
chunking. We do not attempt to improve pars-
ing, only to evaluate how well the chunks meet
the criteria of well-formedness and applicability
we posit. At the same time this form of evalua-
tion assesses the semantic representation chunk-
ing only indirectly, focusing on the quality of pro-
duced surface chunks. This is desirable in for cre-
ating a good quality dataset for the minimally su-
pervised machine learning algorithm discussed in
Section 1.2.

As our dataset, we used the 1212 release of the
WikiWoods corpus (Flickinger et al., 2010) which
is a snapshot of Wikipedia from July 2008. The
entire corpus contains 44,031,336 entries, from
which we selected only long sentences, viz. sen-
tences with more than 40 nodes in their DMRS
graph. Additionally we filtered out some non-
sentential entries.

We compared the results obtained using the
DMRS-based system with a simple string-based
heuristic baseline, similar to one of the techniques
used currently in statistical machine translation
community7. The baseline attempts to chunk 67%
of long sentences it encounters, compared with
25% attempted by the DMRS-based approach. As
a result, the absolute number of sentences the
baseline chunks correctly is greater but low pre-
cision makes the heuristic approach highly unreli-
able. Any application which used it would require
a lot of human supervision. The DMRS-based
procedure correctly chunks 42.0% of sentences in
which it finds chunking opportunities, while base-
line correctly chunks only 19.6% of sentences.

The evaluation method with which we obtained
these results was harsh. It required all non-
functional chunks to be finite clauses. If even one
of many chunks was not a finite clause, we counted
the entire sentence as chunked incorrectly. Some
errors occurred in the final step of the evaluation:
generation from chunk’s surface string. We re-
quired a high similarity between the reconstructed
sentence and the original. For example, according
to the ERG lexicon, St and Street have the same
semantic representation and the generator can’t
choose between them. If a generated string con-
tained Baker Street when the original used Baker
St, the difference would be penalised even though
the two are equivalent. More than one mistake of
this kind in a sentence would be enough to reject
the result as incorrect.

A significant percentage of errors stems from
the dataset itself. Sentences and parses in the
WikiWoods dataset were not checked by humans.
In fact, not all Wikiwoods entries are grammatical
sentences and many of them could not be easily
filtered out. Bearing that in mind we briefly re-
peated the experiment with a smaller WeScience
corpus8 (Ytrestøl et al., 2009). Like WikiWoods,

7Cambridge SMT system: Source sentence chop-
ping, http://ucam-smt.github.io/tutorial/
basictrans.html#chopping

8http://moin.delph-in.net/WeScience
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Algorithm (Dataset) Precision Correct Incorrect Attempted
DMRS-based (WikiWoods) 42.0% 3036 4195 24.9%
Baseline (WikiWoods) 19.6% 3783 15526 66.6%
DMRS-based (WeScience) 62.7% 106 63 22.7%
Baseline (WeScience) 14.2% 60 362 56.7%

Table 1: Performance of the DMRS-based chunking algorithm and the baseline on the WikiWoods and
WeScience datasets. Precision is the percentage of attempted sentences which were chunked correctly,
while Correct and Incorrect columns give absolute numbers of correctly and incorrectly chunked sen-
tences. Attempted column is the percentage of sentences for which a chunking opportunity was found
and attempted.

it originates from Wikipedia but has been checked
by human annotators.

Indeed, the chunking procedure performs much
better on the human-checked dataset: 62.7% cor-
rect chunkings as compared with 42% for Wiki-
Woods (Table 1), indicating the algorithm’s sensi-
tivity to parsing errors.

The error analysis of the WeScience experiment
reveals that over 25% of the errors made by the
rules-based system can be explained by the pres-
ence of grammatical structures which the rules
did not account for. Increasing the coverage of
structures used for chunking should decrease the
number of errors of this origin. Another common
source of errors were adverbs and prepositional
phrases left behind after chunking sentences be-
ginning with However, when. . . or For example,
if. . . . We address this issue in the newer version of
the system.

For comparison, the string heuristics baseline
makes chunking decisions based solely on the
presence of trigger words, such as and, without
the knowledge of what clauses are involved. The
position of good chunking boundaries is often de-
termined by dependencies between distant parts
of the surface, which are difficult to capture with
string-based rules, but are clearly reflected in the
DMRS link structure. This results in the baseline
yielding unsatisfactory chunks like those under-
lined in Sentence 6.

(6) The dog barked and chased the cat.

5 Current work and future research

Currently we are preparing a different evalua-
tion technique which will directly compare DMRS
representations of chunks and the original sen-
tence, eliminating the generation step responsi-
ble for many errors. In the new evaluation chunk
graphs are matched against the full graph using

the pyDmrs matching module (Copestake et al.,
2016) which scores the degree of the match on a
continuous scale.

We are also cooperating with the authors of the
statistical approach to realisation (Horvat et al.,
2015) on incorporating chunking into their graph
manipulations. We hope to use their system for
extrinsic evaluation.

Sentences which would most benefit from
chunking are also, not accidentally, sentences with
which parsers struggle most. Chunking often fails
because the parse on which we base it is incor-
rect. In the future we would like to experiment
with considering a number of parses instead of just
the top one. This would enable us to mix chunking
into the correct parse selection procedure.

One of the investigation directions is extend-
ing the catalogue of grammatical structures on
which we base the chunks. Some syntactical
structures we consider as extensions are relative
clauses, verb phrase coordinations, gerund-based
adjuncts, parentheticals and appositions. Their in-
clusion would increase the coverage and quality of
chunks, crucial for our purposes.

The treatment of clausal complements needs
improvement as well. Some clauses are obligatory
syntactic elements and their removal changes how
the main clause is parsed. We do not address this
issue in the current early version of the system but
the lexicalist nature of the ERG offers a solution.
The information about whether a clausal comple-
ment is obligatory for a given verb is contained in
the grammar’s lexicon and can be leveraged to im-
prove chunking decisions. We aim to include this
mechanism in a later version of the algorithm.

DMRS graphs store information about the
alignment between nodes and surface fragments.
This information allows us to chunk surfaces of
sentences based on the results of graph chunking.
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As discussed in Section 1.2, we intend to create a
training dataset for a machine learning algorithm
which would perform surface chunking. Since, as
the WeScience experiment showed, our rule-based
approach is sensitive to errors in original parses of
full sentences, we might base our training corpus
on the RedWoods treebank, which is larger than
WeScience but still human-checked.

6 Related work

We define sentence chunking as a new task. As
discussed in Introduction, it bears similarity to
clause splitting but because of its definition in
terms of functionality, it has to be considered sep-
arately.

The most important similarity between chunk-
ing and clause splitting is how the two problems
can be defined for the purpose of machine learn-
ing. Clause splitting was the CoNLL-2001 shared
task (Tjong et al., 2001) and the results of that
research can guide the development of a machine
learning system for chunking. Another task which
can provide insights into how to design a suitable
machine learning system is Sentence Boundary
Disambiguation (SBD) task (Walker et al., 2001).

Other research related to chunking was con-
ducted in the context of text simplification. Sen-
tence chunking is a natural step in a simplification
process, among other rewrite operations such as
paraphrase extraction, but the two tasks have dif-
ferent goals. While sentence simplification mod-
ifies sentences, replacing lexical items and rear-
ranging order of information, sentence chunking
aims to preserve as much of the original sentence
as possible.

Chandrasekar et al. (1996) suggested using
dependency structures for simplifying sentences.
The authors gave an example of simplifying rela-
tive clauses that is similar to chunking but outside
of the current scope of our experiments. This re-
search represented early work on automatic syn-
tactic simplification and was succeeded by Sid-
dharthan (2010) who performs simplification by
defining transformation rules over type depen-
dency structures. Siddharthan’s approach mixes
lexical and syntactical transformations and cannot
be directly compared with chunking.

Another example of work on simplification is
a paper by Woodsend and Lapata (2011). The
authors call sentence chunking sentence splitting
and approach it from the perspective of tree-based

Quasi-synchronous Grammar (QG). Their algo-
rithm learns possible chunking points by aligning
the original sentence with two shorter target sen-
tences. Unlike the method we propose, the QG
approach requires a manually created dataset con-
sisting of original and target sentences from which
the rules can be inferred. Unfortunately, it is im-
possible to compare the performance of our sen-
tence chunking and the authors’ sentence splitting.
The QG splitting algorithm is an integral part of
the text simplification system and the paper de-
scribing it does not give any numbers regarding
the performance of individual parts of the system.

7 Conclusions

We defined sentence chunking in terms of its use-
fulness for other tasks. Its aim is to produce
chunks which can be processed and recombined
without loss of information. The procedure can be
defined for both the surface of a sentence and for
its semantic representation.

In our experiments we perform chunking us-
ing rules based on the DMRS graphs of sentences.
Our work is an early attempt at the task so we fo-
cus on easier cases, aiming to gradually increase
coverage. Since chunking is intended as a pre-
processing step for other tasks, the reliability and
precision are more important than chunking as
many sentences as possible. Bearing this in mind,
we are satisfied to report that according to pre-
liminary experiments, our chunking procedure at-
tempted 25% of all sentences in the dataset and
it chunked 42% of these correctly. For compari-
son, a baseline using heuristics attempted to chunk
67% of sentences, but only 19.6% of these sen-
tences were chunked correctly.

The DMRS-based graph chunking can be used
to improve existing systems such as the statisti-
cal realization algorithm (Horvat et al., 2015) or
to guide the selection of parses for LinGO Red-
Woods 2 treebank (Oepen et al., 2004).

The surface chunking machine learning tool
will extend the applicability of chunking even
further. Eliminating the immediate reliance on the
parse could allow chunking to replace the string
heuristics for machine translation and to influence
parsing itself, reducing the difficulty of the task.
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Abstract

The availability of large document-
summary corpora have opened up new
possibilities for using statistical text
generation techniques for abstractive
summarization. Progress in Extractive
text summarization has become stagnant
for a while now and in this work we
compare the two possible alternates to
it. We present an argument in favor of
abstractive summarization compared to
an ensemble of extractive techniques.
Further we explore the possibility of
using statistical machine translation as a
generative text summarization technique
and present possible research questions in
this direction. We also report our initial
findings and future direction of research.

1 Motivation for proposed research

Extractive techniques of text summarization have
long been the primary focus of research compared
to abstractive techniques. But recent reports tend
to suggest that advances in extractive text summa-
rization have slowed down in the past few years
(Nenkova and McKeown, 2012). Only marginal
improvements are being reported over previous
techniques, and more often than not these seem
to be a result of variation in the parameters used
during evaluation using ROUGE, and some times
due to other factors like a better redundancy re-
moval module (generally used after the sentences
are ranked according to their importance) rather
than the actual algorithm. Overall it seems that
the current state of the art techniques for extractive
summarization have more or less achieved their
peak performance and only some small improve-
ments can be further achieved. In such a scenario
there seem to be two possible directions of fur-

ther research. One approach that could be used
is making an ensemble of these techniques which
might prove to be better than the individual meth-
ods. The other option is to focus on abstractive
techniques instead.

A large number of extractive summarization
techniques have been developed in the past decade
especially after the advent of conferences like
Document Understanding Conference (DUC)1

and Text Analysis Conference (TAC)2. But very
few inquiries have been made as to how these
differ from each other and what are the salient
features on some which are absent in others.
(Hong et al., 2014) is first such attempt to com-
pare summaries beyond merely comparing the
ROUGE(Lin, 2004) scores. They show that many
systems, although having a similar ROUGE score
indeed have very different content and have lit-
tle overlap among themselves. This difference, at
least theoretically, opens up a possibility of com-
bining these summaries at various levels, like fus-
ing rank lists(Wang and Li, 2012), choosing the
best combination of sentences from several sum-
maries(Hong et al., 2015) or using learning-to-
rank techniques to generate rank lists of sentences
and then choosing the top-k sentences as a sum-
mary, to get a better result. In the next section
we report our initial experiments and show that a
meaningful ensemble of these techniques can help
in improving the coverage of existing techniques.
But such a scenario is not always guaranteed, as
shown in the next section, and given that such fu-
sion techniques do have a upper bound to the ex-
tent to which they can improve the summarization
performance as shown by (Hong et al., 2015), an
ensemble approach would be of limited interest.

Keeping this in mind we plan to focus on

1duc.nist.gov
2www.nist.gov/tac
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both approaches for abstractive text summariza-
tion, those that depend on initial extractive sum-
mary and those that do not (text generation ap-
proach). Also availability of large document-
summary corpora, as we discuss in section 3, has
opened up new possibilities for applying statistical
text generation approaches to summarization. In
the next section we present a brief overview of the
initial experiments that we have performed with
an ensemble of extractive techniques. In section 3
we then propose further research directions using
the generative approach towards text summariza-
tion. In the final section we present some prelim-
inary results of summarizing documents using a
machine translation system.

2 Fusion of Summarization systems

In this section we report some of our experiments
with fusion techniques for combining extractive
summarization systems. For the first experiment
we consider five basic techniques mentioned in
(Hong et al., 2014) for the simple reason that they
are tested extensively and are simple yet effective.
These systems include LexRank, the much pop-
ular graph based summarization technique(Erkan
and Radev, 2004), and Greedy-KL(Haghighi and
Vanderwende, 2009), which iteratively chooses
the sentence that has least KL-divergence com-
pared to the remaining document. Other systems
are FreqSum, a word frequency based system, and
TsSum, which uses topic signatures computed by
comparing the documents to a background corpus.
A Centroid based technique finds the sentences
most similar to the document based on cosine sim-
ilarity. We also combine the rank lists from these
systems using the Borda count3 and Reciprocal
Rank Methods.

System Rouge-1 Avg-Rank
Centroid 0.3641 1.94
FreqSum 0.3531 1.48

Greedy-KL 0.3798 2.2
LexRank 0.3595 1.72
TsSum 0.3587 1.88

BC 0.3621 2.5
RR 0.3633 2.46

Table 1: Effect of Fusion

We evaluated the techniques based on ROUGE-
3https://en.wikipedia.org/wiki/Borda_

count

1, ROUGE-2 and ROUGE-4 Recall (Lin, 2004)
using the parameters mentioned in (Hong et al.,
2014). We report only ROUGE-1 results due to
space constraints. We also computed Average-
Rank for each system. Average-Rank indicates
the average number of systems that the given sys-
tem outperformed. The higher the average-rank
the more consistent a given system. When systems
are ranked based on ROUGE-1 metric, both Borda
and Reciprocal Rank perform better than four of
the five systems but couldn’t beat the Greedy-
KL method. Both combination techniques outper-
formed all five methods when systems are ranked
based on ROUGE-2 and ROUGE-4. Even in case
where Borda and Reciprocal Rank did outperform
all the other systems, the increase in ROUGE
scores were negligible. These results are con-
trary to what has been reported previously (Wang
and Li, 2012) as neither of the fusion techniques
performed significantly better than the candidate
systems. The only noticeable improvement in all
cases was in the Average-Rank. The combined
systems were more consistent than the individual
systems. These results indicate that Fusion can at
least help us in improving the consistency of the
meta-system.

One clear trend we observed was that not all
combinations performed poorly, and summaries
from certain techniques when fused together per-
formed well (on both ROUGE score and consis-
tency). To further investigate this issue we con-
ducted another experiment where we try to make
an informed fusion of various extractive tech-
niques.

Due to space constraints we report results only
on two families of summarization techniques: one
is a graph based iterative method as suggested in
(Erkan and Radev, 2004) and (Mihalcea and Ta-
rau, 2004) and the other is the ’Greedy approach’
where we greedily add a sentence that is most sim-
ilar to the entire document, remove the sentence
from the document and repeat the process until
we have the desired number of sentences. We
then chose three commonly used sentence similar-
ity measures: Cosine similarity, Word overlap and
KL-Divergence. Several other similar approaches
are possible, for example TsSum and FreqSum
are related in the sense that each method rates a
sentence based on the average number of impor-
tant words in it, the difference being in the way
in which importance of the word is computed.

101



We perform this experiment in a very constrained
manner and leave it to the future experimenting
with other such possible combinations.

Graph Greedy Borda
Cosine 0.3473 0.3313 0.3370

Word Overlap 0.3139 0.3229 0.3039
KLD 0.3248 0.3429 0.3121
Borda 0.3638 0.3515 -

Table 2: Effect of ’Informed’ Fusion

We generate summaries using all the possible
6 combinations of two approaches and three sen-
tence similarity metrics. We then combine the
summaries resulting from a particular sentence
similarity metric or from a particular sentence
ranking algorithm. The results in table 2 show
that techniques that have a similar ranking algo-
rithm but use different sentence similarity metrics,
when combined produce an aggregate summary
whose coverage is much better than the original
summary. The aggregate summaries from the sys-
tems that have different ranking algorithm but the
same sentence similarity measure do not beat the
best performing system. Figures in bold indicate
the maximum score for that particular approach.
We have tested this for several other ranking algo-
rithms like centroid based and LSA based and sen-
tence similarity measures. The hypothesis holds in
most cases. We consider this experiment to be in-
dicative of a future direction of research and do
not consider it in any way to be conclusive. But
it definitely indicates the difficulties that might be
encountered when attempting to fuse summaries
from different sources compared to the limited im-
provement in the coverage (ROUGE scores). This
combined with availability of a larger training set
of document-summary pairs, which enables us to
use several text generation approaches, is our prin-
ciple motivation behind the proposed research.

3 Abstractive Summarization

Abstractive Summarization covers techniques
which can generate summaries by rewriting the
content in a given text, rather than simply extract-
ing important sentences from it. But most of the
current abstractive summarization techniques still
use sentence extraction as a first step for abstract
generation. In most cases, extractive summaries
reach their limitation primarily because only a part
of every sentence selected is informative and the

other part is redundant. Abstractive techniques
try to tackle this issue by either dropping the re-
dundant part altogether or fusing two similar sen-
tences in such a way as to maximize the informa-
tion content and minimize the sentence lengths.
We discuss some experiments we plan to do in
this direction. An alternative to this technique is
what is known as the Generative approach for text
summarization. These techniques extract concepts
(instead of sentences or phrases) from the given
text and generate new sentences using those con-
cepts and the relationships between them. We pro-
pose a novel approach of using statistical machine
translation for document summarization. We dis-
cuss the possibilities of exploiting Statistical ma-
chine translation techniques, which in themselves
are generative techniques and have a sound math-
ematical formulation, for translating a text in Doc-
ument Language to Summary Language. In this
section we highlight the research questions we are
trying to address and issues that we might face in
doing so. We also mention another approach we
would like to explore which uses topic modeling
for generating summaries.

3.1 Sentence Fusion

Most abstractive summarization techniques rely
on sentence fusion to remove redundancy and
create a new concise sentence. Graph based
techniques similar to (Ganesan et al., 2010) and
(Banerjee et al., 2015) have become very popu-
lar recently. These techniques rely on extractive
summarization to get important sentences, clus-
ter lexically similar sentences together, create a
word graph from this cluster and try to generate a
new meaningful sentence by selecting a best suited
path from this word graph. Several factors like the
linguistic quality of the sentence, informativeness,
length of the sentence are considered when select-
ing an appropriate path form the word graph.

Informativeness of the selected path can be de-
fined in several ways, and the choice defines how
good my summary would be (at least when using
ROUGE as a evaluation measure). In one of our
experiments we changed the informativeness cri-
teria from TextRank scores of words as used in the
original approach in (Banerjee et al., 2015) to Log-
Likelihood ratio of the words compared to a large
background corpus as suggested in (Lin and Hovy,
2000). We observed that changing measure of in-
formativeness produces a dramatic change in the
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quality of the summaries. We would like to con-
tinue working in this direction.

3.2 Summarization as a SMT problem

The idea is to model the text summarization prob-
lem as a Statistical Machine Translation (SMT)
problem of translating text written in a Docu-
ment Language to that in a Summary Language.
Machine translation techniques have well defined
and well accepted generative models which have
been researched extensively over more than two
decades. At least on the surface, the idea of model-
ing a text summarization problem as that of trans-
lation between two pairs of texts might enable us
to leverage this progress in the field of SMT and
extend it to abstractive text summarization, albeit
with several modifications. We expect this area
to be our primary research focus. While a simi-
lar approach has been used in the case of Question
Answering (Zhang et al., 2014), to the best of our
knowledge it has not yet been used for Document
Summarization.

While the idea seems very intuitive and appeal-
ing, there are several roadblocks to it. The first
and perhaps the biggest issue has been the lack of
availability of a large training corpus. Tradition-
ally SMT systems have depended on large vol-
umes of parallel texts that are used to learn the
phrase level alignment between sentences from
two languages and the probability with which a
particular phrase in the source language might be
translated to another in the target language. The
Text Summarization community on the other hand
has relied on more linguistic approaches or sta-
tistical approaches which use limited amount of
training data. Most of the evaluation benchmark
datasets generated by conferences like DUC or
TAC are limited to less than a hundred Document-
Summary pairs and the focus has mainly been
on short summaries of very few sentences. This
makes the available data too small (especially
when considering the number of sentences).

We hope to solve this problem partially using
the Supreme Court Judgments dataset released by
the organizers of Information Access in Legal Do-
main Track4 at FIRE 2014. The dataset has 1500
Judgments with a corresponding summary known
as a headnote, manually written by legal experts.
The organizers released another dataset of addi-

4http://www.isical.ac.in/˜fire/2014/
legal.html

tional 10,000 judgment-headnote pairs from the
Supreme court of India spread over four decades,
that are noisy and need to be curated. The average
judgment length is 150 sentences while a head-
note is 30 sentence long on an average. Using this
we can create a parallel corpus of approximately
45,000 sentences using the clean data, and an ad-
ditional 300,000 sentences after curating the entire
dataset. This is comparable to the size of standard
datasets used for training SMT systems.

Given this data is only semi-parallel and aligned
at document level and not at sentence level, the
next issue is extracting pairs of source sentence
and target sentence. The exception being that both
the source sentence and target sentence can actu-
ally be several sentences instead of a single sen-
tence, the possibility being higher in case of the
source than the target. This might seem to be a
classic example of the problem of extracting par-
allel sentences from a comparable corpus. But
there are several important differences, the biggest
one being that it is almost guaranteed that several
sentences from the text written in Document Lan-
guage will map to a single sentence in the Sum-
mary Language. This itself makes this task more
challenging compared to the already daunting task
of finding parallel sentences in a comparable cor-
pora. Another notable difference is that unlike in
case of SMT, the headnotes (or the Summary Lan-
guage) are influenced a lot by the stylistic qual-
ity of its author. The nature of headnotes seems
to vary to a large extent over the period of four
decades, and we are in the process of trying to fig-
ure out how this affects the sentence alignment as
well as the overall translation process. The other
major difference can actually be used as leverage
to improve the quality of sentence level alignment.
The headnotes tend to follow a general format, in
the sense that there are certain points about the
Court judgment that should always occur in the
headnote and certain phrases or certain types of
sentences are always bound to be excluded. How
to leverage this information is one of the research
questions we plan to address in the proposed work.

Another issue that we plan to address in par-
ticular is how to handle the mismatch between
lengths of a sentence (i.e. multiple sentences con-
sidered to be a single sentence) in the Document
Language when compared to the Summary Lan-
guage. Currently two different languages do vary
in the average sentence lengths, for example Ger-
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man sentences are in general longer than English.
But in our case the ratio of sentence lengths would
be almost 3:1 with the Document Language be-
ing much longer than their Summary Language
counterparts. While most current translation mod-
els do have a provision for a penalty on sentence
lengths which can make the target sentence longer
or shorter, the real challenge lies in finding phrase
level alignments when either the source sentence
or the target sentence is too long compared to the
other. This leads to a large number of phrases hav-
ing no alignment at all which is not a common
phenomenon in cases of SMT.

In effect we propose to address the following
research questions:

• Exploring the major challenges that one
might face when modeling Summarization as
a Machine translation problem ?

• How to create a sentence aligned parallel cor-
pus from a given document and its handwrit-
ten summary ?

• How to handle the disparity in lengths of sen-
tence of Document Language and Summary
Language ?

• How to reduce the sparsity in training data
created due to the stylistic differences present
within the Documents and Summaries ?

3.3 Topic model based sentence generation

The graph based approaches of sentence fusion
mentioned above assumes availability of a num-
ber of similar sentences from which a word graph
can be formed. It might not always be easy to get
such similar sentences, especially in case of sin-
gle document summarization. We wish to explore
the possibility of using topic modeling to extract
informative phrases and entities and then use stan-
dard sentence generation techniques to generate
representative sentences.

4 Preliminary experiment

We would like to conclude by reporting results of
a very preliminary experiment wherein we used
simple cosine similarity to align sentences be-
tween the original Judgments and the manually
generated headnotes (summaries). For a small
training set of 1000 document-summary pairs, we
compute the cosine similarity of each sentence in
the judgment to each sentence in the correspond-
ing headnote. Sentences in the judgment which
do not have a cosine similarity of at least 0.5 with

any sentence in the headnote are considered to
have no alignment at all. The remaining sentences
are aligned to a single best matching sentence in
the headnote. Hence each sentence in the judg-
ment is aligned to exactly one or zero sentences in
the headnote, while each sentence in the headnote
can have a many to one mapping. All the judg-
ment sentences aligned to the same headnote sen-
tence are combined to form a single sentence, thus
forming a parallel corpus between Judgment Lan-
guage and Headnote Language. Further we used
the Moses5 machine translation toolkit to gener-
ate a translation model with the source language
as the judgment (or the document Language) and
the target language as the headnote (or summary
language). Since we have not yet used the entire
training data, the results in the current experiment
were not very impressive. But there are certain ex-
amples worth reporting, where good results were
indeed obtained.

4.1 Example Translation

Original: There can in my opinion be no escape
from the conclusion that section 12 of the Act by
which a most important protection or safeguard
conferred on the subject by the Constitution has
been taken away is not a valid provision since it
contravenes the very provision in the Constitu-
tion under which the Parliament derived its com-
petence to enact it.
Translation: There can be no escape from the
conclusion that section 12 of the Act by which
safeguard conferred on the subject by the Consti-
tution has been taken away is not valid since it con-
travened the very provision in the Constitution un-
der which the Parliament derived its competence
to enact it.

The highlighted parts in the original sentence
are the ones that have been changed in the cor-
responding translation. We can attribute the ex-
clusion of ’in my opinion’ solely to the language
model of the Summary Language. Since the sum-
maries are in third person while many statements
in the original judgment would be in first person,
such a phrase which is common in the Judgment
will never occur in the headnote. Similarly the
headnotes are usually written in past tense and that
might account for changing ’contravenes’ to ’con-
travened’. We are not sure what the reasons might
be behind the other changes. We plan to do an

5www.statmt.org/moses
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exhaustive error analysis on the results of this ex-
periment, which will provide further insights and
ideas. We have reported some more examples in
the appendix section.

Although not all translations are linguistically
correct and many of them don’t make much sense,
we believe that by using a larger training cor-
pus (which we are currently curating) and a bet-
ter technique for creating a sentence aligned cor-
pus the results can be significantly improved. Also
currently the target sentences are not much shorter
than their source, and we need to further work on
that issue. Overall the idea of using SMT for doc-
ument summarization seems to be promising and
worth pursuing.
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A Additional Examples

• The underlined parts in the original sentence are the ones that are correctly omitted in the target
sentence. The striked out part in the original sentences are wrongly missing in the translation,
affecting the comprehensibility of the sentence.

• The striked out parts in the Translation are the ones that are misplaced in the sentence. Boldfaced
parts in the Translation are the ones newly introduced.

• The boldfaced parts in the Expected Translations are the corrections that are made compared to the
actual translation.

Original:
The Act provides for levy of two kinds of taxes called the general tax and the special tax by the two
charging sections 5 and 10 respectively. Seervai attempted to make out that the provisions of the
charging sections 5 and 10 fixing Rs. 30000 and Rs. 5000 as the minimum taxable turnover for general
tax and special tax respectively were found discriminatory and void under article 14 read with article
13 of the Constitution and he gave us several tables of figures showing how the imposition of the tax
actually works out in practice in hypothetical cases.

Translation:
The Act provides for the levy of the general tax and special tax by the two charging sections 5 and 10
respectively. that the provisions of the charging sections 5 and 10 fixing Rs. 30000 and Rs. 5000 as the
minimum taxable turnover for general tax and special tax respectively are discriminatory and void under
art of the Constitution and he gave the several tables of figures showing how the imposition of the tax
actually works.

Expected Tranlsation:
The Act provides for the levy of the general tax and special tax by the two charging sections 5 and 10
respectively. Seervai attempted to make out that the provisions of the charging sections 5 and 10 fixing
Rs. 30000 and Rs. 5000 as the minimum taxable turnover for general tax and special tax respectively
are discriminatory and void under article 14 read with article 13 of the Constitution and he gave the
several tables of figures showing how the imposition of the tax actually works.

Original:
The learned trial magistrate believed the prosecution evidence rejected the pleas raised by the defe-
nce convicted the appellants of the charge framed and sentenced them to undergo simple imprisonment
for two months each. The appellate court confirmed the conviction of the appellants but reduced their
sentence from simple imprisonment for two months to a fine of Rs. 50 or in default simple imprisonment
for one month each.

Translation:
The Magistrate found the appellants of the charge framed and sentenced them to undergo simple im-
prisonment for two months guilty. confirmed the conviction of the appellants but reduced their sentence
from simple imprisonment for two months to a fine of Rs. 50 or in default simple imprisonment for one
month each.

Expected Tranlsation:
The Magistrate found the appellants guilty of the charge framed and sentenced them to undergo simple
imprisonment for two months. The appellate court confirmed the conviction of the appellants but
reduced their sentence from simple imprisonment for two months to a fine of Rs. 50 or in default simple
imprisonment for one month each.
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Abstract

Sarcasm can radically alter or invert a
phrase’s meaning. Sarcasm detection can
therefore help improve natural language
processing (NLP) tasks. The majority of
prior research has modeled sarcasm detec-
tion as classification, with two important
limitations: 1. Balanced datasets, when
sarcasm is actually rather rare. 2. Us-
ing Twitter users’ self-declarations in the
form of hashtags to label data, when sar-
casm can take many forms. To address
these issues, we create an unbalanced cor-
pus of manually annotated Twitter conver-
sations. We compare human and machine
ability to recognize sarcasm on this data
under varying amounts of context. Our
results indicate that both class imbalance
and labelling method affect performance,
and should both be considered when de-
signing automatic sarcasm detection sys-
tems. We conclude that for progress to be
made in real-world sarcasm detection, we
will require a new class labelling scheme
that is able to access the ‘common ground’
held between conversational parties.

1 Introduction
Sarcasm, or verbal irony, is prevalent both in spo-
ken and written communication, and can radically
alter or invert a phrase’s meaning. Automatic sar-
casm detection can therefore help improve natural
language processing (NLP) tasks, such as senti-
ment analysis, where failure to take ironic intent
into account has been recognised as a major cause
of errors.

However, automatic sarcasm detection is a non-
trivial problem, and research into this subject is
in its infancy. The majority of prior research has

treated sarcasm detection as a classification task,
with two important limitations: 1. It focuses on
balanced datasets, when sarcasm is actually rather
rare. 2. In order to obtain labelled data for su-
pervised learning, many studies relied on Twitter
users’ supposed self-declarations of sarcasm in the
form of hashtags such as #sarcasm, but sarcasm
can take many forms.

Although reporting impressive results for sar-
casm detection, even state-of-the-art systems fail
to address the above issues. Research suggesting
that verbal irony occurs in less than a fifth of con-
versations (Gibbs, 2000) implies that, rather than
using balanced datasets, a more realistic approach
may be to view sarcasm recognition as a prob-
lem of anomaly detection, in which positive ex-
amples are scarce. While convenient, obtaining
labelled data from hashtags has been found to in-
troduce both noise, in the form of incorrectly la-
belled examples, and bias to the datasets used –
analysis suggests that only certain forms of sar-
casm are likely to be tagged in this way (Davidov
et al., 2010), and predominantly by certain types
of Twitter users (Bamman and Smith, 2015).

To address these issues, we create a novel
corpus of manually annotated Twitter conversa-
tions and, using the feature classes of Bamman
and Smith (2015), perform sarcasm classifica-
tion experiments on both balanced and unbalanced
datasets. We also compare model performance to
a dataset of conversations automatically retrieved
using hashtags.

Our contributions In this paper, we present a
novel corpus of manually annotated two-part Twit-
ter conversations for use in supervised classifi-
cation of sarcastic and non-sarcastic text. We
compare human vs. machine learning classifica-
tion performance under varying amounts of con-
textual information, and evaluate machine perfor-
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mance on balanced and unbalanced, and manually
labelled and automatically retrieved datasets.

2 Data
Most prior research into sarcasm detection has
been conducted on Twitter. To make comparisons
with other research, and because use of sarcasm
seems to be prevalent on Twitter, we too make use
of Twitter data for this study.

However, the collection of data using explicit
markers of sarcasm (hashtags) has been shown
to introduce bias to the datasets used in prior re-
search (Davidov et al., 2010; González-Ibánez et
al., 2011; Maynard and Greenwood, 2014; Bam-
man and Smith, 2015). We therefore create a novel
hand-annotated corpus of contextualised sarcastic
and non-sarcastic Twitter conversations. For com-
parison, we also create an automatically collected
dataset using hashtags.

Corpus creation The data set is taken from a
Twitter corpus of 64 million tweets gathered in
2013. Matching tweet reply IDs to the status IDs
of other tweets, and filtering by language, pro-
duces 650,212 two-line English Twitter ‘conver-
sations.’ We manually annotate these, finding 448
positive examples, to which we add 1,792 neg-
atively labelled examples in which sarcasm was
found not to be present. The resulting corpus con-
tains 2,240 conversations in total. A second cor-
pus, which is automatically retrieved using hash-
tags, is created, producing 448 Twitter conversa-
tion where the second tweet contains #sarcasm,
and 1,792 without this feature. Following previous
work, we remove usernames and web addresses.
For the second corpus, we also remove the term
#sarcasm. We collect up to 3,200 historical
tweets written by each user ID in the datasets.

Annotation We annotated the conversations
manually with full access to the text of the con-
versations and user profile information and tweet
history of the users. Following prior work (Kreuz
and Caucci, 2007), and because people have been
found to conflate many forms of verbal irony un-
der the term sarcasm (Gibbs, 1986), positive labels
were not assigned according to any fixed criteria
or definition, but according to our intuitive un-
derstanding of whether or not examples contained
verbal irony1

1This was also necessary because prior sarcasm detec-
tion studies relied on self-annotation of sarcasm by Twit-
ter users applying their own judgements of sarcastic mean-

3 Human performance baseline study
This study was undertaken with the participation
of 60 native English speaking volunteers. We ran-
domly selected 300 Twitter conversations from the
corpus and assigned them each one of five condi-
tions: tweet only – the text of the reply tweet from
the conversation, tweet + author – including ac-
cess to the Twitter profile of the author, tweet +
audience – including the profile of the writer of
the original tweet in the conversation, tweet + en-
vironment – the texts of both tweets, and tweet +
author + audience + environment – access to all
the above information. Each participant rated 10
conversations.

Procedure We asked two participants to rate the
reply tweet of each conversation as either sarcas-
tic or non-sarcastic. Again, following Kreuz and
Caucci (2007), raters were not provided with a
definition of sarcasm, but were asked to judge the
tweets based on their intuitive understanding of
the term.

Inter-rater agreement We use inter-rater agree-
ment measures to assess both the difficulty of the
sarcasm recognition task under different condi-
tions and the reliability of the participants. We
report both raw percentage agreement and – as in
previous work on sarcasm annotation (Swanson et
al., 2014) – Krippendorffs α, which takes into ac-
count expected chance disagreement.

Contrary to expectations, annotators are not
more likely to agree if given access to more infor-
mation. Agreement is highest for the tweet only
condition (% = 70.49, α = 0.35). Krippendorffs
α scores for tweet + audience (0.08) and tweet
+ original + author + audience (0.18) are very
low, while tweet + audience produces a negative
score (-0.10) which indicates that agreement is be-
low chance levels.

Rater reliability Agreement scores are gener-
ally low. Only two pairs obtain ‘good’ agree-
ment scores.2 The majority (20 pairs) receive a
score between 0.0 and 0.67, while eight of the
pairs achieve negative scores, indicating less than
chance expected agreement. Two possible expla-
nations for low rater agreement are (1) that sar-
casm recognition is a difficult task for humans
(Kreuz and Caucci, 2007; González-Ibánez et al.,

ing e.g., Davidov et al. (2010) 2010, González-Ibánez et al.
(2011).

2Krippendorff (2012) considers 0.67 to be lowest accept-
able agreement score.
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2011), especially without access to the surround-
ing context (Filatova, 2012; Wallace et al., 2014),
and (2) that people undertaking such tasks re-
motely online are often guilty of ‘spamming,’ or
providing careless or random responses (Hovy et
al., 2013).

To mitigate the effects of unreliable raters and
get an upper bound for human performance, we
use two measures: (1) discard the results of the
worst performing rater in each pair (in terms of
F1) and use the vote of the higher scoring raters.
(2) identify the least trustworthy raters and down-
weight their votes using scores from an item-
response model, MACE (Hovy et al., 2013).

The first requires access to the original anno-
tated labels, the latter can be done with or without
access to the gold standard. We compare both F1
and Area Under the Curve (AUC) scores of both
raters in each pair, the better performing rater only,
and the MACE most competent rater in each pair
over all conditions.

For both measures, MACE competent rater
scores (F1: 0.547; AUC: 0.731) are marginally
higher than the mean of both raters (F1: 0.523;
AUC: 0.729), while the best rater scores (F1:
0.641; AUC: 0.817) are highest of all, as might
be expected.

3.1 Machine classification experiments

To compare human to machine performance, we
fit binary classification models on both balanced
and unbalanced splits of the two datasets.

Experimental setup We evaluate performance
using a standard logistic regression model with
`2 regularization, evaluated via five-fold cross-
validation.

Features For the five conditions, we use the fol-
lowing feature classes, as named and described by
Bamman and Smith (2015):
Tweet features: Unigrams, bigrams, Brown clus-
ter unigrams, Brown cluster bigrams, part-of-
speech features, pronunciation features, and inten-
sifier features.
Author features: Author historical salient terms,
profile information, profile unigrams.
Audience features: Audience historical salient
terms, profile unigrams, profile information, and
historical communication features.
Environment features: Pairwise Brown features
and unigram features of audience tweets.

Normalisation We convert all features to binary
or numeric values and normalize them to the range
between zero and one.

Procedure Following Bamman and Smith
(2015), we evaluate classification performance on
the above feature sets in the following combina-
tions: tweet features only, tweet + author features,
tweet + audience features, tweet + environment
features, and tweet + author + audience +
environment.

4 Results
Accuracy is commonly reported in classifica-
tion tasks, but unsuitable for unbalanced datasets
(López et al., 2013), so we report two other met-
rics frequently used with uneven class distribu-
tions: F1 score, and Area Under the ROC Curve
(AUC), which reflects the relationship between
the true positive rate (TPR) and false positive rate
(FPR). Unlike accuracy, these measures penalize
predicting only the majority class. AUC is consid-
ered to be more resistant to the skew of unbalanced
data than F1 (Fawcett, 2004).

Comparison with baselines Figure 1 compares
random performance, human raters,3 and the clas-
sifier’s AUC scores. The scores of both the human
raters and the machine classifier surpass random
performance in all conditions, with the classifier
attaining the lowest score of 0.615 on tweet + au-
thor features. Machine classification is not, how-
ever, able to match human performance. But there
are parallels between human and machine perfor-
mance: the classifier achieves its highest score us-
ing tweet + environment features (human: 0.802;
machine: 0.630). Interestingly, both humans and
the classifier appear to suffer from an ‘information
saturation’ effect, obtaining lowest scores when
trained on a combination of all the possible fea-
tures.

Machine classification performance across con-
ditions We have two data-related factors that
affect performance, namely (1) label prevalence
(i.e., balanced vs. unbalanced splits), and (2) the
labelling scheme (manual vs. automatically in-
duced from #sarcasm). Figure 2 shows the ef-
fects on F1 and AUC for each combination of
these two factors under all five conditions.

3Using the MACE most competent rater scores, which we
judge to be the fairest comparison.
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Figure 1: AUC scores of random performance, the
most competent human raters, and machine clas-
sification on an unbalanced split of the manually
annotated data.

Class label balance
AUC scores are largely unaffected by change in
label balance. We see broadly similar results on
both balanced and unbalanced data splits across
all the feature classes on both corpora. The small
changes in performance that do occur can be at-
tributed to the increase in size of the unbalanced
datasets, which have more negative training exam-
ples compared to the balanced sets.

However, for both corpora, and across all fea-
ture classes, F1 scores suffer large drops on the
unbalanced data compared to results on the bal-
anced datasets. These results indicate that F1,
known to be biased to the negative class and to
ignore the effect of true negatives (Powers, 2015),
may not be a suitable metric for this task, as it is
very sensitive to the changes in class balance of
the datasets. Nevertheless, even when measured
with AUC score, in the majority of feature config-
urations classifier performance drops on the unbal-
anced datasets. Results therefore suggest that class
balance (and dataset size) should be taken into ac-
count when designing sarcasm detection systems.
Labelling scheme
Overall, higher scores are achieved with the auto-
matically collected corpus. All feature combina-
tions obtain higher F1 and AUC scores on this data
using the balanced split, as do tweet + auth and
tweet + aud on the unbalanced data. This points
to greater homogeneity in the data in the automat-
ically collected corpus. This may be because it is
often certain types of users, such as those who do
not know their audience personally, who feel the
need to label their sarcastic statements with hash-

tags (Bamman and Smith, 2015). Manually anno-
tated data includes instances of sarcasm which the
author has not deemed necessary to explicitly label
as sarcastic. This may lead to greater variation in
the features of the positive examples in the manu-
ally annotated data, and hence lower classification
scores.

The only feature category in which F1 and
AUC scores for the manually annotated data are
higher than those for the automatically collected
data are on the unbalanced split for tweet features
(F1: +0.012, AUC: +0.08) and tweet + env (F1:
+0.037, AUC: +0.015), while tweet + auth + aud
+ env produces a higher F1 score (+0.275), but
a slightly lower AUC score (-0.023). These fig-
ures point to the fact that for the manually an-
notated data, performance is best when linguistic
features from both tweets in the conversations are
included. Indeed, on both balanced and unbal-
anced data splits of the manually annotated data,
better results are generally produced using these
textual features than using features related to the
writers of those texts. It would therefore seem
that the annotation process has introduced some
biases to the data. This process, in which sarcasm,
or the ambiguous possibility of sarcasm, is first
recognised in the dialogues and then confirmed
by scrutiny of users Twitter pages, heavily favours
textual features. Twitter conversations automati-
cally selected using hashtags on the other hand, are
likely to be highly ambiguous once those hashtags
are removed and, as discussed above, more likely
to be predictable from information in the conversa-
tional participants’ profile metadata than from lin-
guistic features.

5 Related Work
Research in both cognitive psychology (Utsumi,
2000; Gibbs and Colston, 2007) and NLP (Fi-
latova, 2012) has suggested that it may not be
possible to produce an overarching definition of
sarcasm. Kreuz (1996) noted that use of sar-
casm often depends on the ‘common ground’ peo-
ple share. Work on human sarcasm recognition
(Kreuz and Caucci, 2007) and automatic sarcasm
detection (Bamman and Smith, 2015) has relied on
people’s intuitive understanding of the term ‘sar-
casm’ for rating and data labelling purposes.

Following the insights of Kreuz and Caucci
(2007), Carvalho et al. (2009), González-Ibánez
et al. (2011) and Tsur et al. (2010), among others,
used textual cues for automatic sarcasm detection.
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Figure 2: Effects of labeling method (top vs. bottom row) and label prevalance (left vs. right column) on
F1 and AUC scores.

Addressing the wider context in which tweets are
written, Rajadesingan et al. (2015) mapped infor-
mation from the posting history of Twitter users
to research on why, when, and how sarcasm tends
to be used. They also tested their model on both
balanced and unbalanced datasets. Bamman and
Smith (2015) showed that a variety of contextual
features can improve classification performance
over use of textual features alone. However, like
González-Ibánez et al. (2011) and Maynard and
Greenwood (2014), they concluded that the use
of hashtags for data labelling introduced biases to
their dataset.

6 Conclusions
We evaluated the performance of human raters
and a machine learning algorithm on sarcasm
detection under different information conditions.
We find that humans generally benefit from con-
text more than machines, but that machine per-
formance is even more affected by the label-
ing scheme (automatically induced vs. hand-
annotated) and the prevalence of the target class.
Our results indicate that sarcasm detection is far
from solved, and that any results on the task need

to be viewed in the light of the two factors outlined
here.

In automatic sarcasm detection, use of unbal-
anced datasets led to large drops in F1 scores, due
to this metric not taking into account true nega-
tives. As the ratio of TNs is necessarily large for
effective sarcasm detection on data in which posi-
tive examples are rare, AUC seems a more appro-
priate performance metric.

Although more robust to class imbalance, AUC
scores also varied between the balanced and un-
balanced datasets. This indicates that label class
balance and dataset size should be taken into ac-
count when designing sarcasm detection systems.

Previous work suggests that the automatic se-
lection of positive examples using user-written
hashtags biases the data towards (1) particularly
ambiguous forms of sarcasm, and (2) ‘celebrity’
Twitter users who are anxious not to be misun-
derstood. Our labelling method avoids these pit-
falls, as well as eliminating noise in the form of
tweets that use sarcastic hashtags but are not in
fact ironic. However, in using the labels of an out-
side observer to the conversations, we may be in-
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troducing other forms of bias. It seems that a gold
standard sarcasm corpus would require labelling
by the annotators who are party to the ‘common
ground’ shared by the participants in the conversa-
tions. It would also need to include those instances
that they would not normally publicly mark as be-
ing sarcastic with hashtags.

Future work will focus on improving the qual-
ity and size of labelled corpora available for this
task. It will also explore the use of features from
the wider conversational context beyond the two-
sentence dialogues examined here, and investigate
the effects of data labelling method and class bal-
ance on media other than Twitter.
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Abstract

This paper proposes a new unsupervised
technique for clustering a collection of
documents written by distinct individu-
als into authorial components. We high-
light the importance of utilizing syntactic
structure to cluster documents by author,
and demonstrate experimental results that
show the method we outline performs on
par with state-of-the-art techniques. Addi-
tionally, we argue that this feature set out-
performs previous methods in cases where
authors consciously emulate each other’s
style or are otherwise rhetorically similar.

1 Introduction

Unsupervised authorial clustering is the process of
partitioning n documents written by k distinct au-
thors into k groups of documents segmented by
authorship. Nothing is assumed about each docu-
ment except that it was written by a single author.
Koppel et al. (2011) formulated this problem in a
paper focused on clustering five books from the
Hebrew Bible. They also consider a ‘multi-author
document’ version of the problem: decomposing
sentences from a single composite document gen-
erated by merging randomly sampled chunks of
text from k authors. Akiva and Koppel (2013) fol-
lowed that work with an expanded method, and
Aldebei et al. (2015) have since presented an im-
proved technique in the ‘multi-author document’
context by exploiting posterior probabilities of a
Naive-Bayesian Model. We consider only the case
of clustering n documents written by k authors
because we believe that, in most cases of autho-
rial decomposition, there is some minimum size of
text (a ‘document’), for which it can be reliably as-
serted that only a single author is present. Further-
more, this formulation precludes results dependent

on a random document generation procedure.
In this paper, we argue that the biblical cluster-

ing done by Koppel et al. (2011) and by Aldebei
et al. (2015) do not represent a grouping around
true authorship within the Bible, but rather around
common topics or shared style. We demonstrate
a general technique that can accurately discern
multiple authors contained within the Books of
Ezekiel and Jeremiah. Prior work assumes that
each prophetic book reflects a single source, and
does not consider the consensus among modern
biblical scholars that the books of Ezekiel and
Jeremiah were written by multiple individuals.

To cluster documents by true authorship, we
propose that considering part-of-speech (POS) n-
grams as features most distinctly identifies an indi-
vidual writer. The use of syntactic structure in au-
thorial research has been studied before. Baayen et
al. (1996) introduced syntactic information mea-
sures for authorship attribution and Stamatatos
(2009) argued that POS information could reflect
a more reliable authorial fingerprint than lexical
information. Both Zheng et al. (2006) and Lay-
ton et al. (2013) propose that syntactic feature
sets are reliable predictors for authorial attribu-
tion, and Tschuggnall and Specht (2014) demon-
strates, with modest success, authorial decompo-
sition using pq-grams extracted from sentences’
syntax trees. We found that by combining the fea-
ture set of POS n-grams with a clustering approach
similar to the one presented by Akiva (2013), our
method of decomposition attains higher accuracy
than Tschuggnall’s method, which also considers
grammatical style. Additionally, in cases where
authors are rhetorically similar, our framework
outperforms techniques outlined by Akiva (2013)
and Aldebei (2015), which both rely on word oc-
currences as features.

This paper is organized as follows: section 2
outlines our proposed framework, section 3 clari-
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fies our method in detail through an example, sec-
tion 4 contains results, section 5 tests an expla-
nation of our results, and section 6 concludes our
findings and discusses future work.

2 Our Framework

Given n documents written by k distinct authors,
where it is assumed that each document is written
entirely by one of the k authors, our method pro-
ceeds in the following way:

First, represent each document as a frequency
vector reflecting all n-grams occurring in the
‘POS-translated’ document.

Second, cluster documents into k groups using
an unsupervised clustering algorithm.

Third, determine ‘core elements’, documents
that most strongly represent authorship attributes
of their respective clusters.

Fourth, use ‘core elements’ to train a supervised
classifier in order to improve accuracies of docu-
ments that were not central to any cluster.

A key improvement our framework presents
over prior techniques is in step one, where we
represent documents in terms of POS n-grams.
Specifically, each document, xi, is transformed
into a ‘POS-translated’ version, x′

i, such that every
word or punctuation symbol from the original doc-
ument is replaced with its respective POS or punc-
tuation token in the translated version. Consider
the following sentences from a New York Times
(NYT) column written by Paul Krugman: “Last
week the Federal Reserve chose not to raise inter-
est rates. It was the right decision.” In the ‘POS-
translated’ version these sentences appear as “JJ
NN DT NNP NNP NN RB TO VB NN NNS PE-
RIOD PRP VBD DT JJ NN PERIOD”.1 We use
a POS tagger from the Natural Language Toolkit
to translate English documents (Bird et al., 2009)
and use hand annotations for the Hebrew Bible.
Our framework will work with any text for which
POS-annotations are obtainable. The requirement
that k is a fixed parameter is a limitation of the set
of unsupervised clustering algorithms available in
step two.

3 Clarifying Details with NYT Columns

We shall describe a clustering of New York Times
columns to clarify our framework. The NYT cor-

1A list of POS tags and explanations:
http://www.ling.upenn.edu/courses/
Fall 2003/ling001/penn treebank pos.html

Authors 1st 2nd 3rd
TF-PK 4 - 4 5 - 5 3 - 4
TF-GC 3 - 5 3 - 4 4 - 4
TF-MD 5 - 5 3 - 4 3 - 5
GC-PK 4 - 4 3 - 5 3 - 4
MD-PK 3 - 5 3 - 4 4 - 4
GC-MD 3 - 5 3 - 4 4 - 4

Table 1: The top three ranges for n-grams by F1 accuracy for
each two-way split of NYT columnists. Here, TF = Thomas
Friedman, GC = Gail Collins, MD = Maureen Dowd, PK =
Paul Krugman.

pus is used both because the author of each doc-
ument is known with certainty and because it is a
canonical dataset that has served as a benchmark
for both Akiva and Koppel (2013) and Aldebei et
al. (2015). The corpus is comprised of texts from
four columnists: Gail Collins (274 documents),
Maureen Dowd (298 documents), Thomas Fried-
man (279 documents), and Paul Krugman (331
documents). Each document is approximately the
same length and the columnists discuss a variety
of topics. Here we consider the binary (k = 2)
case of clustering the set of 629 Dowd and Krug-
man documents into two groups.

In step one, the documents are converted into
their ‘POS-translated’ form as previously outlined.
Each document is represented as a frequency vec-
tor that reflects all 3, 4, and 5-grams that appear
in the ‘POS-translated’ corpus. This range of n-
grams was determined through validation of dif-
ferent values for n across several datasets. Re-
sults of this validation for the two way split over
NYT columnists is displayed in Table 1. These re-
sults are consistent when validating against other
datasets. Using 3, 4, and 5-grams, the resulting
design matrix has dimension 629 by 302,395. We
re-weight every element in the design matrix ac-
cording to its term frequency–inverse document
frequency.

In step two, we apply spectral clustering to the
design matrix to partition the documents into two
clusters. This is implemented with the Shi and
Malik (2000) algorithm, which solves a convex
relaxation of the normalized cuts problem on the
affinity graph (Pedregosa et al., 2011). Edge-
weights of the affinity graph are computed using
a linear kernel. In the case of clustering several
(k > 2) authors, we apply the Yu and Shi (2003)
algorithm to perform multiclass spectral cluster-
ing.

In step three, we calculate the centroid of each
cluster produced by step two. For each document
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Columnist Cluster I Cluster II
Dowd 294 4

Krugman 3 328

Table 2: Results when clustering 629 documents written by
Maureen Dowd and Paul Krugman into two clusters.

x′
i, we determine θi, the angle between that docu-

ment and the centroid of its cluster, and call a doc-
ument a ‘core element’ if θi is within 2 standard
deviations of the average of θi in x′

i’s cluster.
In step four, ‘core elements’ are used to train a

500 tree random forest where at each split the stan-
dard heuristic of

√
p features are considered (here

p = 302, 395). Finally, we reclassify all 629 doc-
uments according to this random forest to produce
our final class labels, summarized in Table 2. The
final accuracy of the Dowd-Krugman clustering,
measured as an F1-score, is 98.8%.

4 Results

All accuracy scores given in the rest of this pa-
per are calculated using the F1-score. Because our
technique contains stochastic elements, results re-
flect an average of 20 runs.

4.1 NYT Columns

When clustering over all six binary-pairs of NYT
columnists, our framework achieves an average
accuracy of 94.5%, ranging from 90.0% to 98.8%.
Aldebei et al. (2015) addresses the slightly dif-
ferent problem of decomposing artificially merged
NYT documents, and acknowledging the distinc-
tion between the two problems, our results are
comparable to their accuracies which range from
93.3% to 96.1%.

4.2 Sanditon: An Uncompleted Novel

Another canonical authorship test is that of the
novel Sanditon, a text left incomplete at the death
of its author, Jane Austen, and finished some years
later by an anonymous person known as “Another
Lady.” She closely emulated Austen’s style and
added 19 chapters to Austen’s original 11. Re-
searchers have long examined this text and most
recently Moon et al. (2006) analyzed Sanditon us-
ing supervised techniques in the context of author-
ship attribution. Much progress has been made
in the field since then, but examining Sanditon
has fallen out of style. Our framework clus-
ters Austen’s chapters from Another Lady’s with
93.8% accuracy, only mislabeling two documents.

4.3 Obama-McCain & Ezekiel-Jeremiah

In order to confirm our framework is accurate over
a variety of documents, we considered campaign
speeches from the 2008 presidential election. Col-
lecting 27 speeches from President Obama and 20
from Senator McCain, we expected our technique
to excel in this context. We found instead that our
method performed exceptionally poorly, cluster-
ing these speeches with only 74.2% accuracy. In-
deed, we were further surprised to discover that by
adjusting our framework to be similar to that pre-
sented in Akiva and Koppel (2013) and Aldebei
et al. (2015) – by replacing POS n-grams with or-
dinary word occurrences in step one – our frame-
work performed very well, clustering at 95.3%.

Similarly, our framework performed poorly on
the Books of Ezekiel and Jeremiah from the He-
brew Bible. Using the English-translated King
James Version, and considering each chapter as
an individual document, our framework clusters
the 48 chapters of Ezekiel and the 52 chapters of
Jeremiah at 54.7%. Aldebei et al. (2015) reports
98.0% on this dataset, and when considering the
original English text instead of the POS-translated
text, our framework achieves 99.0%. The simulta-
neous success of word features and failure of POS
features on these two datasets seemed to com-
pletely contradict our previous results.

We propose two explanations. First, perhaps too
much syntactic structure is lost during translation.
This could certainly be a factor, but does not ex-
plain the Obama-McCain results. The second ex-
planation comes from the wide consensus among
biblical scholars that there was no single ‘Ezekiel’
or ‘Jeremiah’ entirely responsible for each book.
Instead, the books are composites from a num-
ber of authors, sometimes written over the span
of hundreds of years (McKane, 1986; Zimmerli,
1979; Mowinckel, 1914). Koppel et al. (2011) ac-
knowledges this shortcoming in their original pa-
per, and suggest that in this authorial interpretation
their clustering is one of style, not authorship. We
hypothesize that in both failed cases, accuracy is
low because our assumption that only two authors
were represented among the documents is incor-
rect. This theory holds for the Obama-McCain
dataset, because Obama had up to three primary
speechwriters during the ’08 election and McCain
likely had a similar number (Parker, 2008). Per-
haps emulating syntactic patterns is more difficult
than emulating word choice. If so, using word fea-
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Author Cluster I Cluster II
Ezekiel 1 37 2
Ezekiel 2 1 8

Table 3: Results when clustering the Hebrew text of the
Book of Ezekiel split over the two authors.

Author Cluster I Cluster II
Jeremiah 1 21 2
Jeremiah 2 0 14

Table 4: Results when clustering the Hebrew text of the
Book of Jeremiah split over the two primary authors.

tures, a model can discern Obama’s rhetoric from
that of McCain. However, since the syntax of
more than two individuals is present in the text,
POS features cannot accurately cluster the docu-
ments into two groups. Our goal is for POS fea-
tures to cluster more accurately than word features
when the true authorship of the documents is cor-
rectly considered.

5 Testing Our Theory

We first attempt to cluster the Ezekiel and
Jeremiah texts in the original Hebrew in order to
test if too much syntactic structure is lost dur-
ing translation. For the Hebrew text, we use
hand-tagged POS information because a reliable
automatic tagger was not available (van Peursen
et al., 2015; Roorda, 2015). Clustering Ezekiel
and Jeremiah using Hebrew POS features obtains
62.5% accuracy. This is an improvement over the
English text, but still performs far worse than lex-
ical feature sets.

We next attempt to cluster the Ezekiel and
Jeremiah texts according to the authorial strata
within each book that is widely agreed upon by
biblical scholars, in order to test if incorrect au-
thorial assumptions were causing the decrease in
accuracy. Unfortunately, there is no public break-
down of Obama and McCain speeches by speech-
writer, so testing our hypothesis is limited here to
the biblical dataset.

We therefore cluster the Book of Ezekiel assum-
ing there are two nested authors, which accord-
ing to modern scholarship are Ezekiel 1 (chap-
ters 1–39) and Ezekiel 2 (chapters 40–48) (Zim-
merli, 1979). Summarized in Table 3, accord-
ing to this division our framework clusters the
Ezekiel chapters with 93.6% accuracy, mislabel-
ing only three documents. We also consider the
Book of Jeremiah, which is composed of two pri-
mary authors with four secondary authors. In clus-

Author C I C II C III C IV
Ezekiel 1 32 2 5 0
Ezekiel 2 1 8 0 0

Jeremiah 1 0 0 21 2
Jeremiah 2 0 0 0 14

Table 5: Results when clustering Ezekiel 1 and 2 and
Jeremiah 1 and 2 simultaneously with k = 4.

tering a corpus containing Jeremiah 1 (23 non-
contiguous chapters) and Jeremiah 2 (14 non-
contiguous chapters) (McKane, 1986), our frame-
work divides the 37 chapters into two groups with
94.5% accuracy, mislabeling only two documents.
These results are summarized in Table 4. When
considering the 4-way split between Ezekiel 1,
Ezekiel 2, Jeremiah 1 and Jeremiah 2, our method
achieves 87.5% accuracy as summarized in Ta-
ble 5.

When comparing these results with those ob-
tained by looking at word frequencies in the orig-
inal Hebrew texts partitioned into the four cor-
rect authors, we find that our approach performs
significantly better. With word frequencies as
features, our framework clusters Ezekiel 1 from
Ezekiel 2 with only 76.3% accuracy, Jeremiah
1 from Jeremiah 2 with only 74.9% accuracy,
and crucially, clusters the four-way between both
Ezekiels and both Jeremiahs with only 47.9% ac-
curacy. While lexical features outperform syntac-
tic features when considering incorrect authorship,
syntactic features substantially outperform lexical
features when considering the true authorial divi-
sions of Ezekiel and Jeremiah.

6 Conclusion and Future Work

We have demonstrated a new framework for au-
thorial clustering that not only clusters canon-
ical datasets with state-of-the-art accuracy, but
also discerns nested authorship within the Hebrew
Bible more accurately than prior work. While we
believe it is possible for an author to emulate an-
other author’s word choice, it is much more dif-
ficult to emulate unconscious syntactic structure.
These syntactic patterns, rather than lexical fre-
quencies, may therefore be key to understanding
authorial fingerprints. Finding testing data for this
problem is difficult, since documents for which
authorship is misconstrued or obfuscated but for
which true authorship is known with certainty are
rare. However, when clustering texts for which au-
thorship is not known, one would wish to have a
framework which most accurately discerns author-
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ship, rather than rhetorical similarity. We believe
that our framework, and syntactic feature sets in
particular, clusters documents based on authorship
more accurately than prior work. While we have
shown that POS feature sets can succeed indepen-
dently, future work should examine augmenting
syntactic and lexical feature sets in order to utilize
the benefits of each.

Finally, authorial clustering performs poorly
when the number of true and expected authors
within a corpus do not match. An important next
step is to automatically identify the number of au-
thors contained within a set of documents. We
believe that a more reliable method of generating
‘core elements’ is essential, and should not be re-
liant on a predetermined number of authors.
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Abstract

In addition to the positive and negative
sentiments expressed by speakers, opin-
ions on the web also convey suggestions.
Such text comprise of advice, recommen-
dations and tips on a variety of points
of interest. We propose that suggestions
can be extracted from the available opin-
ionated text and put to several use cases.
The problem has been identified only re-
cently as a viable task, and there is a
lot of scope for research in the direction
of problem definition, datasets, and meth-
ods. From an abstract view, standard al-
gorithms for tasks like sentence classifi-
cation and keyphrase extraction appear to
be usable for suggestion mining. How-
ever, initial experiments reveal that there
is a need for new methods, or variations in
the existing ones for addressing the prob-
lem specific challenges. We present a re-
search proposal which divides the prob-
lem into three main research questions; we
walk through them, presenting our analy-
sis, results, and future directions.

1 Introduction

Online text is becoming an increasingly popular
source to acquire public opinions towards entities
like persons, products, services, brands, events,
social debates etc. State of the art opinion mining
systems primarily utilise this plethora of opinions
to provide summary of positive and negative sen-
timents towards entities or topics. We stress that
opinions also encompass suggestions, tips, and ad-
vice, which are often explicitly sought by stake-
holders. We collaboratively refer to this kind of
information as suggestions. Suggestions about a
variety of topics of interest may be found on opin-

ion platforms like reviews, blogs, social media,
and discussion forums. These suggestions, once
detected and extracted, could be exploited in nu-
merous ways. In the case of commercial entities,
suggestions present among the reviews can con-
vey ideas for improvements to the brand owners,
or tips and advice to customers.

Suggestion extraction can also be employed
for the summarisation of dedicated suggestion fo-
rums1. People often provide the context in such
posts, which gets repetitive over a large number of
posts. Suggestion mining methods can identify the
exact textual unit in the post where a suggestion is
conveyed.

Table 1 provides examples of suggestions found
in opinion mining datasets. In our previous work
(Negi and Buitelaar, 2015b), we showed that sug-
gestions do not always possess a particular senti-
ment polarity. Thus the detection of suggestions
in the text goes beyond the scope of sentiment po-
larity detection, while complements its use cases
at the same time.

In the recent past, suggestions have gained the
attention of the research community. However,
most of the related work so far performs a binary
classification of sentences into suggestions or non-
suggestions, where suggestions are defined as the
sentences which propose improvements in a re-
viewed entity (Brun and Hagege, 2013; Ramanand
et al., 2010; Dong et al., 2013). These studies an-
notated datasets accordingly and developed sys-
tems for the detection of only these type of sug-
gestions; and performed an in-domain evaluation
of the classifier models on these datasets.

We emphasise that in addition to the classi-
fication tasks performed earlier, there are a lot
more aspects associated with the problem, includ-
ing a well-formed and consistent problem defini-

1https://feedly.uservoice.com/forums/192636-
suggestions/category/64071-mobile
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tion. We divide the study of suggestion mining
into three guiding aspects or research questions:
1) Definition of suggestions in the context of sug-
gestion mining, 2) Their automatic detection from
opinionated text, and 3) Their representation and
summarisation.

A comprehensive research on suggestion min-
ing demands the problem specific adaptation and
integration of common NLP tasks, like text classi-
fication, keyphrase extraction, sequence labelling,
text similarity etc. Last but not least, recent
progress in the adaptation of deep learning based
methods for NLP tasks opens up various possibil-
ities to employ them for suggestion mining.

2 Research Problem

A broad statement of our research problem would
be, mining expressions of suggestions from opin-
ionated text. There are several aspects of the prob-
lem which can lead to a number of research ques-
tions. We identify three broad research questions
which are the guiding map for our PhD research.

• Research Question 1 (RQ1): How do we define
suggestions in suggestion mining?

• Research Question 2 (RQ2): How do we detect
suggestions in a given text ?

• Research Question 3 (RQ3): How can sugges-
tions be represented and summarised ?

The following sections will give a more detailed
description of these aspects, including the prelim-
inary results, challenges, and future directions.

3 Research Methodology

In this section we address each of the research
questions, our findings so far, and the future di-
rections.

3.1 RQ1: Suggestion Definition
The first sense of suggestion as listed in the ox-
ford dictionary is, an idea or plan put forward
for consideration, and the listed synonyms are
proposal, proposition, recommendation, advice,
counsel, hint, tip, clue etc. This definition, how-
ever needs to be defined on a more fine grained
level, in order to perform manual and automatic
labelling of a text as an expression of suggestion.

There have been variations in the definition
of suggestions targeted by the related works,
which renders the system performances from

some of the works incomparable to the others.
We identify three parameters which can lead us
to a well-formed task definition of suggestions
for suggestion mining task: What is the unit of
a suggestion, who is the intended receiver, and
whether the suggestion is expressed explicitly or
not.

Unit: Currently, we consider sentence as a
unit of suggestion, which is in-line with related
works. However, it was observed that some
sentences tend to be very long, where suggestion
markers are present in only one of the constituent
clauses. For example: When we booked the room
the description on the website said it came with
a separate seating area, despite raising the issue
with reception we were basically told this was not
so , I guess someone needs to amend the web-
site. In this sentence, although the full sentence
provides context, the suggestion is identifiable
from the last clause. It is common to witness
such non-uniform choice of punctuation in online
content. Considering this, we intend to build
classification models which can identify the exact
clause/phrase where a suggestion is expressed,
despite of individual instances being sentences.

Receiver: Different applications of suggestion
mining may target different kinds of suggestions,
which can differ on the basis of intended receiver.
For example, in domains like online reviews, there
are two types of intended receivers, brand owners,
and fellow customers. Therefore, suggestions
need to be defined on the basis of the intended
receivers.

How is a suggestion expressed: The first
round of suggestion labelling performed by us
resulted in a very low inter-annotator agreement,
i.e. a kappa score of 0.4 - 0.5. It was observed that
given a layman definition of suggestions, humans
do not distinguish between explicit and implicit
forms of suggestions, since they can inherently
infer suggestions from their implicit forms.
Figure 1 illustrates the two forms. Specifically,
in the case of domains like reviews, annotators
mostly disagreed on whether the implicit ones
are suggestions or not. We define an explicit
suggestion as the text which directly proposes,
recommends, or advices an action or an entity;
whereas the implicit ones provide the information
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Figure 1: Implicit and explicit forms of sugges-
tions

from which the suggested action or entity can be
inferred. In remainder of the paper, we refer to
explicit suggestions as suggestions.

We observe that certain linguistic properties
consistently mark suggestions across different
datasets (Table 1). One such phenomenon is im-
perative and subjunctive mood (Negi and Buite-
laar, 2015a; Negi and Buitelaar, 2015b). The
presence of these properties makes it more likely,
but does not guarantee a text to be a suggestion.
Another linguistic property is speech act (Searle,
1969). Speech act is a well studied area of com-
putational linguistics, and several typologies for
speech acts exist in literature, some of which con-
sider suggestions as a speech act (Zhang et al.,
2011).

3.2 RQ2: Suggestion Detection

The problem of suggestion detection in a big
dataset of opinions can be defined as a sentence
classification problem: Given a set S of sentences
{s1,s2,s3,...,sn}, predict a label li for each sen-
tence in S, where li ∈ {suggestion, non sugges-
tion}.

The task of suggestion detection rests on the hy-
pothesis that a large amount of opinionated text
about a given entity or topic is likely to contain
suggestions which could be useful to the stake-
holders for that entity or topic. This hypothesis
has been proven to be true when sentences from
reviews and tweets about commercial entities were
manually labeled (Table 1). Also, the survey pre-
sented by Asher et al. (2009) shows that although
in a low proportion, opinionated texts do contain
expressions of advice and recommendations.

The required datasets for suggestion based
sentence classification task are a set of sen-
tences which are labelled as suggestion and
non-suggestion, where the labeled suggestions
should be explicitly expressed.

Existing Datasets: Some datasets on sug-
gestions for product improvement are unavailable
due to their industrial ownership. To the best
of our knowledge, only the below mentioned
datasets are publicly available from the previous
studies:
1) Tweet dataset about Microsoft phones: com-
prises of labeled tweets which give suggestions
about product improvement (Dong et al., 2013).
Due to the short nature of tweets, suggestions are
labeled at the tweet level, rather than the sentence
level.
2) Travel advice dataset: comprises of sentences
from discussion threads labeled as advice (Wicak-
sono and Myaeng, 2013). We observe that the
statements of facts (implicit suggestions/advice)
are also tagged as advice in this dataset, for
example, The temperature may reach upto 40
degrees in summer. Therefore, we re-labeled
the dataset with the annotation guidelines for
explicit suggestions, which reduced the number
of positive instances from 2192 to 1314.
Table 2 lists the statistics of these datasets.

Introduced Datasets: In our previous work
(Negi and Buitelaar, 2015b), we prepared two
datasets from hotel and electronics reviews
(Table 2) where suggestions targeted to the
fellow customers are labeled. Similar to the
existing Microsoft tweets dataset, the number of
suggestions are very low in these datasets. As
stated previously, we also formulate annotation
guidelines for the explicit expression of sugges-
tions, which led to a kappa score of upto 0.86 as
the inter-annotator agreement. In another work
(Negi et al., 2016), we further identify possible
domains and collection methods, which are likely
to provide suggestion rich datasets for training
statistical classifiers.
1) Customer posts from a publicly accessible
suggestion forums for the products Feedly mobile
app2, and Windows App studio3. We crawled

2https://feedly.uservoice.com/forums/192636-
suggestions

3https://wpdev.uservoice.com/forums/110705-universal-
windows-platform
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Source, En-
tity/Topic

Sentence Intended Re-
ceiver

Sentiment Linguistic Properties

Reviews, Electron-
ics

I would recommend doing the upgrade to be sure you
have the best chance at trouble free operation.

Customer Neutral Subjunctive, Imperative,
lexical clue: recommend

Reviews, Electron-
ics

My one recommendation to creative is to get some mar-
keting people to work on the names of these things

Brand owner Negative Imperative, lexical clue:
recommendation

Reviews, Hotels Be sure to specify a room at the back of the hotel. Customer Neutral Imperative
Tweets, Windows
Phone

Dear Microsoft, release a new zune with your wp7 launch
on the 11th. It would be smart

Brand owner Neutral Imperative, subjunctive

Discussion thread,
Travel

If you do book your own airfare, be sure you don’t have
problems if Insight has to cancel the tour or reschedule it

Thread partici-
pants

Neutral Conditional, imperative

Table 1: Examples of similar linguistic properties in suggestions from different domains, about different
entities and topics, and intended for different receivers

the suggestion for improvement posts for these
products, and labeled only a subset of them due
to the annotation costs. Although all the posts
are about suggestions, they also comprise of
explanatory and informative sentences around
the suggestion sentences. With the availability
of more annotation resources, this dataset can be
easily extended.
2) We also prepared a new tweet dataset, where
the tweets are first collected using the hashtags
suggestion, advice, recommendation, warning,
which appeared as top unigram features in our
SVM based classification experiments. This
sampling method increased the likelihood of the
presence of suggestion tweets as compared to the
Microsoft tweets dataset.
Table 2 details all the currently available datasets
including the old and the new ones.

Sentence Classification: Conventional text
classification approaches, including, rule based
classifiers, and SVM based classifiers have been
previously used for this task. We employ these
two approaches on all the available datasets as
baselines. In addition to the in-domain training
and evaluation of statistical classifiers, we also
perform a cross-domain training and evaluation.
The reason for performing a cross domain training
experiment is that the suggestions possess similar
linguistic properties irrespective of the domain
(Table 1). Since, it is expensive to prepare dedi-
cated training dataset for each domain or use case,
we aim for domain independent classification
models.

We performed a first of its kind study of the
employability of neural network architectures like
Long Short Term Memory (LSTM), and Convo-
lutional Neural Nets (CNN) for suggestion detec-
tion. The F-scores for positive class are shown
in Table 2. A neural network based approach
seems to be promising compared to the baseline

approaches, specifically in the case of domain in-
dependent training. Our intuition is that the ability
of word embeddings to capture semantic and syn-
tactic knowledge, as well as the ability of LSTM
to capture word dependencies are the contributing
factors to this.

There is a lot of scope for improvement in the
current results. One challenge is that the sen-
tences are often longer, whereas the suggestion
is present only as a phrase or clause. Therefore,
a future direction is to explore sequential classi-
fication approaches in this regard, where we can
tag sentences at the word level, and train the clas-
sifiers to predict binary labels corresponding to
whether a word is a part of suggestion or not.
For example, My 1 recommendation 1 is 1 to 1
wait 1 on 1 buying 1 one 1 from 1 this 1 com-
pany 1 as 0 they 0 will 0 surely 0 get 0 sent 0 a 0
message 0 of 0 many 0 returned 0 dvd 0 play-
ers 0 after 0 christmas 0. LSTM NNs have also
been proven to be a good choice for sequence la-
belling tasks (Huang et al., 2015).

3.3 Suggestion Representation and
Summarisation

In order to apply suggestion mining to real life
applications, a more structured representation of
suggestions might be required. After the extrac-
tion of suggestion sentences from large datasets,
there should be a way to cluster suggestions, link
them to relevant topics and entities, and sum-
marise them. One way of achieving this is to fur-
ther extract information from these sentences, as
shown in Table 3.

We start with the task of extracting the cen-
tral phrase from a suggestion, which either cor-
responds to a recommended entity or a suggested
action. As a first step in this direction, we experi-
mented with keyphrase extraction. Keyphrase ex-
traction has been mainly used for the detection of
topical information, and is therefore noun-based
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Dataset Intended
receiver

No. of sugges-
tions

F1 score

Rules SVM LSTM CNN
In-domain Evaluation

Hotel Reviews Customers 448 / 7534 0.285 0.543 0.639 0.578
Electronics reviews Customers 324 / 3782 0.340 0.640 0.672 0.612
Travel advice Thread partici-

pants
1314 / 5183 0.342 0.566 0.617 0.586

Tweets (Microsoft) Brand owner 238 / 3000 0.325 0.616 0.550 0.441
New Tweets Public 1126 / 4099 0.266 0.632 0.645 0.661
Suggestion Forum Brand owners 1428 / 5724 0.605 0.712 0.727 0.713

Cross-domain Evaluation
Training Dataset Test Dataset No. of sugges-

tions (training)
F1 score

Rules SVM LSTM CNN
Sugg-Forum Hotel 1428 / 5724 0.285 0.211 0.452 0.363
Sugg-Forum Electronics 1428 / 5724 0.340 0.180 0.516 0.393
Sugg-Forum Travel advice 1428 / 5724 0.342 0.273 0.323 0.453
Sugg-Forum + Travel advice Hotel 2742 / 10907 0.285 0.306 0.345 0.393
Sugg-Forum + Travel advice Electronics 2742 / 10907 0.340 0.259 0.503 0.456
New Tweets Microsoft

Tweets
1126 / 4099 0.325 0.117 0.161 0.122

Table 2: Results of suggestion detection across datasets, using different methods

Full suggestion text Entity Beneficiary Keyphrase
If you do end up here, be sure to specify
a room at the back of the hotel

Room Customer Specify a room at the
back of the hotel

If you are here, I recommend a Trabi
safari

Trabi Safari Customer Trabi Safari

Chair upholstry seriously needs to be
cleaned

Chair/Chair
upholstry

Brand
owner

chair upholstry need to
be cleaned

Table 3: Aimed information extraction from suggestions

(Hasan and Ng, 2014). As Table 3 shows, we also
need to detect verb based keyphrases in the case
of advice or action based suggestions, however a
noun based keyphrase would work in the case of
suggestions which recommend an entity.

In the Table 4, we show the examples of
keyphrases extracted using TextRank (Mihalcea
and Tarau, 2004) algorithm on 3 different re-
view datasets, i.e. ebook reader, camera, and ho-
tel. TextRank and almost all of the keyphrase
extraction algorithms rely on the occurrence
and co-occurrence of candidate keyphrases (noun
phrases) in a given corpus. We ran TextRank
on the reviews and obtained a set of keyphrase.
Table 4 shows whether the central phrases con-
tained in a suggestion from the dataset were de-
tected as a keyphrase by the algorithm or not.
In the case of suggestion for improvement i.e.
sentence 1, TextRank is able to capture relevant
noun keyphrases. This can be attributed to a large
number of sentences in the corpus which mention
price, which is an important aspect of the reviewed
entity. However, in the case of suggestions which
are addressed to the other customers, reviewers of-
ten speak about aspects which do not appear fre-
quently in reviews. This can be observed in sen-
tence 2 and 3, where the keyphrase were not de-

tected.
We plan to include keyphrase annotations to

the sequence labels mentioned in section 3.2, in
order to identify the suggestions as well as the
keyphrases within those suggestions at the same
time.

After the representation of suggestions in the
proposed format, we plan to use the methods for
text similarity and relatedness in order to cluster
similar suggestions.

Suggestions Extracted
keyphrase

Desired
keyphrase

Look around and compare
price...the price of the Nook
varies widely between stores.

Price compare price

I suggest that you purchase ad-
ditional memory

none purchase addi-
tional memory

Would recommend the Kohi
Noor indian around the corner,
book in advance as it is small
and well used by locals.

none Kohi Noor In-
dian, book in
advance

Table 4: Sample results from keyphrase extraction
using the textRank algorithm

4 Related Work

To the best of our knowledge, all of the related
work so far focussed on research question 2, i.e.
detection of suggestions in a given text. In recent
years, only a limited number of experiments have
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been performed in this regard, all of which frame
the task as a sentence classification task.

Suggestion Detection: Ramanand et al. (2010)
and Brun et al. (2013) employed manually crafted
linguistic rules to identify suggestions for product
improvement. Dong et al. (2013) performed clas-
sification of given tweets about Microsoft Win-
dows’ phone as suggestions for improvement or
not. Wicaksono et al. (Wicaksono and Myaeng,
2013) detected advice containing sentences from
travel related discussion threads. They employed
sequential classifiers, based on Hidden Markov
Model, and Conditional Random Fields. Most of
the datasets are not available, and annotations for
the available datasets are ambiguous with no de-
tailed definition of what is considered as a sugges-
tion or advice.
Text Classification using deep learning: Recent
advances in the application of Neural Networks
(NNs) to NLP tasks demonstrate their effective-
ness in some of the text classification problems,
like sentiment classification, pos tagging, and se-
mantic categorisation. Long Short Term Mem-
ory NNs (Graves, 2012), and Convolutional NNs
(Kim, 2014) are the two most popular neural net-
work architectures in this regard. An end to end
combination of CNN and LSTM (Zhou et al.,
2015) has also shown improved results for senti-
ment analysis.

5 Conclusion

In this work we presented a research plan on sug-
gestion mining. The problem in itself introduces
a novel information mining task. Several useful
datasets have already been released, with more to
come. The related work in this direction is very
limited, and has so far focussed on only one aspect
of the problem. Our proposal proposes research
contributions in three research aspects/questions,
and presents initial results and analysis.

Since suggestions tend to exhibit similar lin-
guistic structure, irrespective of topics and in-
tended receiver of the suggestions, there is a scope
of learning domain independent models for sug-
gestion detection. Therefore, we test the discussed
approaches both in a domain-independent setting
as well, in order to test the domain-independence
of models learnt in these approaches. Neural net-
works in general outperformed the results on ex-
isting test datasets, in both domain dependent and
independent training. In light of these findings,

building neural network based classification archi-
tectures for intra-domain feature learning can be
an interesting future direction for us.

The results also point towards the challenges
and complexity of the task of suggestion mining.
Building word level suggestion tagged datasets
seems to be a promising direction in this regard,
which can simultaneously address the tasks of sug-
gestion detection and as keyphrase extraction for
suggestion mining.

Our research findings and datasets can also
be employed to similar problems, like classifica-
tion of speech acts, summarisation, verb based
keyphrase extraction, and cross domain classifica-
tion model learning.
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Abstract

In this paper, we propose a cross-lingual
convolutional neural network (CNN)
model that is based on word and phrase
embeddings learned from unlabeled data
in two languages and dependency gram-
mar. Compared to traditional machine
translation (MT) based methods for cross
lingual sentence modeling, our model is
much simpler and does not need parallel
corpora or language specific features.
We only use a bilingual dictionary and
dependency parser. This makes our model
particularly appealing for resource poor
languages. We evaluate our model using
English and Chinese data on several
sentence classification tasks. We show
that our model achieves a comparable
and even better performance than the
traditional MT-based method.

1 Introduction

With the rapid growth of global Internet, huge
amounts of information are created in different lan-
guages. It is important to develop cross-lingual
NLP systems in order to leverage information from
other languages, especially languages with rich
annotations. Traditionally, cross-lingual systems
rely highly on machine translation (MT) systems
(Wan et al., 2011; Wan, 2011; Rigutini et al.,
2005; Ling et al., 2008; Amini et al., 2009; Guo
and Xiao, 2012; Chen and Ji, 2009; Duh et al.,
2011). They translate data in one language into
the other, and then apply monolingual models.
One problem of such cross-lingual systems is that
there is hardly any decent MT system for resource-
poor languages. Another problem is the lack of
high quality parallel corpora for resource-poor lan-
guages, which is required by MT systems.

Other work tried to address these problems by
developping language independent representation
learning and structural correspondence learning
(SCL) (Prettenhofer and Stein, 2010; Xiao and
Guo, 2013). They showed some promising re-
sults on document level classification tasks. How-
ever, their methods require carefully designed lan-
guage specific features and find the “pivot fea-
tures” across languages, which can be very expen-
sive and inefficient.
To solve these problems, we develop an effi-

cient and feasible cross-lingual sentence model
that is based on convolutional neural network
(CNN). Sentence modeling using CNN has shown
its great potential in recent years (Kalchbrenner et
al., 2014; Kim, 2014; Ma et al., 2015). One of the
advantages is that CNN requires much less exper-
tise knowledge than traditional feature based mod-
els. The only input of the model, word embed-
dings, can be learned automatically from large un-
labeled text data.
There are roughly twomain differences between

different languages, lexicon and grammar. Lex-
icon can be seen as a set of symbols with each
symbol representing certain meanings. A bilin-
gual dictionary easily enables us to map from one
symbol set to another. As for grammar, it decides
the organization of lexical symbols, i.e., word or-
der. Different languages organize their words in
different manners (see Figure 1a for an example).
To reduce grammar difference, we propose to use
dependency grammar as an intermediate grammar.
As shown in Figure 1b, dependency grammar can
yield a similar dependency tree between two sen-
tences in different languages.
To bridge two different languages from aspects

of both lexicon and grammar, our CNN-based
cross-lingual model consists of two components,
bilingual word embedding learning and CNN in-
corporating dependency information. We propose
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a method to learn bilingual word embeddings as
the input of CNN, using only a bilingual dic-
tionary and unlabeled corpus. We then adopt a
dependency-based CNN (DCNN) (Ma et al., 2015)
to incorporate dependency tree information. We
also design lexical features and phrase-based bilin-
gual embeddings to improve our cross-lingual sen-
tence model.
We evaluate our model on English and Chinese

data. We train a cross-lingual model on English
data and then test it on Chinese data. Our experi-
ments show that compared to the MT based cross-
lingual model, our model achieves a comparable
and even better performance on several sentence
classification tasks including question classifica-
tion, opinion analysis and sentence level event de-
tection.

2 Methods

Our method is based on the CNN sentence clas-
sification model. It consists of two key compo-
nents. First, we propose a method to learn bilin-
gual word embeddings with only a bilingual dic-
tionary and unlabeled corpus. This includes both
word and phrase based embeddings. Second, for
the CNN model, we use dependency grammar as
the intermediate grammar, i.e., dependency-based
CNN (DCNN) (Ma et al., 2015) wherewe also pro-
pose some useful modifications to make the model
more suitable for the cross-lingual tasks.

2.1 Bilingual word and phrase embeddings

In order to train the bilingual word embeddings,
we first construct an artificial bilingual corpus con-
taining mix-language texts. We assume that the
embeddings for a word and its translation in an-
other language should be similar. We thus aim to
create a synthetic similar context for a bilingual
word pair. For example, assume we have an En-
glish unlabeled corpus and we want to learn word
embeddings of Chinese word “夏威夷” and its
English counter-part “Hawaii”, we can substitute
half of “Hawaii” in the English corpus into “夏威
夷”. Based on the modified corpus, we can ob-
tain similar embeddings for the bilingual word pair
“Hawaii” and “夏威夷”. Similarly, we can also
substitute Chinese words in the Chinese unlabeled
data with their English counter-parts.
We use a bilingual dictionary to find bilingual

word pairs. Each word w in the corpus has 1/2
chance to be replaced by its counter-part word in

the other language. If there are multiple trans-
lations for w in the bilingual dictionary, we ran-
domly choose its replacement with probability
1/k, where k is the number of translations for w
in the bilingual dictionary.
In the bilingual dictionary, many translations

are phrase based, for example, “how many” and
“多少”. Intuitively phrases should be treated as
a whole and translated to words or phrases in the
other languages. Otherwise, “how many” will be
translated word by word as “如何很多”, which
makes no sense in Chinese. Therefore, we pro-
pose a simple method to learn phrase based bilin-
gual word embeddings. When creating the artifi-
cial mixed language corpus, if we need to substi-
tute a word with its translated phrase, we connect
all the words in the phrase with underscores so that
they can be treated as one unit during word em-
bedding learning. We also preprocess the data by
identifying all the phrases and concatenating all the
words in the phrases that appear in the bilingual
dictionary. We thus can learn phrase based bilin-
gual embeddings.
The original English and Chinese corpora are

still useful for encoding pure monolingual infor-
mation. Therefore, we mix them together with the
artificial mixed language corpus to form the final
corpus for word embedding learning. In the data,
phrases are also identified and connected using the
same strategy. We use the CBOWmodel (Mikolov
et al., 2013) for the bilingual word embedding
learning. CBOW follows the assumption that sim-
ilar words are more likely to appear in similar
context. It casts word embedding learning into a
word prediction problem given the context of the
word. Because the CBOW model ignores word
order within the window of contextual words, it
may fail to capture the grammar or word order
difference between two languages. We set a rel-
atively larger CBOW window size (20) so that
the window can cover an average sentence length.
This is expected to ignore the grammar difference
within a sentence and allow the CBOW model to
learn bilingual word embeddings based on sen-
tence level word co-occurrence.

2.2 Dependency grammar based CNN
Using the learned bilingual word embeddings as
input, we adopt CNN for sentence modeling.
When doing convolution and max pooling, each
window is treated as a unit, therefore, only local
words’ relations are captured. Due to different
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(a) word alignment

(b) dependency tree

Figure 1: An example to show dependency gram-
mar can yield unified grammar between languages
(Chinese and English).

grammars, local words’ relation may vary across
different languages. For example in Figure 1a, the
basic CNN model will create six windows with
size of 3 for each sentence: {Padding, Padding,
What}, {Padding, What, is}, {What, is, Hawaii},
{is, Hawaii, ’s}, {Hawaii, ’s, state}, {’s, state,
flower} for English, and {Padding, Padding,夏威
夷}, {Padding, 夏威夷, 的}, {夏威夷, 的, 州},
{的,州,花}, {州,花,是}, {花,是,什么} for Chi-
nese. We can see that four windows in each sen-
tence (out of six windows in that sentence) have
different word ordering from the corresponding
window in the other language.
To make relations captured in a window more

meaningful for CNN, we adopt dependency based
grammar as an intermediate grammar. As shown
in Figure 1b, a dependency based CNN cre-
ates windows {What, ROOT, ROOT}, {is, What,
ROOT}, {Hawaii, flower, What}, {’s, Hawaii,
flower}, {state, flower, What}, {flower, What,
ROOT} for English, and {夏威夷,花,什么}, {的,
夏威夷,花}, {州,花,什么}, {花,什么, ROOT},
{是, 什么, ROOT}, {什么, ROOT, ROOT} for
Chinese. These dependency based windows cap-
ture similar word order and co-occurrence across
languages. The order of the windows is not im-
portant as the max pooling layer ignores the global
window order.
We therefore propose to incorporate depen-

dency information into CNN. We evaluate the fol-
lowing three different setups.
(a) Dependency based CNN (DCNN): We

adopt the dependency based CNN proposed byMa
et al. (2015), where instead of the natural word or-
ders within a window, dependency based orders
are used. For example, let x be the word em-
bedding of current word w, then a dependency
based window with size of 3 is x⊕Parent1(x)⊕
Parent2(x), where Parent1(x) and Parent2(x)
are the embeddings of the parent and the grandpar-
ent of x respectively;⊕ is concatenation operation.
The dependency based windows will be passed
through the convolution layer and max pooling
layer and finally a softmax layer for classification.
We use a window size of 3 (a short dependency
path) here in order to make the model more robust
across different languages.
(b) DCNN incorporating lexical features: Al-

though dependency grammar is a good intermedi-
ate grammar, dependencies across languages are
still not exactly the same. Second, dependency
parsing is not perfect, especially for resource-poor
languages. Therefore, it is possible that someword
co-occurrence patterns cannot be captured. We
thus add lexical features by adding an additional
channel with window size equal to one, that is,
each window has only one word. This lexicon in-
put (a single word embedding) also passes through
an independent convolution and pooling layer and
the resulting feature is concatenated with the other
abstract features.
(c) DCNNwith phrase based grammar: In or-

der to utilize phrase based bilingual embeddings,
we make a modification in the dependency based
CNN. If the input sentence contains a phrase in the
bilingual dictionary, we combine the word nodes
from the same phrase into a phrase node in the de-
pendency tree. The combined phrase node will in-
herit all the parents and children from its contained
word nodes. Then the phrase node will be treated
as a single unit in the model.

3 Tasks and datasets

To evaluate our model, we select four sentence
classification tasks including question classifica-
tion, sentiment classification on movie review,
sentiment classification on product review and
sentence level event detection. For each task, we
either use existing data or collect our own. It is dif-
ficult to find cross-lingual data with identical an-
notation schema for all the tasks. We thus collect
English and Chinese corpora from tasks with sim-
ilar annotation schema and take the overlapping

128



part. For all the tasks, we train our model on En-
glish data, and test on Chinese data. To tune our
model, we split Chinese dataset into validation and
test sets.
Question classification (QC) aims to determine

the category of a given question sentence. For En-
glish, we use the TREC1 dataset. For Chinese,
we use a QA corpus from HIT-IRLab2. We kept
the six overlapped question types for both English
and Chinese corpora. The final corpus includes
4,313 English questions and 4,031 Chinese ques-
tions (859 for testing, 859 for validation and 2,313
for training3).
Sentiment classification on movie review

(SC-M) aims to classify a piece of given movie re-
view into positive or negative. For English, we use
IMDBpolaritymovie reviews from (Pang and Lee,
2004) (5,331 positive and 5,331 negative). For
Chinese, we use the short Chinese movie reviews
from Douban4. Like IMDB, users from Douban
leave their comments along with a score for the
movie. We collected 250 one star reviews (lowest
score), and 250 five star reviews (highest score).
We randomly split the 500 reviews into 200 for val-
idation and 300 for testing.
Sentiment classification on product review

(SC-P) aims to classify a piece of given prod-
uct review into positive or negative. We use cor-
pora from (Wan, 2011). Their Chinese dataset
contains mostly short reviews. However, their
English Amazon product reviews are generally
longer, containing several sentences. Although
our model is designed to take a single sentence as
input, CNN can actually handle any input length.
We remove reviews that are longer than 100 words
and treat the remaining review as a single sentence.
For dependency parsing, we combine the root of
each sentence and make it a global dependency
tree. In the end, we got 3,134 English product re-
views (1,707 positive, 1,427 negative); 1000 (549
positive, 451 negative) and 314 (163 positive, 151
negative) Chinese ones for validation and testing
respectively.
Sentence level event detection (ED) aims to

determine if a sentence contains an event. ACE
2005 corpus5 is ideal for cross-lingual tasks, be-

1http://cogcomp.cs.illinois.edu/Data/QA/QC/
2http://ir.hit.edu.cn
3For QC and ED, we kept some samples as training set

for an in-domain supervised model (refer to Section 4.2).
4http://www.douban.com
5http://projects.ldc.upenn.edu/ace/

cause it contains annotated data for different lan-
guages with the same definition of events. Sen-
tence is the smallest unit that contains a set of com-
plete event information, i.e., triggers and corre-
sponding arguments. To build the sentence level
corpus, we first split document into sentences. For
each sentence, if an event occurs (event triggers
and arguments exist), we label the sentence as pos-
itive. Otherwise, we label it as negative. In the end
we have 11,090 English sentences (3,688 positive,
7,402 negative). From the Chinese data we ran-
domly selected 500 Chinese sentences (157 pos-
itive, 343 negative) for test, and 500 (138 posi-
tive, 362 negative) for validation. The remaining
5,039 ones (1767 positive, 3772 negative) are kept
as training set. Because this is a detection task, we
report F-score for it.

4 Experiment

We compare our bilingual word embedding based
strategy to MT-based approach on the above four
cross-lingual sentence classification tasks. Be-
sides, we also evaluate the effectiveness of in-
corporating dependency information into CNN for
sentence modeling.

4.1 Experiment setup

For the traditionalMT-based cross-lingualmethod,
we use the state-of-the-art statistical MT system
Moses6. Language model is trained on Chinese gi-
gawords corpus7 with SRILM8. The parallel cor-
pora used are from LDC9. We first translate En-
glish data into Chinese, and then apply the model
trained on the translated dataset to the Chinese test
data. For sentence classification, we use both basic
CNN and DCNN (Ma et al., 2015).
We use monolingual word embeddings learned

on the Chinese gigaword corpus for CNN and
DCNN in MT-based method. For bilingual word
embedding learning, we use “One Billion Word
Language Modeling Benchmark”10 and Chinese
gigaword as unlabeled corpora for English and
Chinese respectively. The bilingual dictionary is
obtained from CC-CREDIT11.
For CNN model training, we use the stochastic
6http://www.statmt.org/moses/
7https://catalog.ldc.upenn.edu/LDC2003T09
8http://www.speech.sri.com/projects/srilm/
9LDC: 2005T10, 2007T23, 2008T06, 2008T08,

2008T18, 2009T02, 2009T06, 2010T03
10http://www.statmt.org/lm-benchmark
11http://www.mandarintools.com/cedict.html
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QC SC-M SC-P ED
Accuracy F-1

MT-based Method
CNN 83.00 76.62 83.40 84.82
DCNN 82.89 75.97 81.50 84.40

Our Method With Bilingual Embedding
CNN 68.10 64.29 64.80 82.06
DCNN 72.53 73.38 65.10 82.53
+Lex 79.28 75.00 78.60 83.17
+Lex+Phrase 82.19 79.22 83.60 85.01

Table 1: Results of different systems. +Lex: lexi-
cal features are used; +Phrase: phrase-based bilin-
gual word embeddings and grammar are used.

gradient descent (SGD) learning method. We ap-
ply random dropout (Hinton et al., 2012) on the
last fully connected layer for regularization. We
use ADADELTA (Zeiler, 2012) algorithm to au-
tomatically control the learning rate and progress.
The batch size for SGD and feature maps are tuned
on the validation set for each task and fixed across
different configurations. We preprocess all our
corpora with Stanford CoreNLP (Manning et al.,
2014), includingword segmentation, sentence seg-
mentation and dependency parsing.

4.2 Results

Table 1 shows the results of different systems.
When using theMT basedmethods, the basicCNN
achieves better results than DCNN. One possible
reason is that the translation system produces er-
rors, which may affect the performance of depen-
dency parsing. For our method using bilingual
word embeddings, basic CNN encodes only lex-
icon mapping information, and is not good at cap-
turing grammar patterns. Therefore, it is natu-
ral this system has the lowest result. DCNN per-
forms better than CNN, because it is able to cap-
ture additional grammar patterns across two lan-
guages by incorporating dependency information.
Adding lexical features (DCNN+Lex) further im-
proves performance. Given the fact that depen-
dency parser is not perfect and dependency gram-
mar between languages is not exactly the same,
the grammar patterns that DCNN learned are not
always reliable. The lexical feature here acts as
an additional evidence to make the model more
robust. DCNN+Lex+Phrase yields the best per-
formance. The bilingual lexicon dictionary we
use contains 54,168 Chinese words, and 29,355

of them have phrase-based translations (54.19%).
Therefore, phrase-based bilingual word embed-
dings can represent sentences more accurately, and
thus yield better results.
Compared to theMT-based approach, our cross-

lingualmodel achieves comparable and even better
performance. The advantage of our method is that
we only use s dependency parser and bilingual dic-
tionary, instead of a much more complicated ma-
chine translation system, which requires expertise
knowledge about different languages, human de-
signed features and expensive parallel corpus. Our
method can be easily applied to any language pairs
whose dependency parsers exist.
We further compare our cross-lingual model

with a monolingual model for question classifica-
tion and event detection. We have labeled Chinese
training data for both tasks. We train a DCNN
model on Chinese training data and then test on
Chinese test set. For question classification, the
monolingual model has an accuracy of 93.02%,
and for event detection, its F-score is 87.28%.
The event detection corpus has a consistent defi-
nition across two languages. Therefore, our cross-
lingual system achieves close performance as the
monolingual one. However, for question classifi-
cation, the English and Chinese labeled data are
constructed by two different teams and their an-
notation schemes are not identical. Therefore, the
monolingual model performs much better than our
cross-lingual model. Domain adaptation between
two data sets may improve the performance for the
bilingual model, but it is not the focus of this paper.

5 Conclusion

In this paper, we propose an efficient way to model
cross-lingual sentences with only a bilingual dic-
tionary and dependency parser. We evaluated our
method on Chinese and English data and showed
comparable and even better results than the tradi-
tional MT-based method on several sentence clas-
sification tasks. In addition, our method does not
rely on expertise knowledge, human designed fea-
tures and annotated resources. Therefore, it is easy
to apply it to any language pair as long as there ex-
ist dependency parsers and a bilingual dictionary.
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Abstract

This paper introduces a new corpus, QA-It,
for the classification of non-referential it.
Our dataset is unique in a sense that it is an-
notated on question answer pairs collected
from multiple genres, useful for develop-
ing advanced QA systems. Our annotation
scheme makes clear distinctions between 4
types of it, providing guidelines for many
erroneous cases. Several statistical models
are built for the classification of it, show-
ing encouraging results. To the best of our
knowledge, this is the first time that such a
corpus is created for question answering.

1 Introduction

One important factor in processing document-level
text is to resolve coreference resolution; one of the
least developed tasks left in natural language pro-
cessing. Coreference resolution can be processed in
two steps, mention detection and antecedent resolu-
tion. For mention detection, the classification of the
pronoun it as either referential or non-referential is
of critical importance because the identification of
non-referential instances of it is essential to remove
from the total list of possible mentions (Branco et
al., 2005; Wiseman et al., 2015).

Although previous work has demonstrated a lot
of promise for classifying all instances of it (Boyd
et al., 2005; Müller, 2006; Bergsma et al., 2008;
Li et al., 2009), it is still a difficult task, especially
when performed on social networks data containing
grammatical errors, ambiguity, and colloquial lan-
guage. In specific, we found that the incorrect clas-
sification of non-referential it was one of the major
reasons for the failure of a question answering sys-
tem handling social networks data. In this paper,
we first introduce our new corpus, QA-It, sampled
from the Yahoo! Answers corpus and manually an-

notated with 4 categories of it, referential-nominal,
referential-others, non-referential, and errors. We
also present statistical models for the classification
of these four categories, each showing incremental
improvements from one another.

The manual annotation of this corpus is challeng-
ing because the rhetoric used in this dataset is often
ambiguous; consequently, the automatic classifica-
tion becomes undoubtedly more challenging. Our
best model shows an accuracy of ≈78%, which is
lower than some of the results achieved by previ-
ous work, but expected because our dataset is much
harder to comprehend even for humans, showing
an inter-annotation agreement of ≈65%. However,
we believe that this corpus provides an initiative to
development a better coreference resolution system
for the setting of question answering.

2 Related Work

The identification of non-referential it, also known
as pleonastic it, has been studied for many years,
starting with Hobbs (1978). Although most of these
earlier approaches are not used any more, the rules
they discovered have helped for finding useful fea-
tures for later machine learning approaches. Evans
(2001) used 35 features and memory-based learn-
ing to classify 7 categories of it using data sampled
from the SUSANNE and BNC corpora. Boyd et
al. (2005) took this approach and added 25 more
features to identify 5 categories of it.

Müller (2006) classified 6 categories of it using
spoken dialogues from the ICSI Meeting corpus.
Bergsma et al. (2008) used n-gram models to iden-
tify it as either referential or non-referential. Li
et al. (2009) used search queries to help classify 7
categories of it. Figure 2 shows how the annotation
scheme for non-referential it has changed over time.
Our approach differs from the recent work because
we not only identify instances of it as either refer-
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Figure 1: The chronicles of non-referential it annotation schemes.

ential or not, but also categorize whether referential
it refers to a nominal or others, providing corefer-
ence resolution systems more valuable information.
Furthermore, our corpus includes more colloquial
language, which makes it harder to disambiguate
different categories of it.

3 Data Collection

We inspected several corpora (e.g., Amazon prod-
uct reviews, Wikipedia, New York Times, Yahoo!
Answers), and estimated the maximum likelihood
of non-referential it in each corpus. After thorough
inspection, the Yahoo! Answers and the Amazon
product reviews were found to contain the highest
numbers of it; however, an overwhelming percent-
age of it in the Amazon product reviews was ref-
erential. On the other hand, the Yahoo! Answers
showed great promise with over 35% instances of
non-referential and referential-others it. Thus, ques-
tion answer pairs were uniformly sampled from 9
genres in the Yahoo! Answers corpus:

1Computers and Internet, 2Science and Mathematics,
3Yahoo! Products, 4Education and Reference,

5Business and Finance, 6Entertainment and Music,
7Society and Culture, 8Health, 9Politics and Government

These genres contained the highest numbers of it.
Each question answer pair was then ranked by the
number of tokens it contained, ranging from 0 to
20, 20 to 40, all the way from 200 to 220, to see the
impact of the document size on the classification of
it. It is worth mentioning that our annotation was
done on the document-level whereas annotations
from most of the previous work were done on the
sentence-level. While training our annotators, we
confirmed that the contextual information was vital
in classifying different categories of it.

4 Annotation Scheme

Instances of it are grouped into 4 categories in our
annotation scheme; referential-nominal, referential-
others, non-referential, and errors (Figure 2). Some
of these categories are adapted from Evans (2001)
who classified it into 7 categories; their categories
captured almost every form of it, thus linguistically
valuable, but a simpler scheme could enhance the
annotation quality, potentially leading to more ro-
bust coreference resolution.

Boyd et al. (2005) focused on the detection of
non-referential it, and although their scheme was ef-
fective, they did not distinguish referents that were
nominals from the others (e.g., proaction, clause,
discourse topic), which was not as suited for coref-
erence resolution. Bergsma et al. (2008) attempted
to solve this issue by defining that only instances
of it referent to nominals were referential. Li et
al. (2009) further elaborated above rules by adding
referential-clause; their annotation scheme is simi-
lar to ours such that we both make the distinction
between whether it refers to a nominal or a clause;
however, we include proaction and discourse topic
to referential-others as well as cataphoric instances
to non-referential.

Our aim is to generate a dataset that is useful for
a coreference system to handle both nominal and
non-nominal referents. With our proposed scheme,
it is up to a coreference resolution system whether
or not to handle the referential-others category, in-
cluding clause, proaction, and discourse topic, dur-
ing the process of mention detection. Furthermore,
the errors category is added to handle non-pronoun
cases of it. Note that we only consider referential
as those that do have antecedents. If the pronoun is
cataphoric, it is categorized as non-referential.
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Genre Doc Sen Tok C1 C2 C3 C4 C∗
1. Computers and Internet 100 918 11,586 222 31 24 3 280
2. Science and Mathematics 100 801 11,589 164 35 18 3 220
3. Yahoo! Products 100 1,027 11,803 176 36 25 3 240
4. Education and Reference 100 831 11,520 148 55 36 2 241
5. Business and Finance 100 817 11,267 139 57 37 0 233
6. Entertainment and Music 100 946 11,656 138 68 30 5 241
7. Society and Culture 100 864 11,589 120 57 47 2 226
8. Health 100 906 11,305 142 97 32 0 271
9. Politics and Government 100 876 11,482 99 81 51 0 231

Total 900 7,986 103,797 1,348 517 300 18 2,183

Table 1: Distributions of our corpus. Doc/Sen/Tok: number of documents/sentences/tokens. C1..4: number
of it-instances in categories described in Sections 4.1, 4.2, 4.3, and 4.4.

4.1 Referential - Nominal

This category is for anaphoric instances of it that
clearly refer to nouns, noun phrases, or gerunds.
This is the standard use of it that is already being
referenced by coreference resolution models today.

4.2 Referential - Others

This category is for any anaphoric instances of
it that do not refer to nominals. Some anaphora
referents could be in the form of proaction, clause
anaphoras, or discourse topic (Evans, 2001). Most
coreference resolution models do not handle these
cases, but as they still have anaphora referents, it
would be valuable to indicate such category for the
future advance of a coreference resolution system.

4.3 Non-Referential

This category is for any extraposition, clefts, and
pronouns that do not have referent. This also in-
cludes cataphora (Evans, 2001). Our distinction
of non-referential it is similar to the one made by
Boyd et al. (2005), except that we do not include
weather, condition, time, or place in this category
because it would often be helpful to have those
instances of it be referential:

What time is it now in Delaware US?
It would be approximately 9:00 am.

Many could argue that the second instance of it is
non-referential for the above example. But when
context is provided, it would be more informative
to have it refer to “the time now in Delaware US”
for coreference resolution. If it is simply marked
as non-referential, we would essentially be los-
ing the context that the time in Delaware is 9:00
am. Although this does not appear many times in

our corpus, it is important to make this distinction
based on the context because without the context,
this instance of it would be simply marked as non-
referential.

4.4 Errors

This category includes any uses of a non-pronoun
form of it including IT (Information Technology),
disfluencies, and ambiguous it in book/song titles.

When you leave a glass of water sitting around
for a couple hours or so , do bubbles form it it

In the example above, the two instances of it serves
no purpose and cannot be identified as a potential
misspelling of another word. This category is not
present in any of the previous work, but due to the
nature of our corpus as mentioned in difficulties, it
is included in our annotation scheme.

5 Corpus Analytics

5.1 Annotation Difficulties

The Yahoo! Answers contains numerous grammat-
ical errors, ambiguous references, disfluency, frag-
ments, and unintelligible question and answer pairs,
all of which contributes to difficulties in annota-
tion. Ambiguous referencing had been problematic
throughout the annotation and sometimes an agree-
ment was hard to reach between annotators:

After selling mobile phones, I got post dated
cheques ($170,000). But he closed office and
bank account. help me?... That’s a lot of
money to just let go. If it were $1,700.00 then
I might just whoop his a** and let it go but
for $170,000... are you kidding?...
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Here, it can be either idiomatic, or refer to the “post
dated cheque” or the “process of receiving the post
dated cheque” such that disambiguating its cate-
gory is difficult even with the context. There were
more of such cases where we were not certain if the
referent was referential-nominal, referential-others,
or idiomatic; in which case, the annotators were
instructed to use their best intuition to categorize.

5.2 Inter-Annotation Agreement

All instances of it were double annotated by stu-
dents trained in both linguistics and computer sci-
ence. Adjudication was performed by the authors
of this paper. For the inter-annotator agreement,
our annotation gave the Cohans Kappa score of
65.25% and the observed proportionate agreement
score of 81.81%.

5.3 Analysis By Genre

The genre has a noticeable influence on the rela-
tive number of either referential or non-referential
instances of it. The genres with the lowest percent-
age of referential-nominal are “Society and Culture”
and “Politics and Government”. These genres also
contain the most abstract ideas and thoughts within
the question and answer pairs. The genres which
contain the most number of referential-nominal are
“Computers and Internet”, “Science and Mathemat-
ics”, and “Yahoo! Products”. This makes sense
because in each of these categories, the questions
and answers deal with specific, tangible objects
such as “pressing a button on the computer to unin-
stall software”. Overall, the more abstract the ques-
tions and answers get, the more likely it is to use
non-referential it or referential-others.

Figure 2: The proportion of referential-nominal for
each genre. C1..3: the first 3 categories in Section 4,
G1..9: the 9 genres in Table 1.

5.4 Analysis By Document Size

The document size shows a small influence on the
categorization of it. The document group with the
most instances of non-referential it is the smallest
in size with a total number of tokens between 0
and 20. The rest of the document groups contains
fewer instances of non-referential it although the
differences are not as large as expected.

Document Size C1 C2 C3 C4 C∗
0-20 21 60 20 0 101
20-40 14 84 33 0 131
40-60 27 100 33 1 161
60-80 24 129 42 2 197
100-120 29 132 56 2 219
120-140 28 148 53 3 232
140-160 32 163 68 2 265
160-180 28 158 74 6 266
180-200 43 190 70 0 303
200-220 54 184 68 2 308

Table 2: Distributions of our data for each docu-
ment size.

5.5 Importance of Contextual Information

In certain cases, context is mandatory in determin-
ing the category of it:

Q: Regarding IT, what are the fastest ways of
getting superich?
A: Find something everyone will need and
then patent it. It could be anything that would
do with or about computers. Look at RIM and
the struggle it is now facing. With good maket-
ing ANY enhancement or a new design could
be worth millions. However, the biggest path
to being rich is with maintenece or service of
systems or with old programming languages.

For the first instance of it, if the annotators are only
given the question, they possibly categorize it as
referential-nominal or referential-others. However,
we can confirm from further reading the context
that it refers to the IT, “Information Technology”.

6 Experiments

6.1 Corpus

Table 4 shows the distributions of our corpus, split
into training (70%), development (10%), and eval-
uation (20%) sets. A total of 1,500, 209, and 474
instances of it is found in each set, respectively.
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Model
Development Set Evaluation Set

ACC C1 C2 C3 C4 ACC C1 C2 C3 C4

M0 72.73 82.43 35.48 57.14 0.00 74.05 82.65 49.20 71.07 0.00
M1 73.21 82.56 50.00 62.50 0.00 74.68 82.93 53.14 73.33 0.00
M2 73.08 82.56 49.41 60.00 - 75.21 83.39 51.23 73.95 -
M3 76.44 82.31 64.75 - 77.14 82.26 67.87 -
M4 76.92 83.45 61.90 - 78.21 83.39 68.32 -

Table 3: Accuracies achieved by each model (in %). ACC: overall accuracy, C1..4: F1 scores for 4
categories in Section 4. The highest accuracies are highlighted in bold.

All data are tokenized, sentence segmented, part-of-
speech tagged, lemmatized, and dependency parsed
by the open-source NLP toolkit, NLP4J (Choi and
Palmer, 2012; Choi and McCallum, 2013).1

Set Doc Sen Tok C1 C2 C3 C4

TRN 630 5,650 72,824 927 353 209 11
DEV 90 787 10,348 139 42 27 1
TST 180 1,549 20,625 282 122 64 6

Table 4: Distributions of our data splits.

6.2 Feature Template

For each token wi whose lemma is either it or its,
features are extracted from the template in Table 5.
wi−k and wi+k are the k’th preceding and succeed-
ing tokens of wi, respectively. h(wi) is the depen-
dency head of wi. The joint features in line 2 are
motivated by the rules in Boyd et al. (2005). For
instance, with a sufficient amount of training data,
features extracted from [wi+1.p + wi+2.m] should
cover all rules such as [it + verb + to/that/what/etc].
Three additional features are used, the relative posi-
tion of wi within the sentence Sk (rpw; wi ∈ Sk),
the relative distance of wi from the nearest preced-
ing noun wj (rdw; wj ∈ Sk), and the relative posi-
tion of Sk within the document D (rps; Sk ∈ D):

rpw = i/t , t = # of tokens in Sk.
rdw = |i−j|/t , t = # of tokens in Sk.
rps = k/d , d = # of sentences in D.

wi.p, wi±1.p, wi±2.p, h(wi).p, wi±1.m, h(wi).m
wi+1.p + wi+2.m, wi+1.p + wi+2.p + wi+3.m
wi.d , h(wi).dm

Table 5: Feature template used for our experiments.
p: part-of-speech tag, m: lemma, d: dependency
label, dm: set of dependents’ lemmas.

1https://github.com/emorynlp/nlp4j

It is worth mentioning that we experimented with
features extracted from brown clusters (Brown et
al., 1992) and word embeddings (Mikolov et al.,
2013) trained on the Wikipedia articles, which did
not lead to a more accurate result. It may be due to
the different nature of our source data, Yahoo! An-
swers. We will explore the possibility of improving
our model by facilitating distributional semantics
trained on the social networks data.

6.3 Machine Learning

A stochastic adaptive gradient algorithm is used
for statistical learning, which adapts per-coordinate
learning rates to exploit rarely seen features while
remaining scalable (Duchi et al., 2011). Regular-
ized dual averaging is applied for `1 regularization,
shown to work well with ADAGRAD (Xiao, 2010).
In addition, mini-batch is applied, where each batch
consists of instances from k-number of documents.
The following hyperparameters are found during
the development and used for all our experiments:
the learning rate η = 0.1, the mini-batch boundary
k = 5, the regularization parameter λ = 0.001.

6.4 Evaluation

Table 3 shows the accuracies achieved by our mod-
els. M0 is the baseline model using only the fea-
tures extracted from Table. M1 uses the additional
features of rpw, rdw, and rps in Section 6.2. The
additional features show robust improvements on
both the development and the evaluation sets. No-
tice that the F1 score for C4 (errors) is consistently
0; this is not surprising given the tiny amount of
training instances C4 has. M2 is experimented on
datasets where annotations for C4 are discarded. A
small improvement is shown for M2 on the evalua-
tion set but not on the development set, where only
1 instance of C4 is found.

M3 and M4 aim to classify instances of it into 2
classes by merging C2 and C3 during either train-
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ing (M3) or evaluation (M4). Training with 3 cat-
egories and merging the predicted output into 2
categories during evaluation (M4) gives higher ac-
curacies than merging the gold labels and training
with 2 categories (M3) in our experiments.

7 Conclusion

This paper introduces a new corpus called, QA-It,
sampled from nine different genres in the Yahoo!
Answers corpus and manually annotated with four
categories of it.2 Unlike many previous work, our
annotation is done on the document-level, which
is useful for both human annotators and machine
learning algorithms to disambiguate different types
of it. Our dataset is challenging because it includes
many grammatical errors, ambiguous references,
disfluency, and fragments. Thorough corpus ana-
lysts are provided for a better understanding of our
corpus. Our corpus is experimented with several
statistical models. Our best model shows an accu-
racy of 78%; considering the challenging nature
of our corpus, this is quite encouraging. Our work
can be useful for those who need to perform coref-
erence resolution for question answering systems.

In the future, we will double the size of our an-
notation so we can train a better model and have a
more meaningful evaluation. We are also planning
on developing a recurrent neural network model
for the classification of it.
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Abstract

In this research, we build a Wikifica-
tion corpus for advancing Japanese En-
tity Linking. This corpus consists of 340
Japanese newspaper articles with 25,675
entity mentions. All entity mentions are
labeled by a fine-grained semantic classes
(200 classes), and 19,121 mentions were
successfully linked to Japanese Wikipedia
articles. Even with the fine-grained se-
mantic classes, we found it hard to define
the target of entity linking annotations and
to utilize the fine-grained semantic classes
to improve the accuracy of entity linking.

1 Introduction

Entity linking (EL) recognizes mentions in a text
and associates them to their corresponding en-
tries in a knowledge base (KB), for example,
Wikipedia1, Freebase (Bollacker et al., 2008), and
DBPedia (Lehmann et al., 2015). In particu-
lar, when linked to Wikipedia articles, the task is
called Wikifiation (Mihalcea and Csomai, 2007).
Let us consider the following sentence.

On the 2nd of June, the team of Japan
will play World Cup (W Cup) qualifica-
tion match against Honduras in the sec-
ond round of Kirin Cup at Kobe Wing
Stadium, the venue for the World Cup.

Wikification is expected to link “Soccer” to the
Wikipedia article titled Soccer, “World Cup” and
“W Cup”2 to FIFA World Cup 2002, “team of
Japan” to Japan Football Team, “Kobe City” to
Kobe, “Kobe Wing Stadium” to Misaki Park Sta-
dium. Since there is no entry for “Second Round
of Kirin Cup”, the mention is labeled as NIL.

1https://www.wikipedia.org/
2“W Cup” is a Japanese-style abbreviation of “World

Cup”.

EL is useful for various NLP tasks, e.g.,
Question-Answering (Khalid et al., 2008), Infor-
mation Retrieval (Blanco et al., 2015), Knowl-
edge Base Population (Dredze et al., 2010), Co-
Reference Resolution (Hajishirzi et al., 2013).
There are about a dozen of datasets target-
ing EL in English, including UIUC datasets
(ACE, MSNBC) (Ratinov et al., 2011), AIDA
datasets (Hoffart et al., 2011), and TAC-KBP
datasets (2009–2012 datasets) (McNamee and
Dang, 2009).

Ling et al. (2015) discussed various challenges
in EL. They argued that the existing datasets are
inconsistent with each other. For instance, TAC-
KBP targets only mentions belonging to PER-
SON, LOCATION, ORGANIZATION classes.
Although these entity classes may be dominant in
articles, other tasks may require information on
natural phenomena, product names, and institu-
tion names. In contrast, the MSNBC corpus does
not limit entity classes, linking mentions to any
Wikipedia article. However, the MSNBC corpus
does not have a NIL label even if a mention be-
longs to an important class such as PERSON or
LOCATION, unlike the TAC-KBP corpus.

There are few studies addressing on Japanese
EL. Furukawa et al. (2014) conducted a study on
recognizing technical terms appearing in academic
articles and linking them to English Wikipedia
articles. Hayashi et al. (2014) proposed an EL
method that simultaneously performs both English
and Japanese Wikification, given parallel texts in
both languages. Nakamura et al. (2015) links
keywords in social media into English Wikipedia,
aiming at a cross-language system that recognizes
topics of social media written in any language. Os-
ada et al. (2015) proposed a method to link men-
tions in news articles for organizing local news of
different prefectures in Japan.

However, these studies do not necessarily ad-
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vance EL on a Japanese KB. As of January 2016,
Japanese Wikipedia and English Wikipedia in-
clude about 1 million and 5 million, respectively,
articles. However, there are only around 0.56 mil-
lion inter-language links between Japanese and
English. Since most of the existing KBs (e.g.,
Freebase and DBPedia) originate from Wikipedia,
we cannot expect that English KBs cover enti-
ties that are specific to Japanese culture, locals,
and economics. Moreover, a Japanese EL system
is useful for populating English knowledge base
as well, harvesting source documents written in
Japanese.

To make matters worse, we do not have a cor-
pus for Japanese EL, i.e., Japanese mentions as-
sociated with Japanese KB. Although (Murawaki
and Mori, 2016) concern with Japanese EL, the
corpus they have built is not necessarily a cor-
pus for Japanese EL. The motivation behind their
work comes from the difficulty of word segmen-
tation for unsegmented languages, like Chinese or
Japanese. (Murawaki and Mori, 2016) approach
the word segmentation problem from point of view
of Wikification. Their focus is on the word seg-
mentation rather than on the linking.

In this research, we build a Japanese Wikifica-
tion corpus in which mentions in Japanese doc-
uments are associated with Japanese Wikipedia
articles. The corpus consists of 340 newspaper
articles from Balanced Corpus of Contemporary
Written Japanese (BCCWJ) 3 annotated with fine-
grained named entity labels defined by Sekine’s
Extended Named Entity Hierarchy (Sekine et al.,
2002) 4.

2 Dataset Construction

To give a better understanding of our dataset we
briefly compare it with existing English datasets.
The most comparable ones are UIUC (Ratinov
et al., 2011) and TAC-KBP 2009–2012 datasets
(McNamee and Dang, 2009). Although, AIDA
datasets are widely used for Disambiguation of
Entities, AIDA uses YAGO, an unique Knowl-
edge Base derived from Wikipedia, GeoNames
and Wordnet, which makes it difficult to com-
pare. UIUC is similar to our dataset in a sense that
it links to any Wikipedia article without any se-
mantic class restrictions, unlike TAC-KBP which

3http://pj.ninjal.ac.jp/corpus_center/
bccwj/en/

4https://sites.google.com/site/
extendednamedentityhierarchy/

is limited to mentions that belong to PERSON,
LOCATION or ORGANIZATION classes only.
When an article is not present in Wikipedia, UIUC
does not record this information in any way. On
the contrary, TAC-KBP5 and our datasets have NIL
tag used to mark a mention when it does not have
an entry in KB.

2.1 Design Policy

Ling et al. (2015) argued that the task definition
of EL itself is challenging: whether to target only
named entities (NEs) or to include general nouns;
whether to limit semantic classes of target NEs;
how to define NE boundaries; how specific the
links should be; and how to handle metonymy.

The original (Hashimoto et al., 2008) corpus is
also faced with similar challenges: mention abbre-
viations that result in the string representation that
is an exact match to the string representation of
another mention, abbreviated or not (for example,
“Tokyo (City)” and “TV Tokyo”), metonymy and
synecdoche.

As for the mention “World Cup” in the exam-
ple in Section 1, we have three possible candidates
entities, World Cup, FIFA World Cup, and 2002
FIFA World Cup. Although all of them look rea-
sonable, 2002 FIFA World Cup is the most suit-
able, being more specific than others. At the same
time, we cannot expect that Wikipedia includes the
most specific entities. For example, let us suppose
that we have a text discussing a possible venue
for 2034 FIFA World Cup. As of January 2016,
Wikipedia does not include an article about 2034
FIFA World Cup6. Thus, it may be a difficult deci-
sion whether to link it to FIFA World Cup or make
it NIL.

Moreover, the mention “Kobe Wing Stadium”
includes nested NE mentions, “Kobe (City)” and
“Kobe Wing Stadium”. Furthermore, although the
article titled “Kobe Wing Stadium” does exist in
Japanese Wikipedia, the article does not explain
the stadium itself but explains the company run-
ning the stadium. Japanese Wikipedia includes
a separate article Misaki Park Stadium describing
the stadium. In addition, the mention “Honduras”
does not refer to Honduras as a country, but as the
national soccer team of Honduras.

In order to separate these issues raised by NEs
5TAC-KBP 2012 requires NIL to be clustered in accor-

dance to the semantic classes.
6Surprisingly, Wikipedia includes articles for the future

World Cups up to 2030.
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from the EL task, we decided to build a Wikifica-
tion corpus on top of a portion of BCCWJ cor-
pora with Extended Named Entity labels anno-
tated (Hashimoto et al., 2008). This corpus con-
sists of 340 newspaper articles where NE bound-
aries and semantic classes are annotated. This
design strategy has some advantages. First, we
can omit the discussion on semantic classes and
boundaries of NEs. Second, we can analyze the
impact of semantic classes of NEs to the task of
EL.

2.2 Annotation Procedure
We have used brat rapid annotation tool (Stene-
torp et al., 2012) to effectively link mentions to
Wikipedia articles. Brat has a functionality of im-
porting external KBs (e.g., Freebase or Wikipedia)
for EL. We have prepared a KB for Brat using
a snapshot of Japanese Wikipedia accessed on
November 2015. We associate a mention to a
Wikipedia ID so that we can uniquely locate an ar-
ticle even when the title of the article is changed.
We configure Brat so that it can present a title and
a lead sentence (short description) of each article
during annotation.

Because this is the first attempt to build a
Japanese Wikification dataset on a fine-grained
NE corpus, we did not limit the semantic classes
of target NEs in order to analyze the importance
of different semantic classes. However, based on
preliminary investigation results, we decided to
exclude the following semantic classes from tar-
gets of the annotation: Timex (Temporal Expres-
sion, 12 classes), Numex (Numerical Expression,
34 classes), Address (e.g., postal address and
urls, 1 class), Title Other (e.g., Mr., Mrs.,
1 class), Facility Part (e.g, 9th floor, sec-
ond basement, 1 class). Mentions belonging to
other classes were linked to their corresponding
Wikipedia pages.

We asked three Japanese native speakers to link
mentions into Wikipedia articles using Brat. We
gave the following instructions to obtain consis-
tent annotations:

1. Choose the entity that is the most specific in
possible candidates.

2. Do not link a mention into a disambiguation
page, category page, nor WikiMedia page.

3. Link a mention into a section of an article
only when no suitable article exists for the

Attribute Value
# articles 340
# mentions 25,675
# links 19,121
# NILs 6,554
# distinct mentions 7,118
# distinct entities 6,008

Table 1: Statistics of the corpus built by this work.

Annotator pair Agreement
Annotators 1 and 2 0.910
Annotators 2 and 3 0.924

Table 2: Inter-annotator agreement.

mention.

2.3 Annotation Results

Table 1 reports the statistics of the corpus built by
this work. Out of 25,675 mentions satisfying the
conditions explained in Section 2.2, 19,121 men-
tions were linked to Japanese Wikipedia articles.
In total, 7,118 distinct mentions were linked to
6,008 distinct entities. Table 2 shows the high
inter- annotator agreement (the Cohen-Kappa’s
coefficient) of the corpus7.

In order to find important/unimportant seman-
tic classes of NEs for EL, we computed the
link rate for each semantic class. Link rate
of a semantic class is the ratio of the number
of linkable (non-NIL) mentions belonging that
class to the total number of mentions of that
class occurring throughout the corpus. Table 3
presents semantic classes with the highest and
lowest link rates8. Popular NE classes such as
Province and Pro Sports Organization
had high link rates. Semantic classes such as Book
and Occasion Other had low link rates be-
cause these entities are rare and uncommon. How-
ever, we also found it difficult to limit the target of
entity linking based only on semantic classes be-
cause the importance of the semantic classes with

7We cannot compute the inter-annotator agreement be-
tween Annotators 1 and 3, who have no overlap articles for
annotation.

8In this analysis, we removed semantic classes appearing
less than 100 times in the corpus. We concluded that those
minor semantic classes do little help in revealing the nature
of the dataset we have built. Most of them had perfect or near
to zperfect link rates with mentions being rare and uniquely
identifiable.
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Figure 1: A screenshot of the annotation senvironment with Brat.

low link rates depends on the application; for ex-
ample, Occasion Other, which has the lowest
link rate, may be crucial for event extraction from
text.

In the research on word sense disambiguation
(WSD), it is common to assume that the identi-
cal expressions have the same sense throughout
the text. This assumption is called one-sense-per-
discourse. In our corpus, 322 out of 340 (94.7%)
articles satisfy the assumption. A few instances in-
clude: expressions “Bush” referred to both George
H. W. Bush and George W. Bush (the former is of-
ten referred as Bush Senior and the latter as Bush
Junior); and expressions “Tokyo” referred to both
Tokyo Television and Tokyo city.

2.4 Difficult Annotation Cases

We report cases where annotators found difficult
to choose an entity from multiple potential candi-
dates. Mention boundaries from the original cor-
pus are indicated by underline.

Nested entities

It was assumed that the role ini-
tially served as a temporary peace-
maker to persuade Ali al-Sistani,
the spiritual leader of Shia Muslims:
Position Vocation.

Since the mention in the sentence refers to the
highest ranking position of a specific religion, it
is inappropriate to link the mention to the article
Spiritual Leader nor Shia Muslim. Therefore, we
decided to mark this mention as NIL.

Entity changes over time

In his greeting speech, the representative
Ito expressed his opinion on the upcom-
ing gubernatorial election: Event Other

and Sapporo city mayoral election.

This article was about the Hokkaido Prefecture gu-
bernatorial election held in 2003. Since the BC-
CWJ corpus does not provide timestamps of arti-
cles, it is difficult to identify the exact event. How-
ever, this article has a clue in another place, “the
progress of the developmental project from 2001”.
For this reason, the annotators could resolve the
mention to 2003 Hokkaido Prefecture gubernato-
rial election. Generally, it is difficult to identify
events that are held periodically. The similar issue
occurs in mentions regarding position/profession
(e.g., “former president”) and sport events (e.g.,
“World Cup”).

Japanese EL is similar to English El: the same
challenges of mention ambiguity (nested entities,
metonymy) still persist. With the Japanese Wikifi-
cation, a variation of the task that takes advantage
of the cross-lingual nature of Wikipedia is worth
exploring.

3 Wikification Experiment

In this section, we conduct an experiment of Wik-
ification on the corpus built by this work. Wikifi-
cation is decomposed into two steps: recognizing
a mention m in the text, and predicting the cor-
responding entity e for the mention m. Because
the corpus was built on the corpus with NE men-
tions recognized, we omit the step of entity men-
tion recognition.

3.1 Wikification without fine-grained
semantic classes

Our experiment is based on the disambiguation
method that uses the probability distribution of an-
chor texts (Spitkovsky and Chang, 2012). Given a
mention m, the method predicts an entity ê that
yields the highest probability p(e|m),

ê = argmax
e∈E

p(e|m). (1)
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Category Example Link Rate # of Links # of Occurrences
Province Fukuoka Prefecture 0.983 678 690
Country United States of America 0.976 1924 1964
GPE Other Ginza 0.974 115 118
Political Party Liberal Democratic Party 0.967 236 244
Pro Sports Organization Yomiuri Giants 0.997 290 300
City Sendai City 0.947 1354 1430
Company Group JR 0.928 103 111
Mammal Kangaroo 0.906 164 181
International Organization NATO 0.891 188 211
Company NTT 0.883 647 733

...
Game Summer Olympics 0.576 167 290
Conference 34th G8 summit 0.548 74 135
Public Institution Takatsuki City Office 0.451 105 233
Book Sazae-san 0.412 49 119
Political Organization Other Takeshita faction 0.407 68 167
Organization Other General Coordination Division 0.393 55 140
GOE Other White House 0.363 99 274
Plan Income Doubling Plan 0.273 32 117
Character Mickey Mouse 0.145 29 200
Occasion Other Tsukuba EXPO 0.113 28 226

Table 3: 10 classes with the highest and the lowest link rates among the classes that occurred more than
100 times

Here, E is the set of all articles in Japanese
Wikipedia. The conditional probability p(e|m)
is estimated by the anchor texts in Japanese
Wikipedia,

p(e|m) =
# occurrences of m as anchors to e

#occurrences of m as anchors
.

(2)

If ∀e : p(e|m) = 0 for the mention m, we mark
the mention as NIL. Ignoring contexts of mentions,
this method relies on the popularity of entities in
the anchor texts of the mention m. The accuracy
of this method was 53.31% (13,493 mentions out
of 25,309).

3.2 Wikification with fine-grained semantic
classes

Furthermore, we explore the usefulness of the
fine-grained semantic classes for Wikification.
This method estimates probability distributions
conditioned on a mention m and its semantic class
c. Idealy, we would like to predict an entity ê with,

ê = argmax
e∈E,c∈C

p(e|m, c) (3)

However, it is hard to estimate the probability dis-
tribution p(e|m, c) directly from the Wikipedia
articles. Instead, we decompose p(e|m, c) into
p(e|m)p(e|c) to obtain,

ê = argmax
e∈E,c∈C

p(e|m)p(e|c). (4)

Here, C is the set of all semantic classes included
in Sekine’s Extended Named Entity Hierarchy. In
addition, we apply Bayes’ rule to p(e|c),

ê = argmax
e∈E,c∈C

p(e|m)p(c|e)p(e) (5)

The probability distribution p(c|e) bridges
Wikipedia articles and semantic classes defined in
Sekine’s Extended Named Entity Hierarchy. We
adapt a method to predict a semantic class of a
Wikipedia article (Suzuki et al., 2016) for esti-
mating p(c|e). The accuracy of this method was
53.26% (13,480 mentions out of 25,309), which
is slightly lower than that of the previous method.
The new method improved 627 instances mainly
with LOCATION Category (e.g., country names
and city names). For example,

The venue is Aichi Welfare Pen-
sion Hall in Ikeshita, Nagoya
Semantic Class: City Correct:Nagoya City

Old Method: Nagoya Station

New Method: Nagoya City

Because Nagoya Station is more popular in anchor
texts in Japanese Wikipedia, the old method pre-
dicts Nagoya Station as the entity for the mention
Nagoya. In contrast, the new method could lever-
age the semantic class, City to avoid the mistake.
We could observe similar improvements for distin-
guishing Country – Language, Person – Location,
Location – Sports Team.
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However, the new method degraded 664 in-
stances mainly because the fine-grained entity
classes tried to map them into too specific enti-
ties. More than half of such instances belonged
to POSITION VOCATION semantic class. For
example, mention “Prime Minister” was mistak-
ingly mapped to Prime Minister of Japan instead
of Prime Minister.

4 Future Work

In our future work, we will incorporate the context
information of the text in the Wikification process
and further investigate the definition of the target
of entity linking annotations. Although incorpo-
rating semantic classes of entities has a potential to
improve Wikification quality, some problems still
remain even with the semantic classes. Here, we
explain some interesting cases.

Name variations

During the summer, a JASRAC Correct:

Japanese Society for Rights of Authors, Composers and Publishers

Predicted: NIL staff came to the shop to
explain it.

This type of mistakes are caused by the lack of
aliases and redirects in Wikipedia. In this exam-
ple, the mention ‘JASRAC’ was predicted as NIL
because Wikipedia did not include JASRAC as an
alias for Japanese Society for Rights of Authors,
Composers and Publishers.

Link bias in Wikipedia

Thousands have participated in the
funeral held at World Trade Center
Correct: World Trade Center (1973-2001)

Predicted: World Trade Center (Tokyo), which
is known as “Ground Zero”.

In this example, the mention “World Trade Cen-
ter” refers to World Trade Center (1973–2001)
with strong clues in the surrounding context
“Ground Zero”. Both of the presented methods
predict it as World Trade Center (Tokyo) because
there is a building with the identical name in
Japan. Using Japanese Wikipedia articles for es-
timating the probability distribution, Japanese en-
tities are more likely to be predicted.

5 Conclusion

In this research, we have build a Wikification cor-
pus for advancing Japanese Entity Linking. We

have conducted Wikification experiment using us-
ing fine grained semantic classes. Although we ex-
pect an effect of the fine-grained semantic classes,
we could no observe an improvement in terms of
the accuracy on the corpus. The definition of the
target of entity linking annotations requires fur-
ther investigation. We are distributing the cor-
pus on the Web site http://www.cl.ecei.
tohoku.ac.jp/jawikify.
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Abstract

Text categorization has become a key re-
search field in the NLP community. How-
ever, most works in this area are focused
on Western languages ignoring other
Semitic languages like Arabic. These lan-
guages are of immense political and so-
cial importance necessitating robust cate-
gorization techniques. In this paper, we
present a novel three-stage technique to
efficiently classify Arabic documents into
different categories based on the words
they contain. We leverage the significance
of root-words in Arabic and incorporate
a combination of Markov clustering and
Deep Belief Networks to classify Arabic
words into separate groups (clusters). Our
approach is tested on two public datasets
giving a F-Measure of 91.02%.

1 Introduction

In the emerging era of big data technology, there
has been a widespread increase in information ob-
tained from text documents. Furthermore, with
the rapid availability of machine-readable docu-
ments, text classification techniques have gained
tremendous interest during the recent years. Con-
sequently, automatic categorization of numerous
new documents to different categories has become
critical for political, social and for news research
purposes.

Text categorization techniques have been
widely investigated by researchers around the
world. However, most of the recent developments
in this field are focused on popular Western lan-
guages, ignoring Semitic and Middle-Eastern lan-
guages like Arabic, Hebrew, Urdu and Persian.
As discussed further in related works in Section
2.1, most classification algorithms utilized English

and Chinese to validate their methods while works
on Arabic are extremely rare. This is primarily
due to significant dialect differences between these
languages and their complex morphology. Ad-
ditionally, the presence of various inflections in
Arabic as opposed to English makes it difficult
for the NLP community to validate techniques on
the popular Middle Eastern languages. According
to the US Department of Cultural Affairs, Arabic
and Urdu are categorized as critical languages and
United Nations heavily emphasizes on the social
and political importance of these languages. Ara-
bic is listed as one of the six official languages of
the United Nations.

In this paper, we present a novel three stage
approach to classify Arabic text documents into
different categories combining Markov Cluster-
ing, Fuzzy-C-means and Deep Learning. To the
best of our knowledge, this is the first work that
leverages the heavy influence of root-words in
Arabic to extract features for both clustering and
deep learning to perform classification of Ara-
bic documents. First, we segment each document
and extract root-word information. Then we per-
form clustering with root-word based features us-
ing Fuzzy-C-Means and Markov clustering. This
allows us to separate documents into unsupervised
groups (clusters). We then train a deep belief
network (DBN) for each cluster using Restricted
Boltzmann Machines. This personalization which
is essentially training DBN for each cluster im-
proves the classification accuracy and features ex-
traction. Finally, we generate network graphs of
these clusters which can be used for similarity re-
latedness or summarization in future works. This
is the first work to use a modified combination of
Markov clustering and personalized deep learning
to classify documents into different categories.

The rest of the paper is organized as follows:
Section 2 discusses the literature review and Ara-
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bic morphology. Section 3 focuses on methodol-
ogy for Markov clustering and deep learning. Sec-
tion 4 discusses our experimental results and fi-
nally, Section 5 summarizes the paper and presents
conclusions and future work.

2 Background

2.1 Related Works

As mentioned previously, even though numer-
ous works in text categorization have been pro-
posed for Western languages, works on categoriz-
ing Semitic languages like Arabic are very rare in
the NLP community.

Most previous works on Arabic text categoriza-
tion treats documents as a bag-of-words where the
text is represented as a vector of weighted fre-
quencies for each of the distinct words or tokens.
(Diederich et al. 2003; Sebastiani et al. 2002).
We use a similar approach to extract features from
documents based on root-word frequency. Early
efforts to categorize Arabic documents were per-
formed using Naive Bayes algorithm (El-Kourdi et
al., 2004), maximum entropy (Sawaf et al., 2001)
and support vector machines (Gharib et al., 2009).

N-gram frequency statistics technique was used
with Manhattan distance to categorize documents
by Khreisat (Khreisat, 2006) El-Halees described
a method based on association rules to classify
Arabic documents (El-Halees, 2007). Hmeidi I.
uses two machine learning methods for Arabic
text categorization: K-Nearest Neighbor (KNN)
and support vector machines (SVM) (Hmeidi et
al., 2008). An approach for feature selection in
Arabic text categorization was proposed using in-
formation gain and Chi-square (Yang and Peder-
sen, 1997). Abu-Errub A. proposed a new Arabic
text classification algorithm using Tf-Idf and Chi
square measurements (Abu-Errub, 2014). How-
ever, all these methods were not very efficient for
large datasets giving an accuracy of less than 70%
and were unable to classify documents with dif-
ferent diacritics. Diacritics are signs or accents
whose pronunciation or presence in a word can re-
sult in a different meaning.

Recently, a new technique using a combina-
tion of kNN and Rocchio classifier for text cat-
egorization was introduced (Mohammad et al.,
2016). This approach specifically solves the Word
Sense Disambiguation (WSD) problem in a su-
pervised approach using lexical samples of five
Arabic words. Although, this method achieved

higher accuracy than previous works, usage of
only five Arabic words limits usage for larger
datasets. Our proposed approach generates mul-
tiple roots of each Arabic words addressing the is-
sue of different diacritics in Arabic.

2.2 Arabic Morphology

Arabic belongs to the family of Semitic languages
and has significant morphological, syntactical and
semantical differences from other languages. It
consists of 28 letters and can be extended to 90 by
added shapes, marks, and vowels. Furthermore,
Arabic is written from right to left and letters have
different styles based on the position of its appear-
ance in the word. The base words of Arabic inflect
to express eight main features. Verbs inflect for
aspect, mood, person and voice. Nouns and ad-
jectives inflect for case and state. Verbs, nouns
and adjectives inflect for both gender and num-
ber. Arabic morphology consists from a bare root
verb form that is trilateral, quadrilateral, or pental-
iteral. The derivational morphology can be lexeme
= Root + Pattern or inflection morphology (word =
Lexeme + Features) where features are noun spe-
cific, verb specific or single letter conjunctions. In
contrast, in most European languages words are
formed by concatenating morphemes. For exam-
ple in German, ’Zeitgeit’(the spirit of the times) is
simply ’Zeit’(time) + ’geist’(spirit) i.e the root and
pattern are essentially interleaved.

Stem pattern are often difficult to parse in Ara-
bic as they interlock with root consonants (Abde-
lali, 2004). Arabic is also influenced by infixes
which may be consonants and vowels and can be
misinterpreted as root-words. One of the major
problem is usage of a consonant, hamza. Hamza
is not always pronounced and can be a vowel. This
creates a severe orthographic problem as words
may have differently positioned hamzas making
them different strings yet having similar meaning.

Furthermore, diacritics are critical in categoriz-
ing Arabic documents. For example, consider the
two words ”zhb” mean ”to go” and ”gold” differ-
ing by just one diacritic. The two words can only
be distinguished using diacritics. The word ”go”
may appear in a variety of text documents while
”gold” may likely appear in documents contain-
ing other finance related words. This is where our
personalized deep learning approach is extremely
efficient for Arabic as discussed in future sections.
For the purpose of clarity, we use the term ”root-
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words” throughout this paper to represent the roots
of an Arabic word.

3 Methodology

Figure 1 presents an overview of our algorithm.
In summary, our approach consists of a pre-
processing stage, two stages of clustering and fi-
nally a learning stage. In the pre-processing stage
documents are tokenized and segmented into dif-
ferent words and the Tf-Idf weighted root-word
counts are extracted. Subsequently, we cluster the
documents by a combination of Markov Cluster-
ing and Fuzzy C-means in Step 2. Finally, in step
3, we use deep learning models on each obtained
cluster to personalize learning for each root word
cluster. Personalization essentially means to train
a separate deep belief network for each cluster.
Each of these stages is discussed in subsequent
sections.

3.1 Pre-Processing

In the pre-processing stage we first remove the
punctuation marks, auxiliary verbs, pronouns,
conjunctions etc. As we stated in section 2.2, it is
very important for processing Arabic to properly
use the semantic information provided by root-
words (Kanaan et al., 2009). Therefore, repre-
senting words presented in a document in the root
pattern increases efficiency of classification. Root
extraction or stemming for the Arabic dataset is
performed using a letter weight and order scheme.
For example, the root meaning ”write” has the
form k-t-b. More words can be formed using vow-
els and additional consonants in the root word.
Some of the words that can be formed using
k-t-b are kitab meaning ”book”, kutub meaning
”books”, katib meaning ”writer”, kuttab represent-
ing ”writers”, kataba meaning ”he wrote”, yaktubu
meaning ”he writes”, etc.

In our method we assign weights to letters of
Arabic and subsequently rank them based on their
frequency in the document. Root-words of the
Arabic word are selected by recurring patterns
with the maximum weight. Furthermore, we cal-
culate the standard Tf-Idf frequency of each root
word to use as features in clustering and deep
learning. Tf-Idf (term frequency-inverse docu-
ment frequency) is one of the widely used fea-
ture selection techniques in information retrieval
(Baeza-Yates et al., 1999). Tf measures the im-
portance of a term in a given document while Idf

signifies the relative importance of a term in a col-
lection of documents. In the next section, we will
discuss the clustering step of our approach.

3.2 Estimation of Initial Number of Clusters
The words frequencies (Tf-Idf) and root-word fre-
quencies are used from the pre-processing stage
and grouped into clusters. Once the words are
clustered, we consider each document and find
which cluster of words it may belong. This is done
by rank-matching based approach discussed later.
The clustering step is described below.

Consider each document to be P

P =

 p0,0 p0,1 · · · p0,W−1
...

... · · · ...
pH−1,0 pH−1,2 · · · pH−1,W−1

 (1)

where pi,0 indicate extracted words tokenized
from the documents. pi,j are the similar root-
words of pi,0.

We first estimate the initial number of cate-
gories that may be present in a corpus of text doc-
uments. The estimation of initial number of clus-
ters is critical for text categorization as many Ara-
bic documents may contain synonyms, different
morphologies of Arabic and yet may have a close
meaning. We perform estimation by computing
the total number of modes found in all eigenvec-
tors of the data. Modes in each eigenvector of
the data are detected using kernel density estima-
tion. Then, significance test of the gradient and
second derivative of a kernel density estimation
is computed. A similar approach was used for
bioinformatics data (Pouyan et al., 2015). Briefly,
if E = {e1, e2, ..., eM} denotes eigenvectors of
dataset X , a kernel Gaussian is considered as fol-
lows:

κ(l) =
1√
2π
exp(

−l2
2

) (2)

where κ(.) is the Gaussian kernel and h is the
bandwidth. The estimator gradient is written as
follows:

∆f̂(l) =
2

N · h2
·

N∑
i=1

κ(
l − ei
h

) · (l − ei) (3)

The number of modes is approximated using the
number of times, the gradient changes from posi-
tive to negative for each projection of data on the
eigenvectors. K represents initial number of clus-
ters approximated by summation of all the modes
in eigenvectors.
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Figure 1: The general view of our proposed method

3.3 Initial Clustering Using Fuzzy-C-Mean

We leverage the heavy influence of root-words in
Arabic for clustering words (tf-idf) from the pre-
processing stage. As described in section 2.1, new
words in Arabic can be formed by filling vow-
els or consonants. For example, k-t-b is a trilit-
eral root word as it contains a sequence of three
consonants. Accordingly, an improved version of
Fuzzy-C-Means clustering is developed to calcu-
late the membership probability of each words to
its root word. The clusters we obtain are intended
to correspond to the different root-words in docu-
ment. Concisely, χ = {µ1, ..., µj , ..., µK} will be
centers of K root-words C = {c1, ..., cj , ..., cK}
which represents potential similarities of N-letter
words X = [x1, x2, ..., xn]>. Words are assigned
to different root word clusters by minimizing the
following optimization model:


Minimize {Jm =

∑N
i=1

∑K
j=1 u

m
ijDm(xi, µj)}

subject to:
∑K

j=1 uij = 1 ∀i = 1, 2, ..., N
(4)

where word xi belongs to root word cj with the
membership probability of uij . The fuzzification
coefficient is selected as m = 2 in this work.
Dm(xi, µj) implies the Mahalanobis Distance be-
tween word xi and root word cj . Since member-
ship probability depends on the dispersion of clus-
ter cj , we use Mahalanobis Distance instead of Eu-
clidean Distance as a distance metric between xi

and population cj .

A Lagrangian multiplier is used to minimize the
optimization problem of Fuzzy-C-Means given in
Equation 4. The initial cluster set C will be avail-
able after applying the revised Fuzzy-C-Means
and used in future steps.

3.4 Merging Clusters Using Markov
Clustering

The number of initial clusters may have been over-
estimated by kernel density estimation in the first
stage. We address this issue using Markov clus-
tering, a fast, divisive and scalable clustering al-
gorithm based on stochastic modelling of flow of
networks (Van Dongen, 2001). We apply Markov
clustering on the initial cluster centers µ1, ..., µK

to extract the main skeleton of the data cloud.
Markov clustering (MCL) has recently emerged
as a popular clustering technique for determin-
ing cluster networks. The algorithm computes the
probability of random walks through a graph by
applying two main methods: expansion and infla-
tion. When MCL is applied on centers of initial
clusters, the centers corresponding to initial popu-
lations will be clustered in the same segments. We
extract the final categories of the text documents
by merging these clusters. MCL is required as the
previous step may have estimated duplicate clus-
ters based on similar diacritics or morphologies.
Therefore, these redundant clusters are merged in
this stage.

Once the words are clustered, we consider each
document and find which most similar cluster of
words it may belong to. This is done by rank-
matching based approach. We find the maximum
match between the 40% most frequent words in
the document and every cluster. Cluster of words
consisting of the highest number of words from
top 40% frequent words in the document is as-
signed to the document.

3.5 Deep Learning

We further use the state-of-the-art deep learning
for extracting features from the clusters and use
them for future clustering. We create separate
deep belief network classifier for each cluster,
which allows us to capture differences in between
dialects, topics etc. To reiterate, our novel contri-
bution is a personalized deep learning model for
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each root word cluster. Personalized means train-
ing of each model for each specific root word, di-
alects and diacritics. The classifiers get more fine-
grained by training one classifier for every cluster.

This personalization poses several advantages:
the features learned using deep learning are per-
sonalized for each root word. Consequently,
the technique is robust against different dialects,
scripts and way of writing. Secondly, personalized
deep learning models extract features from diacrit-
ics. As previously described in section 2.2, dia-
critics makes Arabic word classification very chal-
lenging. By extracting features from diacritics in
the context of appeared root-words, our personal-
ized deep learning approach efficiently solves this
problem.

We separately train deep belief networks (DBN)
on each cluster obtained from Stage 2. For ex-
ample the deep network contains one input layer,
three hidden layers and one output layer for Clus-
ter 1 with hidden layers consisting of 80, 80 and
40 nodes respectively. The input of these classi-
fication models are words in each clusters. The
activation function of hidden units is the sigmoid
function which is traditionally used in nonlinear
neural networks. Furthermore, higher number of
parameters in neural networks generally makes pa-
rameter estimation much more difficult. There-
fore, it is inefficient to start training of deep neu-
ral networks from random initial weight and bias
values. We incorporate Restricted Boltzmann Ma-
chines (RBM) to pre-train the network and find
good initial weights for training deep belief net-
works (Le Roux and Bengio, 2008).

Let Di be a DBN model for cluster Ci. The
hidden layers of each Di are first trained as
RBMs using unlabeled inputs. We use Contrastive
Divergence-1 (CD-1) algorithm to obtain samples
after 1-step Gibbs sampling (Hinton, 2002). CD-

1 allows accurate estimation of gradient’s direc-
tion and minimize reconstruction error. Due to this
pre-training, Di learns an identity function with
same desired output as the original input. Further-
more, it enhances the robustness of Di by learning
feature representations of the Arabic words before
the final supervised learning stage.

Subsequently, the pre-trained DBN network is
fine-tuned by vanilla back-propagation with la-
beled segments as the input layer. Figure 2 gives
the abstract structure of final resulting D1 after
tuning and is also used for identification for clus-
terC1. If a new document is added for text catego-
rization then we find it’s nearest neighbor cluster
and use the deep learning model specific to that
cluster. Finally, we plot the network graphs of the
extracted cluster words for visualization of the as-
sociation of these words.

4 Experimental Results
We evaluate our three-stage technique using
two popular datasets previously used in Arabic
text categorization: 10,000 documents from Al-
Jazeera news website (http://www.aljazeera.net)
and 6,000 Saudi Press Agency (Al-Harbi et al.,
2008) documents. The results are reported using
10-fold cross validation. Our proposed method
achieves a precision of 91.2% and recall of 90.9%
giving F-measure of 91.02%.

Clustering is performed on a set consisting of
the total 12,000 documents, randomly sampled
from separately from Al-Jazeera and Saudi Press
Agency. We further ran deep learning on each
of these clusters and extracted network graphs.
Two example networks are presented in Figure 3
and 4. We compare our results with existing ap-
proaches in Table 1. We can see that our tech-
nique improves substantially on the previous pub-
lished works. Furthermore, it is capable to catego-
rize different diacritics by using clusters based on
root-words. Most misclassified cases in our algo-
rithm due to random outliers and/or mix categories
in a document. An example of a random outlier
are some recent words which are not influenced by
root-words. This can be further improved by using
a larger dataset in future works and using new dis-
criminative features for clustering and deep learn-
ing.

5 Conclusion and Future Work

This paper presents a novel three-stage technique
for Arabic text categorization using a combina-
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Table 1: Performance of our algorithm on Al-Jazeera Dataset

Technique Precision Recall Root-words based? Robust to Diacritcs?
Naive Bayes (El-Kourdi et al., 2004) 62.6% 57.4% No No

SVM (Hmeidi et al.,2008) 71.2% 66.7% No No
kNN (Mohammad AH et al., 2016) 83.0% 80.2% No No

Ours 91.2% 90.9% Yes Yes

Figure 3: Network of a document’s words from
Cluster 1

Figure 4: Network of a document’s words from
Cluster 2

tion of clustering and deep learning. We lever-
age the influence of root-words in Arabic to ex-
tract the features. Our technique is robust against
different diacritics and complex morphology of
Semitic languages. Furthermore, this procedure
can be extended to Persian and Semitic languages
like Hebrew which heavily depend on root-words.
Future work includes extracting more discrimina-
tive features of root-words using deep learning
and improving training of our models using larger
datasets. We also plan to explore other Arabic
morphologies like lemmas used in Arabic depen-
dency parsing (Marton et al., 2003).
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