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Abstract

This tutorial discusses a framework for in-
cremental left-to-right structured predica-
tion, which makes use of global discrimi-
native learning and beam-search decoding.
The method has been applied to a wide
range of NLP tasks in recent years, and
achieved competitive accuracies and effi-
ciencies. We give an introduction to the
algorithms and efficient implementations,
and discuss their applications to a range of
NLP tasks.

1 Introduction

This tutorial discusses a framework of online
global discriminative learning and beam-search
decoding for syntactic processing (Zhang and
Clark, 2011b), which has recently been applied
to a wide variety of natural language processing
(NLP) tasks, including word segmentation (Zhang
and Clark, 2007), dependency parsing (Zhang and
Clark, 2008b; Huang and Sagae, 2010; Zhang and
Nivre, 2011; Bohnet and Kuhn, 2012), context
free grammar (CFG) parsing (Collins and Roark,
2004; Zhang and Clark, 2009; Zhu et al., 2013),
combinational categorial grammar (CCG) parsing
(Zhang and Clark, 2011a; Xu et al., 2014) and
machine translation (Liu, 2013), achieving state-
of-the-art accuracies and efficiencies. In addition,
due to its high efficiencies, it has also been ap-
plied to a range of joint structural problems, such
as joint segmentation and POS-tagging (Zhang
and Clark, 2008a; Zhang and Clark, 2010), joint
POS-tagging and dependency parsing (Hatori et
al., 2011; Bohnet and Nivre, 2012), joint mor-
phological analysis, POS-tagging and dependency
parsing (Bohnet et al., 2013), and joint segmenta-
tion, POS-tagging and parsing (Zhang et al., 2013;
Zhang et al., 2014).

In addition to the aforementioned tasks, the
framework can be applied to all structural pre-

diction tasks for which the output can be con-
structed using an incremental process. The advan-
tage of this framework is two-fold. First, beam-
search enables highly efficient decoding, which
typically has linear time complexity, depending on
the incremental process. Second, free from DP-
style constraints and Markov-style independence
assumptions, the framework allows arbitrary fea-
tures to be defined to capture structural patterns.
In addition to feature advantages, the high accura-
cies of this framework are also enabled by direct
interactions between learning and search (Daumé
III and Marcu, 2005; Huang et al., 2012; Zhang
and Nivre, 2012).

2 Tutorial Overview

In this tutorial, we make an introduction to the
framework, illustrating how it can be applied to
a range of NLP problems, giving theoretical dis-
cussions and demonstrating a software implemen-
tation. We start with a detailed introduction of
the framework, describing the averaged percep-
tron algorithm (Collins, 2002) and its efficient im-
plementation issues (Zhang and Clark, 2007), as
well as beam-search and the early-update strategy
(Collins and Roark, 2004). We then illustrate how
the framework can be applied to NLP tasks, in-
cluding word segmentation, joint segmentation &
POS-tagging, labeled and unlabeled dependency
parsing, joint POS-tagging and dependency pars-
ing, CFG parsing, CCG parsing, and joint segmen-
tation, POS-tagging and parsing. In each case, we
illustrate how the task is turned into an incremen-
tal left-to-right output-building process, and how
rich features are defined to give competitive accu-
racies. These examples can serve as guidance in
applying the framework to other structural predic-
tion tasks.

In the second part of the tutorial, we give
some analysis on why the framework is effective.
We discuss several alternative learning algorithms,13



and compare beam-search with greedy search on
dependency parsing. We show that accuracy bene-
fits from interaction between learning and search.
Finally, the tutorial concludes with an introduction
to ZPar, an open source toolkit that provides op-
timized C++ implementations of of all the above
tasks.

3 Outline

1 Introduction (0.5 hours)
1.1 An overview of the syntactic processing

framework and its applications
1.2 An introduction to the beam-search

framework and comparison to dynamic
programming

1.3 Algorithm in details
1.3.1 Online discriminative learning using

the perceptron
1.3.2 Beam-search decoding
1.3.3 The integrated framework

2 Applications (1.25 hours)
2.1 Overview
2.2 Word segmentation
2.3 Joint segmentation and POS-tagging
2.4 Dependency parsing
2.5 Context free grammar parsing
2.6 Combinatory categorial grammar pars-

ing
2.7 Joint segmentation, POS-tagging and

parsing
3 Analysis of the framework (0.75 hours)

3.1 The influence of global learning
3.2 The influence of beam-search
3.3 Benefits from the combination
3.4 Related discussions

4 The ZPar software tool (0.5 hours)

4 About the Presenters

Yue Zhang is an Assistant Professor at Singapore
University of Technology and Design (SUTD).
Before joining SUTD in 2012, he worked as a
postdoctoral research associate at University of
Cambridge. He received his PhD and MSc degrees
from University of Oxford, and undergraduate de-
gree from Tsinghua University, China. Dr Zhang’s
research interest includes natural language pars-
ing, natural language generation, machine trans-
lation and machine learning.

Meishan Zhang is a fifth-year Phd candidate at
Research Center for Social Computing and Infor-
mation Retrieval, Harbin Institute of Technology,
China (HIT-SCIR). His research interest includes
Chinese morphological and syntactic parsing, se-
mantic representation and parsing, joint modelling
and machine learning.

Ting Liu is a professor at HIT-SCIR. His re-
search interest includes social computing, infor-
mation retrieval and natural language processing.

References
Bernd Bohnet and Jonas Kuhn. 2012. The best of

bothworlds – a graph-based completion model for
transition-based parsers. In Proceedings of EACL,
pages 77–87, Avignon, France, April. Association
for Computational Linguistics.

Bernd Bohnet and Joakim Nivre. 2012. A transition-
based system for joint part-of-speech tagging and la-
beled non-projective dependency parsing. In Pro-
ceedings of EMNLP, pages 1455–1465, Jeju Island,
Korea, July. Association for Computational Linguis-
tics.

Bernd Bohnet, Joakim Nivre, Igor Boguslavsky,
Richard Farkas, Filip Ginter, and Jan Hajic. 2013.
Joint morphological and syntactic analysis for richly
inflected languages. Transactions of the Association
for Computational Linguistics, 1:415–428.

Michael Collins and Brian Roark. 2004. Incremental
parsing with the perceptron algorithm. In Proceed-
ings of ACL 2004, Main Volume, pages 111–118,
Barcelona, Spain, July.

Michael Collins. 2002. Discriminative training meth-
ods for hidden markov models: Theory and experi-
ments with perceptron algorithms. In Proceedings
of EMNLP, pages 1–8. Association for Computa-
tional Linguistics, July.
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