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Abstract

We investigate the problem of ordering med-
ical events in unstructured clinical narratives
by learning to rank them based on their time
of occurrence. We represent each medical
event as a time duration, with a correspond-
ing start and stop, and learn to rank the
starts/stops based on their proximity to the ad-
mission date. Such a representation allows us
to learn all of Allen’s temporal relations be-
tween medical events. Interestingly, we ob-
serve that this methodology performs better
than a classification-based approach for this
domain, but worse on the relationships found
in the Timebank corpus. This finding has im-
portant implications for styles of data repre-
sentation and resources used for temporal re-
lation learning: clinical narratives may have
different language attributes corresponding to
temporal ordering relative to Timebank, im-
plying that the field may need to look at a
wider range of domains to fully understand the
nature of temporal ordering.

1 Introduction

There has been considerable research on learning
temporal relations between events in natural lan-
guage. Most learning problems try to classify event
pairs as related by one of Allen’s temporal rela-
tions (Allen, 1981) i.e., before, simultaneous, in-
cludes/during, overlaps, begins/starts, ends/finishes
and their inverses (Mani et al., 2006). The Timebank
corpus, widely used for temporal relation learning,
consists of newswire text annotated for events, tem-
poral expressions, and temporal relations between
events using TimeML (Pustejovsky et al., 2003). In
Timebank, the notion of an “event” primarily con-
sists of verbs or phrases that denote change in state.

However, there may be a need to rethink how we
learn temporal relations between events in different
domains. Timebank, its features, and established
learning techniques like classification, may not work
optimally in many real-world problems where tem-
poral relation learning is of great importance.

We study the problem of learning temporal rela-
tions between medical events in clinical text. The
idea of a medical “event” in clinical text is very dif-
ferent from events in Timebank. Medical events
are temporally-associated concepts in clinical text
that describe a medical condition affecting the pa-
tient’s health, or procedures performed on a patient.
Learning to temporally order events in clinical text
is fundamental to understanding patient narratives
and key to applications such as longitudinal studies,
question answering, document summarization and
information retrieval with temporal constraints. We
propose learning temporal relations between medi-
cal events found in clinical narratives by learning to
rank them. This is achieved by representing medical
events as time durations with starts and stops and
ranking them based on their proximity to the admis-
sion date.1 This implicitly allows us to learn all of
Allen’s temporal relations between medical events.

In this paper, we establish the need to rethink
the methods and resources used in temporal re-
lation learning, as we demonstrate that the re-
sources widely used for learning temporal relations
in newswire text do not work on clinical text. When
we model the temporal ordering problem in clinical
text as a ranking problem, we empirically show that
it outperforms classification; we perform similar ex-
periments with Timebank and observe the opposite
conclusion (classification outperforms ranking).

1The admission date is the only explicit date always present
in each clinical narrative.
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e1 before e2 e1 equals e2
e1.start e1.start; e2.start
e1.stop e1.stop; e2.stop
e2.start
e2.stop
e1 overlaps with e2 e1 starts e2
e1.start e1.start; e2.start
e2.start e1.stop
e1.stop e2.stop
e2.stop
e2 during e1 e2 finishes e1
e1.start e1.start
e2.start e2.start
e2.stop e1.stop; e2.stop
e1.stop

Table 1: Allen’s temporal relations between medical
events can be realized by ordering the starts and stops

2 Related Work
The Timebank corpus provides hand-tagged fea-
tures, including tense, aspect, modality, polarity and
event class. There have been significant efforts
in machine learning of temporal relations between
events using these features and a wide range of other
features extracted from the Timebank corpus (Mani
et al., 2006; Chambers et al., 2007; Lapata and Las-
carides, 2011). The SemEval/TempEval (Verhagen
et al., 2009) challenges have often focused on tem-
poral relation learning between different types of
events from Timebank. Zhou and Hripcsak (2007)
provide a comprehensive survey of temporal reason-
ing with clinical data. There has also been some
work in generating annotated corpora of clinical text
for temporal relation learning (Roberts et al., 2008;
Savova et al., 2009). However, none of these cor-
pora are freely available. Zhou et al. (2006) propose
a Temporal Constraint Structure (TCS) for medical
events in discharge summaries. They use rule-based
methods to induce this structure.

We demonstrate the need to rethink resources,
features and methods of learning temporal relations
between events in different domains with the help of
experiments in learning temporal relations in clini-
cal text. Specifically, we observe that we get better
results in learning to rank chains of medical events
to derive temporal relations (and their inverses) than
learning a classifier for the same task.

The problem of learning to rank from examples
has gained significant interest in the machine learn-
ing community, with important similarities and dif-
ferences with the problems of regression and clas-
sification (Joachims et al., 2007). The joint cumu-
lative distribution of many variables arises in prob-

HISTORY PHYSICAL                                                                DATE: 09/01/2007  

NAME: Smith Daniel T                                                          MR#: XXX-XX-XXXX  

ATTENDING PHYSICIAN: John Payne MD                           DOB: 03/10/1940  

HISTORY OF PRESENT ILLNESS  

The patient is a 67-year-old Caucasian male with a history of paresis secondary to back  

injury who is bedridden status post colostomy and PEG tube who was brought by EMS with  

a history of fever. The patient gives a history of fever on and off associated with chills for 

the last 1 month. He does give a history of decubitus ulcer on the back but his main  

complaint is fever associated with epigastric discomfort.  

PAST MEDICAL HISTORY  

Significant for polymicrobial infection in the blood as well as in the urine in July 2007 history  

of back injury with paraparesis. He is status post PEG tube and colostomy tube.  

REVIEW OF SYSTEMS  

Positive for decubitus ulcer. No cough. There is fever. No shortness of breath.  

PHYSICAL EXAMINATION  

On physical exam the patient is a debilitated malnourished gentleman in mild distress.  

Abdomen showed PEG tube with discharging pus and there are multiple scars one in the  

midline. It had a healing wound. Bowel sounds were present. Extremities revealed pain and  

atrophied muscles in the lower extremities with decubitus ulcer which had a transparent  

bandage in the decubitus area which was stage 2-3. CNS - The patient is alert and awake x3.  

There was good power in both upper extremities. Cranial nerves II-XII grossly intact.  

Figure 1: Excerpt from a sanitized clinical narrative (history &
physical report) with medical events underlined.

lems of learning to rank objects in information re-
trieval and various other domains. To the best of our
understanding, there have been no previous attempts
to learn temporal relations between events using a
ranking approach.

3 Representation of Medical Events (MEs)
Clinical narratives contain unstructured text describ-
ing various MEs including conditions, diagnoses
and tests in the history of a patient, along with
some information on when they occurred. Much of
the temporal information in clinical text is implicit
and embedded in relative temporal relations between
MEs. A sample excerpt from a note is shown in
Figure 1. MEs are temporally related both qualita-
tively (e.g., paresis before colostomy) and quantita-
tively (e.g. chills 1 month before admission). Rela-
tive time may be more prevalent than absolute time
(e.g., last 1 month, post colostomy rather than on
July 2007). Temporal expressions may also be fuzzy
where history may refer to an event 1 year ago or 3
months ago. The relationship between MEs and time
is complicated. MEs could be recurring or continu-
ous vs. discrete date or time, such as fever vs. blood
in urine. Some are long lasting vs. short-lived, such
as cancer, leukemia vs. palpitations.

We represent MEs of any type of in terms of their
time duration. The idea of time duration based rep-
resentation for MEs is in the same spirit as TCS
(Zhou et al., 2006). We break every ME me into
me.start and me.stop. Given the ranking of all starts
and stops, we can now compose every one of Allen’s
temporal relations (Allen, 1981). If it is clear from
context that only the start or stop of a ME can be de-
termined, then only that is considered. For instance,
“history of paresis secondary to back injury who is
bedridden status post colostomy” indicates the start
of paresis is in the past history of the patient prior
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to colostomy. We only know about paresis.start rel-
ative to other MEs and may not be able determine
paresis.stop. For recurring and continuous events
like chills and fever, if the time period of recurrence
is continuous (last 1 month), we consider it to be
the time duration of the event. If not continuous, we
consider separate instances of the ME. For MEs that
are associated with a fixed date or time, the start and
stop are assumed to be the same (e.g., polymicrobial
infection in the blood as well as in the urine in July
2007). In case of negated events like no cough, we
consider cough as the ME with a negative polarity.
Its start and stop time are assumed to be the same.
Polarity allows us to identify events that actually oc-
curred in the patient’s history.

4 Ranking Model and Experiments
Given a patient with multiple clinical narratives, our
objective is to induce a partial temporal ordering of
all medical events in each clinical narrative based on
their proximity to a reference date (admission).

The training data consists of medical event (ME)
chains, where each chain consists of an instance of
the start or stop of a ME belonging to the same clin-
ical narrative along with a rank. The assumption is
that the MEs in the same narrative are more or less
semantically related by virtue of narrative discourse
structure and are hence considered part of the same
ME chain. The rank assigned to an instance indi-
cates the temporal order of the event instance in the
chain. Multiple MEs could occupy the same rank.
Based on the rank of the starts and stops of event
instances relative to other event instances, the tem-
poral relations between them can be derived as indi-
cated in Table 1. Our corpus for ranking consisted
of 47 clinical narratives obtained from the medical
center and annotated with MEs, temporal expres-
sions, relations and event chains. The annotation
agreement across our team of annotators is high; all
annotators agreed on 89.5% of the events and our
overall inter-annotator Cohen’s kappa statistic (Con-
ger, 1980) for MEs was 0.865. Thus, we extracted
47 ME chains across 4 patients. The distribution of
MEs across event chains and chains across patients
(p) is as as follows. p1 had 5 chains with 68 MEs,
p2 had 9 chains with 90 MEs, p3 had 20 chains with
119 MEs and p4 had 13 chains with 82 MEs. The
distribution of chains across different types of clin-
ical narratives is shown in Figure 2. We construct
a vector of features, from the manually annotated
corpus, for each medical event instance. Although
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Figure 2: Distribution of the 47 medical event chains derived
from discharge summaries, history and physical reports, pathol-
ogy and radiology notes across the 4 patients.

there is no real query in our set up, the admission
date for each chain can be thought of as the query
“date” and the MEs are ordered based on how close
or far they are from each other and the admission
date. The features extracted for each ME include
the the type of clinical narrative, section informa-
tion, ME polarity, position of the medical concept
in the narrative and verb pattern. We extract tempo-
ral expressions linked to the ME like history, before
admission, past, during examination, on discharge,
after discharge, on admission. Temporal references
to specific times like next day, previously are re-
solved and included in the feature set. We also ex-
tract features from each temporal expression indicat-
ing its closeness to the admission date. Differences
between each explicit date in the narrative is also
extracted. The UMLS(Bodenreider, 2004) semantic
category of each medical concept is also included
based on the intuition that MEs of a certain semantic
group may occur closer to admission. We tried using
features like the tense of ME or the verb preceding
the ME (if any), POS tag in ranking. We found no
improvement in accuracy upon their inclusion.

In addition to the above features, we also anchor
each ME to a coarse time-bin and use that as a fea-
ture in ranking. We define the following sequence
of time-bins centered around admission, {way be-
fore admission, before admission, on admission, af-
ter admission, after discharge}. The time-bins are
learned using a linear-chain CRF,2 where the obser-
vation sequence is MEs in the order in which they
appear in a clinical narrative, and the state sequence
is the corresponding label sequence of time-bins.

We ran ranking experiments using SVM-rank
(Joachims, 2006), and based on the ranking score
assigned to each start/stop instance, we derive the
relative temporal order of MEs in a chain.3 This in
turn allows us to infer temporal relations between

2http://mallet.cs.umass.edu/sequences.php
3In evaluating simultaneous, ±0.05 difference in ranking

score of starts/stops of MEs is counted as a match.
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Relation Clinical Text Timebank
Ranking Classifier Ranking Classifier

begins 81.21 73.34 52.63 58.82
ends 76.33 69.85 61.32 82.87
simulatenous 85.45 71.31 50.23 56.58
includes 83.67 74.20 59.56 60.65
before 88.3 77.14 61.34 70.38

Table 2: Per-class accuracy (%) for ranking, classification on
clinical text and Timebank. We merge class ibefore into before.

all MEs in a chain. The ranking error on the test set
is 28.2%. On introducing the time-bin feature, the
ranking error drops to 16.8%. The overall accuracy
of ranking MEs on including the time-bin feature
is 82.16%. Each learned relation is now compared
with the pairwise classification of temporal relations
between MEs. We train a SVM classifier (Joachims,
1999) with an RBF kernel for pairwise classification
of temporal relations. The average classification ac-
curacy for clinical text using the same feature set is
71.33%. We used Timebank (v1.1) for evaluation,
186 newswire documents with 3345 event pairs. We
traverse transitive relations between events in Time-
bank, increasing the number of event-event links
to 6750 and create chains of related events to be
ranked. Classification works better on Timebank, re-
sulting in an overall accuracy of 63.88%, but rank-
ing gives only 55.41% accuracy. All classification
and ranking results from 10-fold cross validation are
presented in Table 2.
5 Discussion
In ranking, the objective of learning is formalized
as minimizing the fraction of swapped pairs over all
rankings. This model is well suited to the features
that are available in clinical text. The assumption
that all MEs in a clinical narrative are temporally re-
lated allows us to totally order events within each
narrative. This works because a clinical narrative
usually has a single protagonist, the patient. This as-
sumption, along with the availability of a fixed refer-
ence date in each narrative, allows us to effectively
extract features that work in ranking MEs. How-
ever, this assumption does not hold in newswire text:
there tend to be multiple protagonists, and it may be
possible to totally order only events that are linked to
the same protagonist. Ranking implicitly allows us
to learn the transitive relations between MEs in the
chain. Ranking ME starts/ stops captures relations
like includes and begins much better than classifi-
cation, primarily because of the date difference and
time-bin difference features. However, the hand-
tagged features available in Timebank are not suited

for this kind of model. The features work well with
classification but are not sufficiently informative to
learn time durations using our proposed event repre-
sentation in a ranking model. Features like “tense”
that are used for temporal relation learning in Time-
bank are not very useful in ME ordering. Tense
is a temporal linguistic quality expressing the time
at, or during which a state or action denoted by a
verb occurs. In most cases, MEs are not verbs (e.g.,
colostomy). Even if we consider verbs co-occurring
with MEs, they are not always accurately reflective
of the MEs’ temporal nature. Moreover, in discharge
summaries, almost all MEs or co-occurring verbs
are in the past tense (before the discharge date). This
is complicated by the fact that the reference time/
ME with respect to which the tense of the verb is
expressed is not always clear. Based on the type of
clinical narrative, when it was generated, the refer-
ence date for the tense of the verb could be in the
patient’s history, admission, discharge, or an inter-
mediate date between admission and discharge. For
similar reasons, features like POS and aspect are not
very informative in ordering MEs. Moreover, fea-
tures like aspect require annotators with not only a
clinical background but also some expert knowledge
in linguistics, which is not feasible.

6 Conclusions
Representing and reasoning with temporal informa-
tion in unstructured text is crucial to the field of natu-
ral language processing and biomedical informatics.
We presented a study on learning to rank medical
events. Temporally ordering medical events allows
us to induce a partial order of medical events over
the patient’s history. We noted many differences be-
tween learning temporal relations in clinical text and
Timebank. The ranking experiments on clinical text
yield better performance than classification, whereas
the performance is the exact opposite in Timebank.
Based on experiments in two very different domains,
we demonstrate the need to rethink the resources and
methods for temporal relation learning.
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