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Abstract

Neuropsychological examinations are an im-
portant screening tool for the presence of cog-
nitive conditions (e.g. Alzheimer’s, Parkin-
son’s Disease), and require a trained tester to
conduct the exam through spoken interactions
with the subject. While audio is relatively
easy to record, it remains a challenge to auto-
matically diarize (who spoke when?), decode
(what did they say?), and assess a subject’s
cognitive health. This paper demonstrates a
method to determine the cognitive health (im-
paired or not) of 92 subjects, from audio that
was diarized using an automatic speech recog-
nition system trained on TED talks and on the
structured language used by testers and sub-
jects. Using leave-one-out cross validation
and logistic regression modeling we show that
even with noisily decoded data (81% WER)
we can still perform accurate enough diariza-
tion (0.02 % confusion rate) to determine the
cognitive state of a subject (0.76 AUC).

1 Introduction

Cognitive impairment is a decline in mental abil-
ities that is severe enough to interfere with daily
life (Nussbaum and Ellis, 2003). Such conditions
are particularly debilitating, with costs of up to
$200 billion in the USA alone (Prince et al., 2011;
Leifer, 2003; Alzheimers, 2015), and come second
only to spinal-cord injuries and terminal cancer in
the severity of their effects (Organization, 2003;
Ferri et al., 2006).

Several methods exist to screen for cognitive
conditions (e.g. Alzheimer’s, Parkinson’s), rang-
ing from laboratory measures to brain imaging
scans (Quadri et al., 2004; Van Himbergen et al.,
2012), with the baseline being set by neuropsy-
chological examinations. These exams are com-
posed of multiple components that measure a spe-
cific domain of cognition such as: thinking, recall,

speech, and physical movement. Each exam com-
ponent is assigned a score by the tester according
to the established rubric. While this exam can be
comprehensive, there is an additional dimension
of information that can be passively recorded - the
audio of the spoken interactions. Utilizing such
data would allow for the identification of spoken
language biomarkers of cognitive impairment.

However, with richer information comes addi-
tional complexity (Fitch et al., 2016). The appli-
cation of automatic speech processing technolo-
gies to medical domains requires a pipeline with
multiple stages. Such a system requires audio
pre-processing to locate speech and speaker seg-
ments (i.e. diarization) (Anguera et al., 2012), the
transcription of spoken utterances (Besacier et al.,
2014), and feature representation and modeling of
the speaker’s latent condition to determine disease
biomarkers for classification purposes (Cummins
et al., 2015).

Research in this domain can be categorized
into two areas. First is the utilization of acous-
tic and linguistic information to perform speaker
diarization and verification using standard cor-
pora (e.g. Switchboard, NIST) (Stolcke et al.,
2006; Reynolds et al., 2003). The second category
of work seeks to evaluate speech and language
biomarkers for the detection of cognitive impair-
ment utilizing measures such as speaking rate,
pauses, n-grams, and Word Error Rates (WERs)
(Pakhomov et al., 2010; Lehr et al., 2012; Fraser
et al., 2014; Pakhomov and Hemmy, 2014; Vincze
et al., 2016), as well as Automatic Speech Recog-
nition (ASR) for phonetic alignment and acoustic
feature extraction (Tóth et al., 2015). However,
systems from the speech community are devel-
oped using well-curated data with healthy speak-
ers, while the clinical community develops sys-
tems using manually transcribed data, with some
exceptions (Tóth et al., 2015; Weiner et al., 2016).
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Our paper seeks to bridge the two areas by au-
tomating data curation for clinical use.

We hypothesize that it is possible to automate
data curation for clinical use by conditioning on
speaker roles, because speakers (subject/tester)
during neuropsychological exams have different
word usage and speaking patterns due to the ques-
tion and answer nature of the evaluation. We
also hypothesize that not all segments of the exam
will be equally valuable in evaluating for cognitive
conditions, due to potential confusion between
speakers when automatically annotating speaker
segments, polluting the features used for model-
ing cognitive conditions.

Our study differentiates itself from prior work
by combining speaker-specific language modeling
and ASR for speaker diarization, with the ulti-
mate goal of assessing the cognitive condition of
the subjects using the acoustic information con-
tained in the hypothesized (and less than ideal)
segments. This is an extension of work by Alhanai
et al. that used gold standard speaker segmenta-
tions and transcriptions to evaluate cognitive out-
comes. Further details on feature selection, mod-
eling, and the relation to previous work in that do-
main are described in (Alhanai et al., 2017). This
approach captures real-world scenarios where au-
tomatically diarized and transcribed data may not
be at human parity but its usage is necessary for
deploying screening technologies at scale. More-
over, audio recordings are often sub-optimal, us-
ing digital recorders on a desk, which is the case
of the data used in this study. Therefore the ability
to detect cognitive conditions must accommodate
the presence of noisy data, of which we sought to
evaluate.

1.1 Objectives

Our objectives were to (1) automatically extract
and identify segments of speech that were most
likely to belong to the subject, and (2) to evalu-
ate the type of segments that were most predictive
of a subject’s cognitive condition.

2 Methods

2.1 Data

The data used in this work was collected from the
Framingham Heart Study, an on-going longitudi-
nal population study of 15,447 subjects from 1948
to the present (Mahmood et al., 2014). Since 1999
a subset of subjects have undergone neuropsycho-

logical examinations (Satizabal et al., 2016), and
as of 2005, it became standard to record audio of
these examinations. The neuropsychological ex-
aminations include multiple components to assess
memory, attention, executive function, language,
reasoning, visuoperceptual skills, and premorbid
intelligence. All participants provided written in-
formed consent, with study protocols and consent
forms approved by the institutional review board
at the Boston University Medical Center.

Our study used 92 mono-channel audio record-
ings of neuropsychological examinations that had
available text transcripts. The exams were com-
posed of several tests measuring memory, recall,
logical and thinking. Further details and a full ex-
ample are found in (Satizabal et al., 2016). The
recordings were on average, 65 minutes in dura-
tion, contained 2,496 words, with a vocabulary
size of 527 words.

Transcripts for each audio file were generated
manually. Transcribers were instructed to include
timestamps for each speaker turn (subject/tester),
indicate who spoke when, transcribe speech ortho-
graphically (e.g. nineteen dollars instead of $19),
include tags to highlight moments such as filled
pauses (<um>), and to insert punctuation.

2.2 Outcome of Interest

Our overarching goal was to determine whether
the subject being evaluated was cognitively im-
paired, but we also needed to determine who spoke
when (subject or tester). To this end, we modeled
two levels of outcomes. Our first outcome of in-
terest was a binary indicator of the speaker type
(subject or tester), with the subject coded as 1.

Our second outcome of interest was a binary
indicator of cognitive impairment, with impair-
ment coded as 1. We labeled subjects as cogni-
tively impaired if the date of impairment (as con-
cluded by the dementia diagnostic review panel
(Seshadri et al., 2006) was on or before the date
of the neuropsychological examination where the
audio recording took place. Using this criteria, 21
subjects (22.8%) were cognitively impaired. Ten
of these subjects had a severity rating less than
mild, six were mild, five were moderate, and none
were severe . Fourteen subject were diagnosed as
having Alzheimer’s disease using the NINCDS-
ADRDA criteria (McKhann et al., 2011), and
five were diagnosed with Vascular dementia based
on the NINCDS-AIRENS criteria (Román et al.,
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1993).

2.3 Model Choice and Evaluation Metrics

To evaluate speaker diarization we used the Di-
arization Error Rate (DER) metric, as well as
the percentage of speech classified as non-speech
(Miss), the percentage of non-speech classified
as speech (False Alarm), and the percentage of
speech misclassified as belonging to the other
speaker (Confusion Rate) (Tranter and Reynolds,
2006). We used a time-based diarization ap-
proach, ignoring segments less than 250ms in du-
ration. To evaluate the performance of the ASR
system we used the Word Error Rate (WER) met-
ric. Given the importance of model interpretability
for detecting spoken language biomarkers, logis-
tic regression was chosen as our modeling frame-
work. The evaluation metrics we used for detect-
ing cognitive impairment was the Area Under the
Receiver Operating Characteristic Curve (AUC)
which has the advantage of evaluating model per-
formance across the whole range of probability
cutoffs, rather than a single point estimate such as
accuracy or F1 score (Huang and Ling, 2005). To
assess the generalizability and robustness of our
modeling techniques, we performed leave-one-out
cross-validation.

3 Experiment 1: Speaker ID from Text

We first investigated the language patterns of
speakers to determine whether a subject or tester
was speaking (i.e., a 2 class problem). We started
with the segmentation from the speaker turns la-
beled in the transcripts. We trained a trigram lan-
guage model with Knesser Ney discounting for
each speaker type. The language models were
then used to generate the language perplexity of
the spoken (text) segment. The training and test-
ing was performed with leave-one-out validation
(i.e. 92 folds, one fold for each of the 92 subject-
tester interactions). Six features were used in the
logistic regression model:

• OOV-rate (x2): The Out-of-Vocabulary rate
of the subjects’ and testers’ vocabulary (from
their respective training sets).

• Perplexity (x2): The language model per-
plexity for the subjects and testers.

• Perplexity sans <s> (x2): The language
model perplexity for the subjects and testers,

excluding the start and end of sentence tags
(<s>,</s>).

This resulted in a classification accuracy of 84%
(±0.06), and an AUC of 0.93 (±0.07) These re-
sults motivated further investigation into classify-
ing speakers from the audio directly.

4 Experiment 2: Speaker ID from ASR

For this experiment, we decoded the audio using
an Automatic Speech Recognition (ASR) system
with a language model trained on each speaker
(subject/tester), and an acoustic model trained on
the TEDLIUM corpus. Each component of the
ASR system was developed as follows:

• Acoustic Model: The TEDLIUM corpus
contains over 1,400 audio recordings and text
transcription of TED talks, for a total of 120
hours of data and 1.7M words (Rousseau
et al., 2012). Using this corpus, we trained
the acoustic model as a feedforward Neu-
ral Network (6 layers x 2048 hidden units)
with the Minimum Bayes Risk (MBR) cri-
terion using 40 mel filterbank features, via
the Kaldi speech recognition toolkit using the
‘s5’ TEDLIUM recipe (Povey et al., 2011;
Rousseau et al., 2012).

• Language Model: A tri-gram language
model was trained for each of the speaker and
tester using the SRILM toolkit (Stolcke et al.,
2002).

• Lexicon: We generated the word pronuncia-
tions using the LOGIOS lexical tool1.

We decoded the audio in three ways:

1. Oracle: A language model was trained
across all 92 transcripts, and utterances were
segmented according to manually generated
speaker turns.

2. Leave-one-out: A language model was
trained on all transcripts excluding the tran-
script of the audio being decoded. Utterances
were segmented according to manually gen-
erated speaker turns.

3. Leave-one-out + automatic segmentation:
A language model was trained on all tran-
scripts excluding the transcript of the audio

1http://www.speech.cs.cmu.edu/tools/
lextool.html
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being decoded. Utterances were not seg-
mented by speaker turns, the full audio was
decoded as a single segment.

The results are displayed in Table 4. Our Oracle
system performed with a WER of 66.7%, while
decoding without language modeling information
(of the audio being decoded) resulted in a WER of
68.6%. This relatively small difference in perfor-
mance (68.6% vs. 66.7%) indicated that the lan-
guage usage across the audio recordings was con-
sistent.

We also compared the Diariziation Error Rate
(DER) across the different setups (Table 4). This
helped us evaluate how well a speaker could
be identified given various levels of information
about the underlying segments being decoded.

ALL SEGMENTS

Oracle Loocv Loocv
auto seg.

WER (%) 66.7 68.6 81.3
DER (%) 35.8 (± 5.9) 37.2 (± 5.5) 40.5 (± 05.4)

Miss 00.2 (± 0.4) 00.2 (± 0.4) 00.2 (± 15.3)
False Alarm 03.9 (± 1.2) 04.1 (± 1.3) 03.7 (± 01.3)
Confusion 31.7 (± 5.9) 32.9 (± 5.5) 36.7 (± 05.3)

Cognitive ID
AUC 0.72 0.70 0.68

OPTIMUM SEGMENTS
95% subj.

& 10+ words
Top 9

longest
DER (%) - 98.2 (± 1.6) 99.9 (± 0.2)

Miss - 97.9 (± 2.1) 99.9 (± 0.4)
False Alarm - 00.0 (± 0.0) 00.0 (± 0.0)
Confusion - 00.3 (± 0.6) 0.02 (± 0.2)

Cognitive ID
AUC - 0.75 0.76

Table 1: ASR, Speaker ID, and Cognitive ID

5 Experiment 3: Cognitive ID

Using the classified speaker segments, we were
interested in determining the subject’s cognitive
condition (impaired or not). We modeled each
segment using logistic regression and 220 acoustic
features capturing prosody (pitch, zero-crossing
rate, jitter, harmonic-to-noise ration) and energy
in the speech (energy, spectral energy, shimmer).
Full details on the acoustic feature set, and method
for extraction can be found in (Alhanai et al.,
2017). To calculate model performance, we took
the mean predicted probability across all seg-
ments as a single value representing the probabil-
ity of a subject’s cognitive impairment. For this

experiment, we performed leave-one-out cross-
validation.

5.0.1 Speaker Turn Segmentations
For the experimental setup that used segmenta-
tions by speaker turn, we modeled cognitive im-
pairment within a grid search space along two di-
mensions: (a) the total number of words that were
decoded, and (b) by the percentage of words de-
coded that were hypothesized to belong to the sub-
ject. The results of evaluating cognitive impair-
ment in this search space can be viewed in Figure
1. The highest AUC (of 0.75) was found when
modeling with segments that had been decoded
with at least 10 words, and 95% of which were
hypothesized to belong to the subject.
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Figure 1: Cognitive ID Heatmap. Heatmap of Subject
AUC across two thresholds, (y-axis) minimum number
of words decoded, and (x-axis) percentage of words in
a segment classified as the subject’s.

5.0.2 Discarding Speaker Segmentations
For the experimental setup that was decoded with-
out oracle speaker turn segmentation, we first seg-
mented the decoded hypothesis along silences that
were longer than 1.5 seconds, and then segmented
according to the hypothesized speaker. For mod-
eling, we selected the top N longest segments that
were hypothesized to be the subject’s, where N
was evaluated from 1 to 15. 99% of segments hy-
pothesized were under 25 seconds in duration, and
as a pre-processing step we discarded the longest
1% of hypothesized segments, which were many
minutes long and several standard deviations be-
yond the mean (i.e. spurious decodings). The
highest AUC (of 0.76) was found when modeling
the 9 longest segments hypothesized as the sub-
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ject’s. This was an average of 150 seconds (±20
sec) of audio per subject, or 7% of a subject’s total
audio duration.
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Figure 2: Cognitive ID by Number of Segments. Plot
of AUC (y-axis) with respect to the number of seg-
ments per-subject (by descending order of length) used
for modeling their cognitive impairment (x-axis). Red
points indicate best performance (AUC 0.72 and 0.75
for oracle and automatic segmentation systems respec-
tively).

6 Discussion

Utilizing audio recordings of spoken interactions
between subjects and tester, the work in this paper
sought to: (1) automatically extract and identify
segments of speech that were most likely to be-
long to the subject, and (2) to evaluate the type of
segments that were most predictive of a subject’s
cognitive condition.

6.1 Experiment 1: Speaker ID from Text

Our results from the first experiment showed that
language usage between the subject and tester dif-
fered significantly, and that each speaker’s lan-
guage style was consistent across recordings (i.e.
subjects consistently spoke like other subjects,
and testers consistently spoke like other testers).
Therefore, with the availability of highly accurate
transcriptions of the same structure (neuropsy-
chological exams), a highly accurate text-based
speaker diarization can be conducted.

6.2 Experiment 2: Speaker ID from ASR

Our second set of experiments validated the obser-
vation from the previous experiment on language
usage patterns across speaker roles (i.e. subjects

consistently spoke like other subjects, testers con-
sistently spoke like other testers, and subjects and
testers did not speak like each other). Also, seem-
ingly high WERs (between 66.7% and 81.3%) still
contained information that was robust enough for
further usage in diarization and modeling of cog-
nitive impairment.

6.3 Experiment 3: Cognitive ID
Our last experiment showed that it was possible to
perform modeling of cognitive impairment utiliz-
ing automatically segmented subject speaker turns
that was on par with the oracle speaker segmenta-
tion, and that 9 segments was sufficient for evalu-
ation. As shown in Figure 2, we also found that
not all diarization was equal, nor were all seg-
ment lengths equally powerful at modeling sub-
jects’ cognitive state. In the case where no or-
acle segmentation was available, and automatic
segmentation was utilized, longer segments con-
tained information that was more discriminative
(AUC 0.68 vs. 0.76). For the oracle system, the
longest system was the most and equally predic-
tive of cognitive impairment, as all segments taken
together. This highlights that tests that elicited
longer responses allowed for more robust diariza-
tion, were evaluating cognitive performance that
was (via speech) most strongly associated with the
outcome, and/or that longer spoken segments pro-
vided more opportunity to capture patterns associ-
ated with cognitive impairment.

Furthermore, the modeling paradigm we ex-
plored was robust enough that neither the under-
lying neuropsychological test need be explicitly
modeled (Lehr et al., 2012), nor do the features
utilized require word or phone alignments (align-
ments which require accurate transcriptions in or-
der to generate) (Tóth et al., 2015).
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