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A C o m p e t e n c e - B a s e d  T h e o r y  

of  S y n t a c t i c  C l o s u r e  

Mari lyn Ford and Joan W.  Bresnan 

Center for Cognitive Science 
Massachusetts Institute of Technology 
77 Massachusetts Avenue 
Cambridge, Massachusetts 02139 

Ronald Kaplan. 

Xerox Palo Alto Research Center 
3333 Coyote Hill Road 
Palo Alto, California 94304 

Occasional Paper No. 14, 1981, 61 pages. 

Although a sentence may be structurally ambiguous, 
it is often the case that perceivers prefer  one possible 
structural analysis over another.  A particularly inter- 
esting and important  research problem in the develop- 
ment of a theory of sentence perception is to explain 
the structural biases shown in these ambiguous sen- 
tences, since the effects observed reflect the operating 
principles of the human parsing mechanism very di- 
rectly. In this study, we examine syntactic bias effects 
and show that they are a joint function of (i) the lin- 
guistic rules which define the structures of sentences, 
(ii) the predicate argument structures and grammatical 
functions of lexical items, and (iii) a well-defined in- 
te rac t ion  between rule-driven and data-driven analysis 
procedures. The theory that is developed in this study 
directly incorporates the linguistically motivated rules 
of the lexical-functional grammar and so supports the 
competence  hypothesis  in the domain of sentence 
comprehension. 

O n e  A n a l y z e r  for  T h r e e  L a n g u a g e s  

Robert Wi lensky  and Michael  Morgan 

Electronics Research Laboratory 
University of California 
Berkeley, California 94720 

Memorandum No. UCB/ERL M81/67, September 1981, 
62 pages. 

We have been developing a model of natural lan- 
guage use. The primary point of this model is to pro- 
vide a general f ramework in which it is possible to 
conveniently express knowledge about the meaning of 
a language's utterances. Programs for understanding 
and producing natural language based upon this model 
work by interpreting a knowledge base of such facts. 
Thus, improving this knowledge base directly expands 
the language processing abilities of the system without 
any substantial programming effort.  

We have recently tested our model by taking the 
understanding componen t  of our system, called 
P H R A N  (PHRasal  ANalyzer ) ,  which was originally 
writ ten to unders tand English text,  and supplying it 
with knowledge bases for  Spanish and Chinese. While 
we had no theoretical predisposition about what com- 
ponents of this system should be transferable to other  
languages, we found that we were able to encode the 
relevant  knowledge about  these languages using our 
existing representat ional  scheme. Once this was done, 
P H R A N  was able to understand both these languages 
to a substantial extent  without any modification to its 
control  structure. Moreover ,  we encountered no prob- 
lems in describing or processing these languages that 
would suggest serious difficulties in extending the 
system's knowledge bases beyond their current capaci- 
ty. 

NLI :  A R o b u s t  I n t e r f a c e  for  P e r s o n - M a c h i n e  
C o m m u n i c a t i o n  in N a t u r a l  L a n g u a g e  

Giovanni Guida 
Artificial Intelligence Project 
Milan Polytechnic 
Milan, ITALY 

Carlo Tasso 
Istituto di aatematica, 
Informatica e Sistemistica 
Universit& di Udine CISM 
Udine, ITALY 

Internal Report 81-1, July 1981, 40 pages. 

A novel approach to natural language understand- 
ing, called goal oriented parsing, is presented. Such a 
model of comprehens ion  is embedded  in the more 
general f ramework  of interpersonal  communicat ion 
and is applied to the person-machine interaction task. 
It is based on the claim that understanding imperative 
natural  language is strongly dependent  both  on the 
goal of the speaker and on the nature of the hearer. 
This assumption is proved appropriate for the design 
of effective and robust natural language interfaces to 
artificial systems. This approach is supported by the 
development  of an experimental  project  called NLI for 
interrogating in Italian a relational data base. NLI is 
to date running on a PDP 11 /34  computer  at the Mi- 
lan Polytechnic Artificial Intelligence Project.  In the 
paper we illustrate the overall architecture of the sys- 
tem along with the basic features of the parsing algor- 
ithm. This is based on the new concept  of hierarchical 
parsing and is mainly directed by the semantics of the 
language. The role of clarification dialog to overcome 
critical situations is discussed as well. The use of goal 
or iented parsing in dealing with full query  text and 
anaphora is also exploited. Several meaningful exam- 
ples are presented. Comparisons with related work 
are outlined, and promising directions deserving fur- 
ther investigation are presented. 
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I L IAD:  In te rac t ive  Language Ins t ruct ion  
Ass is tance  for  the  Dea f  

Madeleine Bates 

Bolt Beranek and Newman Inc. 
10 ioulton Street 
Cambridge, Massachusetts 02238 

Kirk Wilson 

Boston University 
264 Bay State Road 
Boston, Massachusetts 02215 

Report No. 4771, September 1981, 74 pages. 

This repor t  describes the syntactic,  semant ic  and 
tutorial components  of the I L I A D  language instruction 
system and the steps that  have been taken to imple- 
ment  I L I A D  on a microcomputer .  The goal of this 
work  has been  to design and implement  an English 
language instruct ion sys tem capable  of generating a 

broad range of meaningful  sentences as examples  or 
exercises in tutorial  lessons. This goal has been  

reached. 

The I L I A D  design allows for  highly interact ive 
tutorials in which the learner specifies the content  of 
each lesson; I L I A D  in turn creates an individualized 
lesson according to the learner 's  specifications. Be- 
cause of the generative capabili ty of ILIAD,  the system 
continues to present  examples  of exercises for  as long 

as the learner desires to study a particular grammatical  

or functional aspect  of language use. 

The pro to type  computer  implementa t ion of I L I A D  
has been writ ten in In terLISP on a D E C  System-20 
compute r  at Bolt  Beranek  and Newman.  Over  the 
past  two years a pro to type  microcomputer  version of 
I L I A D  has been  designed and implemented.  The mi- 
c rocomputer  design has involved evaluation and modi-  
fication of In terLISP I L I A D  components  for  use in a 
UCSD-Pasca l  program.  The  mic rocompute r  imple- 
mentat ion,  Micro lLIAD,  is now a functional  language 
genera t ion sys tem with a subset  of I L I A D  syntact ic  
capabil i t ies and a flexible sys tem of semant ic  repre-  

sentation. The Mic ro lLIAD semantic  system has al- 
lowed for a variety of tests and subsequent  improve-  
ments  of the original I L I A D  semantics. 

For  two years I L I A D  has been used by deaf  child- 
ren at the Boston School for the Deaf ,  by deaf  child- 
ren using a terminal in their homes,  and by adults with 
access to the Deafne t  computer  communicat ion  system 
in the Boston area. Having deaf children and adults 
use and comment  on pro to type  versions of I L I A D  has 
been  an important  componen t  in the design process of 

the system. 

Research in K n o w l e d g e  R e p r e s e n t a t i o n  for  
Natura l  Language Unders tand ing  

C.L. Sidner, M. Bates, R.J. Bobrow, J. Schmolze, R.J. 
Brachman, P.R. Cohen, D.J. Israel, B.L. Webber  and 
W.A.  Woods 
Bolt Beranek and Newman Inc. 
10 Moulton Street 
Cambridge, Massachusetts 02238 

Report No. 4785, November 1981, 244 pages. 

BBN's  A R P A  project  in Knowledge Representa t ion  
for  Natura l  Language  Unders tand ing  is developing 
techniques for computer  assistance to a decision maker  
who is collecting in format ion  abou t  and making 
choices in a complex system or situation. In part icu- 
lar, we are designing a system with natural  language 
control  of an intelligent graphics display of the kind 
that  can be used in a command  and control  context ,  
bo th  in strategic s i tuat ion assessment  and in more  
tactical situations. Our work falls into three classes: 
f luent  natural  language unders tanding  in a graphics 
context  (including intelligent, helpful systems that  go 
beyond  mere  passive execut ion of literal instructions),  
fundamenta l  p rob lems  of knowledge  represen ta t ion  
and use, and abs t rac t  parallel  a lgori thms for  
knowledge -based  inferent ial  opera t ions .  The major  
accompl ishment  of our work so far  is the development  
of the knowledge representa t ion  system K L - O N E .  

In this report ,  we describe the research investiga- 
tions we have accomplished in the three main areas we 
are pu r su ing - -pa ra l l e l  a lgori thms,  r ep resen ta t ion  re- 
search on K L - O N E ,  and natural  language research.  
Chapte r  2 first updates  our 1979 repor t  by discussing 
extensions and changes in the system since that  time. 
In Chapte r  3 we present  an overview of the Natura l  
Language  system, fol lowed by two chapters  on specific 
parts of that  system. One chapter ,  on the PSI-Klone  
interface,  contains a discussion of changes and exten- 
sions to RUS and P S I - K L - O N E .  I t  also presents  our 
new work on a lexical acquisition system. The other  
chapter  contains  a discussion of our work  on issues 
related to discourse, primarily research on models of 
speaker  meaning,  on reference as a planned act and on 
one-anaphora .  The final chapter  presents  research on 
the deve lopmen t  of algori thms for  abs t rac t  parallel  
machines.  

RLL- I :  A R e p r e s e n t a t i o n  Language  Language 

Russell Greiner 
Department  of Computer  Science 
Stanford University 
Stanford, California 94305 

Report No. HPP-80-9, October 1980, 45 pages. 

The field of AI  is s trewn with knowledge represent -  
ation languages. The language designer typically de- 
signs that  language with one par t icular  appl ica t ion 
domain in mind; as subsequent  types of applications 
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are tried, what had originally been useful features are 
found to be undesirable limitations, and the language 
is overhauled or scrapped. One remedy to this bleak 
cycle might be to construct a representat ion language 
whose domain is the field of representa t ional  lan- 
guages itself. Toward this end, we designed and im- 
plemented RLL-1,  a frame-based Representat ion Lan-  
guage Language. The components  of representat ion 
languages in general (such as slots and inheri tance 
mechanisms) and of RLL-1  itself, in particular,  are 
encoded declaratively as frames. By modifying these 
frames, the user can change the semantics of R L L - I ' s  
components,  and significantly alter the overall charac- 
ter of the RLL-1 environment.  

RLL-I: A Representation Language Language 
Supplement, Details of RLL-1 
Russell Greiner and Douglas B. Lenat 
Department of Computer Science 
Stanford University 
Stanford, California 94305 

Report No. HPP-80-23, October 1980, 68 pages. 

This paper includes many implementation level de- 
tails about  the RLL-1 system, described in a compan- 
ion paper, R LL- I :  A Representat ion Language Lan- 
guage. The contents are as follows: Special Units, 
Naming conventions,  Legend,  Actual  units, Index of 
units, Environment ,  Top level Functions,  Funct ions 
needed to Bootstrap RLL-1,  Convenience Functions,  
Advised Functions,  and Global Variables. 

Dialogue and Process Design for Interactive 
Information Systems Using TAXIS 
John Barron 
Department of Computer  Science 
University of Toronto 
Toronto,  Ontar io M5S 1A7 CANADA 

Technical Report CSRG-128, Apri l  1981, 41 pages. 

This paper is concerned with both dialogue and 
process management  for interactive informat ion sys- 
tems (IISs). In particular, the paper describes an ex- 
tension to TAXIS (Mylopoulos)  a language for IIS 
design, to provide this type of management.  Dialogues 
between a user and the system are described through a 
small set of primitives incorporated into TAXIS while 
process control  is accomplished by incorporat ing 
Hoare 's  I / O  commands for communicating sequential 
processes. The overall organization and structure of 
dialogue and process control  for  a particular IIS is 
achieved using scripts, a modified version of augment- 
ed Petri nets and the TAXIS conceptual f ramework of 
properties,  classes, and the IS-A relationship. A jour- 
nal editing procedure is used to illustrate the proposed 
extension. 

Design and Verification of Interactive 
Information Systems Using TAXIS 
Harry K.T. Wong 
Department of Computer Science 
University of Toronto 
Toronto, Ontario M5S 1A7 CANADA 

Technical Report CSRG-129, Apri l  1981, 148 pages. 

This thesis discusses the syntax and semantics of 
TAXIS, a language for the design of Interactive Infor-  
mation Systems (IISs). The thesis also examines the 
design and verification methodologies of programs that 
TAXIS supports. TAXIS offers (relational) database 
management  facilities, a means of specifying semantic 
integrity constraints and an exception-handling mecha- 
nism, integrated into a single language through the 
concepts  of class, p roper ty  and the IS-A 
(generalization) relationship. 

The formalization of TAXIS involves a denotat ion-  
al semantics and an axiomatic semantics. The former 
uses simple mathematical  concepts  such as sets and 
functions to assign meaning to TAXIS constructs. The 
lat ter  provides an axiomat izat ion of TAXIS in the 
spirit of Hoare.  The two definitions are then shown to 
be consistent by proving that the denotat ional  seman- 
tics satisfies (in the logical sense) the axiomatization. 

A new design methodology for IISs is also sketched 
in the thesis. This methodology is based on the con- 
cept of stepwise ref inement  through specialization. 
According to this method,  an IIS is first designed at a 
fairly high level of abstraction which is later refined by 
introducing new classes that are specializations of 
existing ones. This design method is complementary 
to traditional design methods which are based on the 
concept  of stepwise ref inement  through decomposi-  
tion. Parallel to the design methodology,  a verification 
methodology of IISs is established in that the correct-  
ness of an IIS is shown in a stepwise manner.  Each 
ref inement  of an IIS can be specified and proven cor- 
rect by using the results of the previous refinement.  
Hence,  the verification process is considerably simpler. 

Data Base Design for Natural 
Language Medical Data 
Guy Story and Lynette Hirschman 
Linguistic String Project 
New York University 
251 Mercer Street 
New York, New York 10012 

Journal of Medical Systems 6, I (1982), 77-88. 

The natural language of clinical reporting exhibits 
the properties of a sublanguage, having a grammar and 
vocabulary  greatly restr icted in comparison to the 
language as a whole. This paper  presents  a 
CODASYL- type  (network) data base schema for natu- 
ral language medical records based on the structures 
and relationships identified in such material through 

American Journal of Computational Linguistics, Volume 8, Number 1, January-March 1982 51 



The FINITE STRING News le t t e r  Abstracts of Current Literature 

computerized language processing. While the schema 
described is special to the medical sublanguage, the 
methods of analysis and of schema design are applica- 
ble to natural language material in other  subject areas. 

On beyond Cyrus: Additional Problems 
Related to Long Term Memory Organization 
and Retrieval 
Janet L. Kolodner 
School of Information and Computer Science 
Georgia Institute of Technology 
At lan ta ,  Georgia 30332 

Report No. GI T-ICS-81 / 17, December 1981, 38 pages. 

In previous research the problem of organizing 
events in a long term memory,  and later retr ieving 
them based on natural  language questions,  was ex- 
plored. The results of that research are implemented 
in a computer  program called CYRUS, which stores 
and retr ieves informat ion about  important  political 
dignitaries. While CYRUS provides a vehicle for  dis- 
covering problems of long term memory organization, 
there are a number of problems important  to intelli- 
gent fact retrieval and long term memory which were 
not addressed in that research. This report  presents 
CYRUS and addresses some of the problems illustrat- 
ed by CYRUS, explaining for each its importance to 
intelligent fact retrieval and an initial approach to 
resolving it. The problems addressed are representa-  
tion and organization of complex events in memory,  
using knowledge acquired through previous experience 
to extract  implicit information from memory,  keeping 
track of what 's  in memory and where it can be found, 
controll ing indexing within memory  structures,  and 
memory reorganization as a result of memory access. 
Although the emphasis is on organization and retrieval 
of events,  principles stemming from the representa-  
tions and processes used for events should be extendi- 
ble to other  types of items in memory. 

On the Unification of Language Comprehension 
with Problem Solving 
Douglas Wong 
Department of Computer Science 
Brown University 
Providence, Rhode Island 02912 

Technical Report CS-78, August 1981, (Ph.D. Thesis). 

Over the years it has been argued that there ought 
to be an artificial intelligence system that can do both 
problem solving and language comprehension using the 
same database of knowledge. Such a system has not 
previously been constructed because researchers in 
these two areas have generally used rather  different  
knowledge representations: the predicate calculus for  
problem solving and some frame-like representa t ion  
for language comprehension.  

This dissertation describes BRUIN,  a unified AI 
system that can per form both  problem-solving and 
language comprehension tasks. Included in the system 
is a f rame-based knowledge-representa t ion  language 
called FRAIL,  a problem solving componen t  called 
NASL (which is based on McDermot t ' s  system of the 
same name),  and a contex t - recogni t ion  componen t  
known as PRAGMATICS.  Examples that have been 
tested in this system are drawn from the inventory-  
control,  restaurant,  and blocks-world domains. 

The main intent of this dissertation is to describe 
how context  recogni t ion can be done in a problem- 
solving environment.  Also discussed is the knowledge 
representat ion language FRAIL  and the relevant por- 
tions of the problem solver NASL. Finally, there is a 
discussion of problems with the context  recognizer  
P R A G M A T I C S  and possibilities for  future research. 

Passing Markers: A Theory of Contextual 
Influence in Language Comprehension 
Eugene Charniak 
Department of Computer Science 
Brown University 
Providence, Rhode Island 02912 

Technical Report CS-80, September 1981. 

Most artificial intelligence theories of language 
either assume a syntactic component  that serves as a 
"f ront  end" for the rest of the system, or else reject  
all at tempts at distinguishing modules within the com- 
prehension system. In this paper we will present  an 
alternative which, while keeping modulari ty,  will ac- 
count  for  several puzzles for  typical "syntax  first" 
theories.  The major addit ion to this theory  is a 
"marker  passing" component ,  which operates in paral- 
lel to the normal syntactic component .  

A Common Representation for Problem-solving 
and Language-Comprehension Information 
Eugene Charniak 
Department of Computer Science 
Brown University 
Providence, Rhode Island 02912 

Art i f ic ial  Intelligence 16, 3 (1981), 225-255. 

Many in artificial intelligence have noted the com- 
mon concerns  of problem-solving and language- 
comprehens ion  research. Both  must represent  large 
bodies of real-world knowledge,  and both  must use 
such knowledge to infer new facts f rom old. Despite 
this, the two subdisciplines have, with minor excep-  
tions, kept arm's length. So, for example, many in 
language comprehension have adopted some form of 
" f rame"  representation,  while problem-solving people 
have tended to use predicate calculus. In this paper I 
will first show that  this is not  merely idiosyncrat ic  
behavior,  but  ra ther  stems from the dif ferent  issues 

52 Amer ican Journa l  of Computational Linguistics, Vo lume 8, Number  1, January -March  1982 



The FINITE STRING Newsletter Abstracts of Current Literature 

stressed by the two areas, problem solvers being pri- 
marily concerned with deep inferences in narrow do- 
mains, while language comprehenders  are more con- 
cerned with shallow inference in broader  areas. I will 
then suggest a compromise position which will use 
both frames and predicate calculus and then show how 
this representat ion has features desired by both camps. 

The Case-S lo t  I d e n t i t y  T h e o r y  

Eugene Charniak 
Department of Computer Science 
Brown University 
Providence, Rhode Island 02912 

Cognitive Science 5, 3 (July-September 1981), 285-292. 

Many people have noted the similarities be tween 
case theories in linguistics and frame representations in 
artificial intelligence. In particular, the cases of a verb 
seem to correspond to the slots of a frame. This has 
led many people, including Fillmore and Winston, to 
assert that cases and slots are one and the same. This 
hypothesis has not at tracted much attention, probably 
because the notion of "slot" in frame representations 
is so underconstrained that the theory would seem to 
be content  free. In this note, we wish to show that 
this is not true. For  one thing, the case-slot identity 
theory can explain the difficulty linguists have had in 
deciding how many cases there are. Furthermore,  its 
adopt ion will place certain interesting, and plausible 
constraints on the frame and case theories compatible 
with it. 

Parsing and C o m p r e h e n d i n g  w i t h  W o r d  Experts:  
A T h e o r y  and Its Real izat ion 

Steve Small and Chuck Rieger 
Department of Computer Science 
University of Maryland 
College Park, Maryland 20742 

Report No. TR-I039, NSG-7253, Apri l  1981. 

The Word Exper t  Parsing theory and model are 
described. In this theory, most linguistic and concep- 
tual knowledge relevant to comprehension of language 
is contained in modular, autonomous "word experts." 
Our theory is that language comprehension is the in- 
teract ion of such experts as they construct  and ex- 
change information in reaction to input sentences in 
both discourse and real-world contexts. The Lexical 
Interaction Language (LIL) and Sense Discrimination 
Language (SDL),  the two sets of primitives f rom 
which the theory 's  model is constructed,  are explained 
drawing on numerous examples taken from running 
examples of the parser. A full execution trace of the 
sentence "The man eating peaches throws out a pit." 
concludes the discussion. Arguments  are advanced 
about why such a theory as this seems to be necessary, 
and why it is plausible as a theory of human language 
comprehension. 

Truth ,  Syn tax ,  and Reason 

D. Perlis 
Department of Computer Science 
The University of Rochester 
Rochester, New York 14627 

Report No. TR65, June 1980, 45 pages. 

A very broad formalism is developed for analysis of 
natural language. Properties and symbols are viewed 
as "real"  entities on equal footirig in a f irst-order log- 
ic. The main difficulty addressed is self-referential  
paradox.  By extending and modifying the work of 
Gilmore and Kripke, a provably consistent t reatment  is 
found which appears to restore the intuitive character  
of Frege's  approach to propositional variables. Vari- 
ous parallels are drawn to issues in artificial intelli- 
gence. 

Design of  Lexicons in S o m e  
Natura l  Language S y s t e m s  

Nick Cercone and Robert Mercer 
Department of Computing Studies 
Simon Fraser University 
Burnaby, B.C. CANADA 

ALLC Journal 1, 2 (Autumn, 1980), 37-54. 

An investigation of certain problems concerning the 
structural design of lexicons used in computat ional  
approaches to natural  language understanding is in- 
tended herewith. Three aspects of lexical design ap- 
pear especially noteworthy:  (1) retrieval of relevant 
portions of lexical items from the lexicon: (2) the stor- 
age requirements of the lexicon; and (3) the represent-  
ation of meaning in the lexicon. We consider lexicons 
from a variety of sources; where appropriate,  explicit 
comparisons are made between the lexical structures 
of Cercone,  Winograd, Schank, Wilks, and Woods. 

M a c h i n e  T rans la t ion  in China 

Liu Yong-quan 
Institute of Linguistics 
Chinese Academy of Social Sciences 

ALLC Journal 1,2 (Autumn 1980), 60-66. 

MT research in China began in 1957. Over  the 
years MT algorithms have been developed for transla- 
tion into Chinese from English, Russian, German,  and 
French. Chinese MT techniques concentrate  on syn- 
tactic analysis, including the determinat ion of the hier- 
archical structure of the sentence and the determina- 
tion of the axis in the sentence; the full use of fixed 
phrases; full stress on the key significance of function 
words in MT; and emphasis on formal analysis without 
neglecting the function of meaning. 

American Journal of Computational Linguistics, Volume 8, Number 1, January-March 1982 53 



The FINITE STRING Newsletter Abstracts of Current Literature 

A p p r o x i m a t e  Str ing M a t c h i n g  

Patrick Hall 
SCICON 
Consultancy International Ltd. 
London, ENGLAND 

Geoff Dowling 
The City University 
London, ENGLAND 

Comput. Surv. 12, 4 (December 1980), 381-402. 

Approx ima te  matching of strings is reviewed with 
the aim of surveying techniques suitable for finding an 
i tem in a database when there may be a spelling mis- 
take or other  error  in the keyword.  The methods  
found are classified as either equivalence or similarity 
problems.  Equivalence problems are seen to be readily 
solved using canonical forms. For  similarity problems 
difference measures  are surveyed, with a full descrip- 
t ion of the wel l -es tabl ished dynamic  p rogramming  
method relating this to the approach using probabil i-  
ties and likelihoods. Searches for  approx imate  
matches  in large sets using a difference funct ion are 
seen to be an open problem still, though several  p rom-  
ising ideas have been suggested. Approximate  match-  
ing (error  correc t ion)  during parsing is br ief ly  re- 
viewed. 

A u t o m a t i c  Extension on an 
A T N  K n o w l e d g e  Base 

Gail E. Kaiser 
Department of Computer Science 
Carnegie-Mellon University 
Schenley Park 
Pittsburgh, Pennsylvania 15213 

Comm. ACM 24, 9 (September 1981), 587-593. 

A compute r  p rogram is descr ibed that  acquires 
much of its knowledge f rom conversat ions among op- 
erators  on Morse code radio networks.  The system 
consists of a learning componen t  and a language un- 
derstander.  The learning componen t  extends a "core"  
augmented transit ion network (ATN)  knowledge base 
by generalizing f rom sentences taken f rom scripts of 
actual conversat ions.  The extensions enable the un- 
derstanding componen t  to process a large number  of 
sentences that  are syntactically and semantically simi- 
lar to the examples.  

C o m p u t e r  C o m m a n d s  in Rest r ic ted  Natura l  
Language:  S o m e  A s p e c t s  of  M e m o r y  and 
Exper ience  

Dominique L. Scapin 
Johns Hopkins University 
Baltimore, Maryland 

Human Factors 23, 3 (June 1981), 365-375. 

In this exper iment ,  two groups of subjects  having 
dif ferent  levels of  exper ience  with compute r s  were 
tested to compare  the learning and recall of computer  
command  definitions that  differed in context  and re- 
dundancy and to study the effect  of context  change. 
The results show that  inexperienced (naive) subjects 
have different  requirements  than do more  exper ienced 
subjects.  The experienced group recalls more  mean-  
ings than the inexperienced group but is more  nega-  
tively influenced by the number  of compet ing  words 
(that is, different  words used to label the same com- 
puter  function) than by contextual  connotat ion.  For  
the inexperienced subjects,  particularly,  it appears  that  
computer -or ien ted  words used as commands  are bet ter  
than more usual words. Besides, inexperienced sub- 
jects are more  negat ively  inf luenced by  context  
changes than are exper ienced subjects.  

User  M o d e l l i n g  in A n a p h o r a  Genera t ion :  
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This paper  shows how user modelling can improve 
the anaphoric  ut terances  genera ted by a dialogue sys- 
tem. Two kinds of  anaphora  are examined:  ellipsis 
and the anaphoric  use of singular definite noun phras-  
es. In connec t ion  with the genera t ion  of elliptical 
ut terances,  an anticipat ion feedback  loop can help to 
ensure that  the sys tem's  ut terances  are not so brief  as 
to be ambiguous or misleading. When generat ing noun 
phrases to character ize specific objects  with which the 
user is not familiar, the system may take into account  
the existential  assumpt ions ,  domain- re la t ed  desires, 
and referential  beliefs ascribed to the partner.  These 
applications of user modelling are illustrated as realiz- 
ed in the dialogue system H A M - A N S ,  and some exten- 
sions of the strategies described are discussed. 
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