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grammar and purely linguistic theory with parsing 
techniques; it is a pity that their articles in this book 
make no suggestion of such a combination.)  

In summary, this book is not systematic enough 
for an in t roductory  text,  and it surveys too much 
familiar work for a research collection. Although 
the book is not  suitable as a primary textbook,  parts 
of it would make good supplementary reading for a 
course in AI or computational  linguistics. 

John F. Sowa, IBM Systems Research Institute 
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To determine whether  someone understands a 
text, such as a story, essay, or poem, he is asked 
questions that require him to draw inferences f rom 
what he has read. Since the text,  questions, and 
answers are all in natural language, a theory of natu- 
ral language understanding is not  sat isfactory if it 
cannot  support  a model of how questions are an- 
swered. When linguists propose explanations for 
natural language, therefore,  they must consider the 
inference procedures that will be needed to extract  
information from the representations in their theo- 
ries. 

The inference process associated with the an- 
swering of questions can be formally characterized 
as theorem proving, the subject of Loveland 's  book. 
Loveland presents mostly various methods of theo- 
rem proving by resolution, but  the most attractive 
method  he presents  is a non-resolut ion approach 
that extends the problem reduction method in artifi- 
cial intelligence. In the problem reduction method,  
a question Q is reduced to a set of subquestions P1, 
P2 . . . . .  Pn by application of the assertion 

P1 & P 2 & . . . & P n  ~ Q 

which is called an implication. The terms Pi and Q 
are atomic statements or their negations. Loveland 
points out that the problem reduction method is not 
complete,  i.e., that  it cannot  always answer answera- 
ble questions. From the assertions 

P = Q ,  "-p ~ Q 

for example, the question Q cannot  be answered yes 
(shown to be a theorem) even though that is logical- 
ly implied. (The incompleteness comes f rom the 
fact that negation is a primitive in first order  logic. 
See Black [1] and Smullyan [3] for  systems that do 
not have negation as a primitive and for which prob- 
lem reduction is complete.)  

Loveland ' s  extension to the problem reduct ion 
method,  named the MESON format (called a format  

because many design choices are left to the implem- 
enter) ,  adds several rules to the problem reduction 
method which make it complete. These rules do not 
complicate the method very much; the most impor- 
tant new rule, for  instance, states that when answer- 
ing a question Q, if one of the resulting subques- 
tions is ~Q,  then that subquestion is considered to 
be successfully answered in the affirmative. (This 
rule is essentially proof by contradiction.)  The ME-  
SON format  is partially described elsewhere 
(Loveland and Stickel [2]), but  this book is the 
source for a full description and a proof  of its com- 
pleteness. 

The book is divided into six chapters. The first 
two chapters review the basic concepts of first order 
logic and explain the basic resolution procedure.  
Chapter  3 presents several ref inements of resolution, 
including unit preference,  set-of-support ,  linear re- 
finements,  and model elimination. Chapter  4 dis- 
cusses subsumption,  a technique that  removes re- 
dundant  expressions f rom fur ther  considerat ion.  
Chapter  5 adds paramodulation,  the inference rule 
that handles equality in the context  of a resolution- 
based theorem proving system. The last chapter  is 
devoted to the MESON format. In a sense Chapter  
6 is the climax of the book because the MESON 
format is justified on the basis of theorems about  
resolution in the preceding five chapters. 

This book is a well organized and well written 
reference for mechanical theorem proving methods 
presented at the algorithmic level. More  than this 
should not be expected. It assumes that the reader 
has an acquaintance with formal logic. It proves 
rigorously nearly every theorem presented, and there 
are many. Many technical terms are def ined 
throughout  the book, as is typical of mathematical  
treatments.  Although theorem proving consists of 
two parts, a mechanism that defines a search space 
and a control  that guides the search in that space, 
the techniques described in the book are only the 
space defining mechanisms. Details of the guiding 
controls are still the subject of research. 

Daniel Chester, University of Texas at Austin 
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