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This article presents a mathematical and empirical verification of computational constancy mea-
sures for natural language text. A constancy measure characterizes a given text by having an in-
variant value for any size larger than a certain amount. The study of such measures has a 70-year
history dating back to Yule’s K, with the original intended application of author identification.
We examine various measures proposed since Yule and reconsider reports made so far, thus
overviewing the study of constancy measures. We then explain how K is essentially equiva-
lent to an approximation of the second-order Rényi entropy, thus indicating its signification
within language science. We then empirically examine constancy measure candidates within
this new, broader context. The approximated higher-order entropy exhibits stable convergence
across different languages and kinds of text. We also show, however, that it cannot identify
authors, contrary to Yule’s intention. Lastly, we apply K to two unknown scripts, the Voynich
manuscript and Rongorongo, and show how the results support previous hypotheses about these
scripts.

1. Introduction

A constancy measure for a natural language text is defined, in this article, as a com-
putational measure that converges to a value for a certain amount of text and remains
invariant for any larger size. Because such a measure exhibits the same value for any size
of text larger than a certain amount, its value could be considered as a text characteristic.

The concept of such a text constancy measure was introduced by Yule (1944) in
the form of his measure K. Since Yule, there has been a continuous quest for such
measures, and various formulae have been proposed. They can be broadly categorized
into three types, namely, those measuring (1) repetitiveness, (2) power law character,
and (3) complexity.
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Yule’s original intention for K’s utility lay in author identification, assuming that it
would differ for texts written by different authors. State-of-the-art multivariate machine
learning techniques are powerful, however, for solving such language engineering
tasks, in which Yule’s K is used only as one variable among many, as reported in
Stamatatos, Fakotakis, and Kokkinakis (2001) and Stein, Lipka, and Prettenhofer (2010).

We believe that constancy measures today, however, have greater importance in
understanding the mathematical nature of language. Although mathematical models of
language have been studied in the computational linguistics milieu, via Markov models
(Manning and Schuetze 1999), Zipf’s law and its modifications (Mandelbrot 1953; Zipf
1965; Bell, Cleary, and Witten 1990), and Pitman-Yor models (Teh 2006) more recently,
the true mathematical model of linguistic processes is ultimately unknown. Therefore,
the convergence of a constancy measure must be examined through empirical verifi-
cation. Because some constancy measures have a mathematical theory of convergence
for a known process, discrepancies in the behavior of real linguistic data from such a
theory would shed light on the nature of linguistic processes and give hints towards
improving the mathematical models. Furthermore, as one application, a convergent
measure would allow for comparison of different texts through a common, stable norm,
provided that the measure converges for a sufficiently small amount of text. One of
our goals is to discover a non-trivial measure with a certain convergence speed that
distinguishes the different natures of texts.

The objective of this article is thus to provide a potential explanation of what the
study of constancy measures over 70 years has been about, by answering the three
following questions mathematically and empirically:

Question 1 Does a measure exhibit constancy?

Question 2 If so, how fast is the convergence speed?

Question 3 How discriminatory is the measure?

We seek answers by first showing the meaning of Yule’s K in relation to the Rényi
higher-order entropy, and by then empirically examining constancy across large-scale
texts of different kinds. We finally provide an application by considering the natures of
two unknown scripts, the Voynich manuscript and Rongorongo, in order to show the
possible utility of a constancy measure.

The most important and closest previous work was reported in Tweedie and Baayen
(1998), the first paper to have examined the empirical behavior of constancy measures
on real texts. The authors used English literary texts to test constancy measure candi-
dates proposed prior to their work. Today, the coverage and abundance of language
corpora allow us to conduct a larger-scale investigation across multiple languages.
Recently, Golcher (2007) tested his measure V (discussed later in this paper) with Indo-
European languages and also programming language sources. Our papers (Kimura
and Tanaka-Ishii 2011, 2014) also precede this one, presenting results preliminary to
this article but with only part of our data, and neither of those provides mathematical
analysis with respect to the Rényi entropy. Compared with these previous reports, our
contribution here can be summarized as follows:

� Our work elucidates the mathematical relation of Yule’s K to Rényi’s
higher-order entropy and explains why K converges.

� Our work vastly extends the corpora used for empirical examination in
terms of both size and language.
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� Our work compares the convergent values for these corpora.
� Our work also presents results for unknown language data, specifically

from the Voynich manuscript and Rongorongo.

We start by summarizing the potential constancy measures proposed so far.

2. Constancy Measures

The measures proposed so far can broadly be categorized into three types, calculating
the repetitiveness, power-law distribution, or complexity of text. This section mathe-
matically analyzes these measures and summarizes them.

2.1 Measures Based on Repetitiveness

The study of text constancy started with proposals for simple text measures of vocab-
ulary repetitiveness. The representative example is Yule’s K (Yule 1944), while Golcher
recently proposed V as another candidate (Golcher 2007).

2.1.1 Yule’s K. To the best of our knowledge, the oldest mention of constancy values was
made by Yule with his notion of K (Yule 1944). Let N be the total number of words in a
text, V(N) be the number of distinct words, V(m, N) be the number of words appearing
m times in the text, and mmax be the largest frequency of a word. Yule’s K is then
defined as follows, through the first and second moments of the vocabulary population
distribution of V(m, N), where S1 = N =

∑
m mV(m, N), and S2 =

∑
m m2V(m, N) (Yule

1944; Herdan 1964):

K = CS2 − S1

S2
1

= C
[
− 1

N +

mmax∑
m=1

V(m, N)( m
N )2

]
(1)

where C is a constant enlarging of the value of K, defined by Yule as C = 104. K is
designed to measure the vocabulary richness of a text: The larger Yule’s K, the less rich
the vocabulary is. The formula can be intuitively understood from the main term of the
sum in the formula. Because the square of ( m

N )2 indicates the degree of recurrence of a
word, the sum of such degrees for all words is small if the vocabulary is rich, or large in
the opposite case. Another simple example can be given in terms of S2 in this formula.
Suppose a text is 10 words long: if each of the 10 tokens is distinct (high diversity), then
S2 = 1 × 1 × 10 = 10; whereas, if each of the 10 tokens is identical (low diversity), then
S2 = 10 × 10 × 1 = 100.

Measures that are slightly different but essentially equivalent to Yule’s K have
appeared here and there. For example, Herdan defined Vm as follows (Herdan 1964,
pp. 67, 79):

Vm =

√√√√
mmax∑
m=1

V(m, N)( m
N )2 − 1

V(N)
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Likewise, Simpson (1949) derived the following formula as a measure to capture the
diversity of a population:

D =

mmax∑
m=1

V(m, N) m
N

m − 1
N − 1

which is equivalent to Yule’s K, as Simpson noted.

2.1.2 Other Measures Based on Simple Text Statistics. Apart from Yule’s K, various mea-
sures have been proposed from simple statistical observation of text, as detailed in
Tweedie and Baayen (1998). One genre is based on the so-called token-type relation
(i.e., the ratio of the vocabulary size V(N) and the text size N, in log) as formulated by
Guiraud (1954) and Herdan (1964) as a law. Because this simple ratio is not stable, the
measure was modified numerous times to formulate Herdan’s C (Herdan 1964),
Dugast’s k and U (Dugast 1979), Maas’ a2 (Maas 1972), Tuldava’s LN (Tuldava 1977),
and Brunet’s W (Brunet 1978).

Another genre of measures concerns the proportion of hapax legomena, that is
V(1, N). Honoré noted that V(1, N) increases linearly with respect to the log of a text’s
vocabulary size V(N) (Honoré 1979). Another ratio, of V(2, N) to V(N), was proposed
as a text characteristic by Sichel (1975) and Maas (1972).

Each of these values, however, was found not to be convergent according to the
extensive study conducted by Tweedie and Baayen (1998). In common with Yule’s inten-
tion to apply such measures for author identification, they examined all of the measures
discussed here, in addition to two measures explained later: Orlov’s Z, and the Shannon
entropy upper bound obtained from the relative frequencies of unigrams. They exam-
ined these measures with English novels (such as Alice’s Adventures in Wonderland) and
empirically found that only Yule’s K and Orlov’s Z were convergent. Given their report,
we consider K the only true candidate among the constancy measures examined so far.

2.1.3 Golcher’s V. Golcher’s V is a string-based measure calculated on the suffix tree of a
text (Golcher 2007). Letting the length of the string be N and the number of inner nodes
of the (Patricia) suffix tree (Gusfield 1997) be k, V is defined as:

V = k
N (2)

Golcher empirically showed how this measure converges to almost the same value
across Indo-European languages for about 30 megabytes of data. He also showed how
the convergent values differ from those calculated for programming language texts.

Golcher explains in his paper that the possibility of constancy of V does not yet
have mathematical grounding and has only been shown empirically. He does not report
values for texts larger than about 30 megabytes nor for those of non-Indo-European
languages. A simple conjecture on this measure is that because a suffix tree for a string
of length N has at most N − 1 inner nodes, V must end up at some value 0 ≤ V < 1, for
any given text.

Our group tested V with larger-scale data and concluded that V could be a con-
stancy measure, although we admitted to observing a gradual increase (Kimura and
Tanaka-Ishii 2014). Because V requires further verification on larger-scale data before
ruling it out, we include it as a constancy measure candidate.
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2.2 Measures Based on Power Law Distributions

Since Zipf (1965), power laws have been reported as an underlying statistical character-
istic of text. The famous Zipf’s law is defined as:

f (n) ∝ n−γ (3)

where γ ≈ 1, and f (n) is the frequency of the nth most frequent word in a text. Various
studies have sought to explain mathematically how the exponent could differ depend-
ing on the kind of text. To the best of our knowledge, however, there has been a limited
number of reports related to text constancy.

An exception is the study on Orlov’s Z (Orlov and Chitashvili 1983). Orlov and
Chitashvili attempted to obtain explicit mathematical forms for V(N) and V(m, N) by
more finely considering the long tails of vocabulary distributions for which Zipf’s
law does not hold. They obtained these forms through a parameter Z, defined as the
potential text length minimizing the square error of the estimated V(m, N), with its
actual value as follows:

Z = arg min
N

1
mmax

mmax∑
m=1

{E[V(m, N)] − V(m, N)
V(N)

}2 (4)

Thus defining Z, they mathematically deduced for V(N) the following formula:

V(N) = Z
log(mmaxZ)

N
N − Z log

(
N
Z

)
(5)

Two ways to obtain Z can be formulated through approximation: one through Good-
Turing smoothing (Good 1953), which assumes Zipf’s law to hold, and the other using
Newton’s method. Tweedie and Baayen showed how the value of Z is stable at the
size of an English novel by a single author and thus suggested that it could form a
text characteristic. The empirical results, however, were not significantly convergent
with respect to text size, and, moreover, Tweedie and Baayen provided their results
without giving an estimation method (Tweedie and Baayen 1998). Calculation using
Good-Turing smoothing, which is derived directly from Zipf’s law, would cause
Z to converge, but this does not take Orlov’s original intention into consideration.
Alternatively, our group (Kimura and Tanaka-Ishii 2014) verified Z through Newton’s
method by setting g(Z) = 0, where g(Z) is the following function:

g(Z) = Z
log(mmaxZ)

N
N − Z log

(
N
Z

)
− V(N) (6)

We also showed how the value of Z increases rapidly when the text size is larger than
10 megabytes.

The major problem with measures based on power laws lies in the skewed head
and tail of the vocabulary population distribution. Because these exceptions constitute
important parts of the population, parameter estimation by fitting to Equation (3) is
sensitive to the estimation method. For example, the estimated value of the exponent
for Zipf’s law depends on the method used for dealing with these exceptions. We
tested several simple methods of estimating the Zipf law’s exponent γ with different
ways of handling the head and tail of a distribution. There were settings that led to
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convergence, but the convergence depended on the settings. Such difficulty could be
one reason why there has been no direct proposal for γ as a text constancy measure.
Hence, due care must be taken in relating text constancy to a power law. We chose
another path by considering text constancy through a random Zipf distribution, as
described later in the experimental section.

2.3 Measures Based on Complexity

With respect to measures based on complexity, multiple reports have already examined
the Shannon entropy (Shannon 1948; Cover and Thomas 2006). In addition, we intro-
duce the Rényi higher-order entropy (Rényi 1960) as another possible measure.

2.3.1 Shannon Entropy Upper Bound. Let X be the random variable of a sequence X =
X1, X2, . . . , Xi, . . . , where Xi represents the ith element of X: Xi = x ∈ X, and where X

represents a given set (e.g., a set of words or characters) whose members constitute
the sequence. Let Xj

i (i < j) denote the random variable indicating its subsequence
Xi, Xi+1, Xi+2, . . . , Xj. Let P(X) indicate the probability function of a sequence X. The
Shannon entropy is then defined as:

H(X) = −
∑

X

P(X) log P(X) (7)

Tweedie and Baayen directly calculated an approximation of this formula in terms
of the relative frequencies (for P) of unigrams (for X), and they concluded that the
measure would continue increasing with respect to text size and would not converge
for short, literary texts (Tweedie and Baayen 1998). Because we are interested in the
measure’s behavior on a larger scale, we replicated their experiment, as discussed later
in the section on empirical constancy. We denote this measure as H1 in this article.

Apart from that report, many have studied the entropy rate, defined as:

h∗ = lim
n→∞

H(Xn
1 )

n (8)

Theoretically, the behavior of the entropy rate with respect to text size has been contro-
versial. On the one hand, there have been indications of entropy rate constancy (Genzel
and Charniak 2002; Levy and Jaeger 2007). These reports argue that the entropy rate of
natural language could be constant. Due to the inherent difficulty in obtaining the true
value of h∗ from a text, however, these arguments are based only on indirect clues with
respect to convergence. On the other hand, Hilberg conjectured a decrease in the human
conditional entropy, as follows (Hilberg 1990):

H(Xn|Xn−1
1 ) ∝ n−1+β

He obtained this through an examination of Shannon’s original experimental data and
suggested that β ≈ 0.5. From this formula, Dȩbowski induces that H(Xn

1 ) ∝ nβ and that
the entropy rate can be formulated generally as follows (Dȩbowski 2014):

H(Xn
1 )

n ≈ An−1+β + h∗ (9)
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Note that at the limit of n → ∞, this rate goes to h∗, a constant, provided that β < 1.0.
Hilberg’s conjecture is deemed compatible with entropy rate constancy at its asymptotic
limit, provided that h∗ > 0 holds.1 We are therefore interested in whether this h∗ forms
a text characteristic, and if so, whether h∗ > 0.

Empirically, many have attempted to calculate the upper bound of the entropy
rate. Brown’s report (Brown et al. 1992) is representative in showing a good estimation
of the entropy rate for English from texts, as compared with values obtained from
humans (Cover and King 1978). Subsequently, there have been important studies on
calculating the entropy rate, as reported thoroughly in Schümann and Grassberger
(1996). The questions related to h∗, however, remain unsolved. Recently, Dȩbowski
used a Lempel-Ziv compressor and examined Hilberg’s conjecture for texts by single
authors (Dȩbowski 2013). He showed an exponential decrease in the entropy rate
with respect to text size, supporting the validity of Equation (9). Following these
previous works, we examine the entropy rate by using an algorithm proposed by
Grassberger (1989) and later on by Farach et al. (1995). This method is based on
universal coding. The algorithm has a theoretical background of convergence to the
true h∗, provided the sequence is stationary, but has been proved by Shields (1992)
to be inconsistent—that is, it does not converge to the entropy rate for certain non-
Markovian processes. We still chose to apply this method, because it requires no arbi-
trary parameters for calculation and is applicable to large-scale data within a reasonable
time.

The Grassberger algorithm (Grassberger 1989; Farach et al. 1995) can be summa-
rized as follows. Consider a sequence X of length N. The maximum matching length Li
is defined as:

Li = max{k : Xj+k
j = Xi+k

i }

for j ∈ {1, . . . , i − 1}, 1 ≤ j ≤ j + k ≤ i − 1. In other words, Li is the maximum common
subsequence before and after i. If L̄ is the average length of Li, given by

L̄ = 1
N

i=N∑
i=1

Li

then the method obtains the entropy rate h1 as

h1 =
log2N

L̄
(10)

Given the true entropy rate h∗, convergence has been mathematically proven for a
stationary process, such that |h∗ − h1| = O(1) when N → ∞. In this article, we consider
this entropy rate h1 as a constancy measure candidate.

1 According to Dȩbowski (2009), h∗ = 0 suggests that the next element of a linguistic process is
deterministic, that is, a function of the corpus observed before, under the two conditions that (1) the
number of possible choices for the element is finite, and (2) the corpus observed before is infinite. In
reality, the finiteness of linguistic sequences has the opposite tendency (i.e., the size of the observed
corpus is finite, and the possible vocabulary size is infinite).
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2.3.2 Approximation of Rényi Entropy Hα. The Rényi entropy is a generalization of the
Shannon entropy, defined as follows (Rényi 1960; Rényi 1970; Cover and Thomas 2006;
Bromiley, Thacker, and Bouhova-Thacker 2010):

Hα(X) = 1
1 − α

log(
∑

X

Pα(X)) (11)

where α ≥ 0,α 	= 1. Hα(X) represents different ideas of sequence complexity for differ-
ent α. For example:

� When α = 0, H0(X) indicates the number of distinct occurrences of X.
� When the limit α → 1 is taken, Equation (11) reduces to the Shannon

entropy.

The formula for α = 0 becomes equivalent to the so-called topological entropy (hence,
it is another notion of entropy) for certain probability functions (Kitchens 1998) (Cover
and Thomas 2006). Note that the number of distinct tokens (i.e., the cardinality of a
set) has been used widely as a rough approximation of complexity in computational
linguistics. Indeed, in Section 2.1.2, we saw how some candidate constancy measures are
based on a token-type relation, such that the number of types is related to the complexity
of a text. For texts, note also that the value grows with respect to the text size, unless X
is considered, for example, in terms of unigrams of a phonographic alphabet.

For α → 1, there is controversy regarding convergence, as noted in the previous
section. Such difficulty in convergence for these α values lies in the nature of linguistic
processes, in which the vocabulary set evolves.

This view motivates us to consider α > 1 for Hα(X), since the formula captures
complexity by considering linguistic hapax legomena to a lesser degree, thus giving the
possibility of convergence. In fact, an approximation of the probability by the relative
frequencies of unigrams at α = 2 immediately shows the essential equivalence to Yule’s
K, since K from Equation (1) can be rewritten as follows:

mmax∑
m=1

V(m, N)( m
N )2 =

∑
x∈X

(
freq(x)

N )2

where freq(x) is the frequency of x ∈ X. Therefore, Yule’s K has significance within the
context of complexity.

This relation of Yule’s K to the Rényi entropy H2 is reported for the first time here, to
the best of our knowledge. This mathematical relation clarifies both why Yule’s K should
converge and what the convergent value means; specifically, the value represents the
gross complexity underlying the language system. As noted earlier, the higher-order
entropy considers hapax legomena to a lesser degree and calculates the gross entropy
only from the representative vocabulary population. This simple argument shows that
Yule’s K captures not only the simple repetitiveness of vocabulary but also the more
profound signification of its equivalence with the approximated second-order entropy.
Because K has been previously reported as a stable text constancy measure, we consider
it here once again, but this time within the broader context of Hα.
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2.4 Summary of Constancy Measure Candidates

Based on the previous reports (Tweedie and Baayen 1998; Kimura and Tanaka-Ishii
2014) and the discussion so far, we consider the following four measures as candidates
for text constancy measures.

� Repetitiveness-based measures:
Yule’s K (Equation (1)); and Golcher’s V (Equation (2)).

� Complexity-based measures:
The Shannon entropy upper bound (h1 as the entropy rate (Equations (10)
and (8)) and H1 (Equation (7), with X in terms of unigrams and the
probability function in terms of relative frequencies); and the
approximated Rényi entropy, denoted as Hα (α > 1) (Equation (11),
again with X and the probability function in terms of unigrams and
relative frequencies, respectively).

In addition, we empirically consider how these measures can be understood in the
context of the power-law feature of language. As noted in the Introduction, for the
convergent measures the speed of attaining convergence with respect to text size is
examined as well. Among the candidates, K and H1 have been previously applied in
a word-based manner, whereas V is string based. The Shannon entropy rate h1 has been
considered in both ways. Because we should be able to consider a text in terms of both
words and characters, we examine the constancy of each measure in both ways.

Furthermore, because we have seen the mathematical equivalence of Yule’s K and
H2, in the following we only consider H2. As for Hα, we consider α = 3, 4 only in
comparison with H2. Because H1 is based on relative frequencies and can be considered
together with H2, we first focus on the convergence of the three measures V, h1, and H2,
and then we consider H1 in comparison with H2, H3, and H4.

3. Data

3.1 Real Texts

Table 1 lists the data used in our experimental examination. The table indicates the data
identifier (by which we refer to the data in the rest of the article), language, source,
number of distinct tokens, data length by total number of tokens, and size in bytes. The
first block contains relatively large-scale natural language corpora consisting of texts
written by multiple authors, and the second block contains smaller corpora consisting
of texts by single authors. The third block contains programming language corpora, and
the fourth block contains corpora of unknown scripts, which we examine at the end of
this article in Section 4.3.

For the large-scale natural language data, we considered five languages: English,
Japanese, Chinese, Arabic, and Thai. These languages were chosen to represent different
language families and writing systems. The large-scale corpora in English, Japanese,
and Chinese consist of newspapers in chronological order, and the Thai and Arabic
corpora include other kinds of texts. The markers ‘w’, ‘c’, and ‘cr’ appearing at the
end of every identifier in Table 1 (e.g., Enews-c, Enews-w, and Jnews-cr) indicate text
processed through words, characters, and transliterated Roman characters, respectively.
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Table 1
Our data.

Identifier Language Source Number Data length Data size
kind of distinct by tokens in bytes

tokens

Large scale corpora

Enews-c English WSJ Corpus(1987) 87 112,868,099 108MB
Enews-w 137,466 22,679,512

Jnews-c Japanese 2000–2009 Mainichi 5,758 475,101,506 1.3GB
Newspaper

Jnews-cr 94 1,087,919,430
Jnews-w 468,818 289,032.862

Cnews-c Chinese 1995 People’s 5,963 24,696,511 67MB
Daily Newspaper

Cnews-cr 88 68,325,519
Cnews-w 144,336 14,965,501

Atext-c Arabic Watan-2004 corpus 59 42,174,262 73MB
Atext-w 298,370 7,450,442

Ttext-c Thai NECTEC corpus 159 1,444,536 3.9MB
Ttext-w 16,291 280,602

Small scale corpora

Ebook1-w English Ulysses 34,359 325,692 1.5MB
Ebook2-w English Les Miserables 25,994 677,163 3MB
Fbook-w French Les Miserables 31,956 691,407 3MB
Gbook-w German Kritik der reinen 10,604 215,299 1.3MB

Vernunft
Jbook-w Japanese Dohyo 19,179 502,137 2MB
Cbook-w Chinese Hong Lou Meng 18,450 701,255 2.5MB
Abook-w Arabic Quaran 16,121 75,185 728KB
Sbook-w Sanskrit Ramayana 62,318 213,736 1.9MB

Corpora of programming languages

Python-w Python python library sources 1,517,424 48,704,374 214MB
Cplus-w C++ C++ library sources 127,332 15,617,801 64MB
Lisp-w Common Lisp sbcl and Clozure CL 164,248 2,326,270 32MB

Corpora of Unknown scripts

VoynichA-c Unknown Voynich Manuscript 22 44,360 44KB
VoynichB-c Unknown Voynich Manuscript 25 117,105 115KB
VoynichA-w Unknown Voynich Manuscript 2,628 7,460 44KB
VoynichB-w Unknown Voynich Manuscript 4,609 18,495 115KB
RongoA-c Unknown Rongorongo script 3,546 10,376 60KB
RongoB-c Unknown Rongorongo script 656 14,003 60KB

As for the small-scale corpora in the second block, the texts were only considered
in terms of words, since verification via characters produced findings consistent with
those obtained with the large-scale corpora. The texts were chosen because each was
written by a single author but is relatively large.
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Here, we summarize our preprocessing procedures. For the annotated Thai
NECTEC corpus, texts were tokenized according to the annotation. The preprocessing
methods for the other corpora were as follows:

� English: NLTK2 was used to tokenize text into words.
� Japanese: Mecab3 was used for tokenization, and KAKASI4 was used for

romanization.
� Chinese: ICTCLAS20135 was used for tokenization, and the pinyin Python

library was used for pinyin romanization.
� Other European Languages: PunktWordTokenizer6 was used for

tokenization.

All the other natural language corpora were tokenized simply using spaces.
Following Golcher (2007), who first suggested testing constancy on programming

languages, we also collected program sources from different languages (third block in
Table 1). The programs were also considered solely in terms of words, not characters.
C++ and Python were chosen to represent different abstraction levels, and Lisp was
chosen because of its different ordering for function arguments. Source code was col-
lected from language libraries. The programming language texts were preprocessed as
follows. Comments in natural language were eliminated (although strings remained
in the programs, where each was a literal token). Identical files and copies of sources
in large chunks were carefully eliminated, although this process did not completely
eliminate redundancy since most programs reuse some previous code. Finally, the
programs were tokenized according to the language specifications.7

The last block of the table lists two corpora of unknown scripts. We consider these
scripts at the end of this article in Section 4.3, through Figure 5, to show one possible
application of the text constancy measures. The first unknown script is that of the
Voynich manuscript, a famous text that is undeciphered but hypothesized to have been
written in natural language. This corpus is considered in terms of both characters and
words, where words were defined via the white space separation in the original text.
Given the common understanding that the manuscript seems to have two different
parts (Reddy and Knight 2011), we separated it into two parts according to the Currier
annotation (identified as A and B, respectively). The second corpus of unknown text
consists of the Rongorongo script of Easter Island (Daniels and Bright 1996, Section 13;
Orliac 2005; Barthel 2013). This script’s status as natural language is debatable, but
if so, it is considered to possess characteristics of both phonographs and ideograms
(Pozdniakov and Pozdniakov 2007). Because there are several ways to consider what
constitutes a character in this script (Barthel 2013), we calculate values for the two most
extreme cases as follows. For corpus RongoA-c, we consider a character inclusive of all
adjoining parts (i.e., including accents and ornamental parts). On the other hand, for

2 http://nltk.org.

3 http://mecab.googlecode.com/svn/trunk/mecab/doc/index.html.
4 http://kakasi.namazu.org.

5 http://ictclas.nlpir.org.

6 http://nltk.org.
7 With respect to the Lisp programming language, its culture favors long, hyphenated variable names that

can be almost as long as a sentence. For this work, therefore, Lisp variable names were tokenized by
splitting at the hyphens.

491



Computational Linguistics Volume 41, Number 3

corpus RongoB-c, we separate parts as reasonably as possible, among multiple possible
separation methods. Because the unit of word in this script is unknown, the Rongorongo
script is only considered in terms of characters.

3.2 Random Data

The empirical verification of convergence for real data is controversial. We must first
note that it does not conform with the standard approach to statistical testing. In the
domain of statistics, it is a common understanding that “convergence” cannot be tested.
A statistical test raises two contrasting hypotheses—called the null and alternative
hypotheses—and calculates a p-value indicating the probability of the null hypothesis
to occur. When this p-value is smaller than a certain value, the null hypothesis is
considered unable to occur and is thus rejected. For convergence, the null hypothesis
corresponds to “not converging,” and the alternative hypothesis, to “converging.” The
problem here is that the null hypothesis is always related to the alternative hypothesis
to a certain extent, because the difference between convergence and non-convergence
is merely a matter of degree. In other words, the notion of convergence for a constancy
measure does not conform with the philosophy of statistical testing. Convergence is
therefore considered in terms of the distance from convergent values, or in terms of
the error with respect to some parameter (such as data size). Such a distance cannot be
calculated for real data, however, since the underlying mathematical model is unknown.

To sum up, verification of the convergence of real data must be considered by some
other means. Our proposal is to consider convergence in comparison to a set of random
data whose process is known. For this random data, we considered two kinds.

The first kind is used to examine data convergence in Section 4.1. This random
data was generated from real data by shuffling the original text with respect to certain
linguistic units. Tweedie and Baayen (1998) presented results by shuffling words, where
the original texts were literary texts by single authors. Here, we generated random
data by shuffling (1) words/characters, (2) sentences, or (3) documents. Because these
options greatly increased the number of combinations of results, we mainly present the
results with option (1) for large-scale data in this article. There are three reasons for this:
Convergence must be verified especially at large scale; the most important convergence
findings for randomized small-scale data were already reported in Tweedie and Baayen
(1998); and the results for options (2) and (3) were situated within the range of option
(1) and the original texts.

Randomization of the words and characters of original texts will destroy various
linguistic characteristics, such as n-grams and long-range correlation. The convergence
properties of the three measures V, h1, and H2 are as follows. The convergence of V
is unknown, because it lacks a mathematical background. Even if the value of V did
converge, the convergent value for randomized data would differ from that of the
original text, since the measure is based on repeated n-grams in the text. h1 converges to
the entropy rate of the randomized text, if the data size suffices. This is supported by the
mathematical background of the algorithm, which converges to the true entropy rate for
stationary data. Even when h1 converges for random data, the convergent value will be
larger than that of the original text, because h1 considers the probabilities of n-grams.
Lastly, H2 converges to the same point for a randomized text and the original text,
because it is the approximated higher-order entropy, such that words and characters
are considered to occur independently.

The second kind of random data is used to compare the convergent values of
different texts for a constancy measure, as considered in Section 4.2. Random corpora
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were generated according to four different distributions: one uniform, and the other
three following Zipf distributions with exponents of γ = 0.8, 1.0, and 1.3, respectively,
for Equation (3). Because each set of real data consists of different numbers of distinct
tokens, ranging from tens to billions, random data sets consisting of 2n distinct tokens
for every n = 4 . . .19, were randomly generated for each of the four distributions. We
only consider the measures H2 and H0 for these data sets. Both of these measures have
convergent values, given a sufficient data size.

4. Experimental Results

From the previous discussion, we applied the three measures V, h1, and H2 with five
large-scale and eight small-scale natural language corpora, three programming lan-
guage corpora, and two unknown script corpora, in terms of words and characters.
Because there were many results for different combinations of measure, data, and token
(word or character), this section is structured so that it best highlights our findings.

4.1 Empirical Constancy

Figures 1, 2, and 3 in this section can be examined in the following manner. The hori-
zontal axis indicates the text size of each corpus, in terms of the number of tokens, on a
log scale. Chunks of different text sizes were always taken from the head of the corpus.8

The vertical axis indicates the values of the different measures: V, h1, or H2. Each figure
contains multiple lines, each corresponding to a corpus, as indicated in the legends.

First, we consider the results for the large-scale data. Figure 1 shows the different
measures for words (left three graphs) and characters (right three graphs). We can see
that V increased for both words and characters (top two graphs). Golcher tested his
measure on up to 30 megabytes of text in terms of characters (Golcher 2007). We also
observed a stable tendency up to around 107 characters. The increase in V became
apparent, however, for larger text sizes. Thus, it is difficult to consider V as a constancy
measure.

As for the results for h1 (middle graphs), both graphs show a gradual decrease. The
tendency was clearer for words than for characters. For some corpora, especially for
characters, it was possible to observe some values converging towards h∗. The overall
tendency, however, could not be concluded as converging. This result suggests the
difficulty in attaining convergence of the entropy rate, even with gigabyte-scale data.
From the theoretical background of the Grassberger algorithm, the values would pos-
sibly converge with larger-scale data. The continued decrease could be due to multiple
reasons, including the possibility of requiring far larger data than that used here, or a
discrepancy between linguistic processes and the mathematical model assumed for the
Grassberger algorithm.

We tried to estimate h∗ by fitting the Equation (9). For the corpora with good fitting,
all of the estimated values were larger than zero, but many of the results could not

8 For real data, this was done without any randomization of the order of texts for all corpora besides
Atext-w and Atext-c. The Watan corpus is distributed not in the chronological order of the publishing
dates, but as a set of articles grouped into categories (i.e., all articles of one category, then all articles of
another category, and so on). Because of this, there is a large skew in the vocabulary distribution,
depending on the section of the corpus. We thus randomly reshuffled the articles by categories for the
whole corpus before taking chunks of different sizes (always from the beginning) to generate our results.
Apart from this, we avoided any arbitrary randomization with respect to the original data summarized in
Table 1.
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Figure 1
V, h1, and H2 values in terms of words and characters for the large-scale corpora.

be fitted easily, and the estimated values were unstable due to fluctuation of the lines.
Whether a value for h∗ is reached asymptotically and also whether h∗ > 0 remain impor-
tant questions requiring separate, more extensive mathematical and empirical studies.

In contrast, H2 (or Yule’s K, bottom graphs) showed convergence, already at the
level of 105 tokens, for both words and characters. From the previous verification of
Yule’s K, we can conclude that H2 is convergent. The final convergent values, however,
differed for the various writing systems. We return to this issue in the next section.

To better understand the convergence, Figure 2 shows the results for the cor-
responding randomized data. As mentioned in Section 3.2, the original texts were

494



Tanaka-Ishii and Aihara Computational Constancy Measures of Texts

Figure 2
V, h1, and H2 values in terms of words and characters for the randomized large-scale corpora.

randomized by shuffling words and characters for the data examined by words and
characters, respectively. Therefore, all n-gram characteristics existing in the text were
destroyed, and what remained were the different words and characters appearing in a
random order. Here, we see how the random data’s behavior has some of the theoretical
properties of convergence, as summarized in Section 3.2.

As mentioned previously, because V has no mathematical background, its behavior
even for uniform random data is unknown, and even if it converged, the convergent
value would be smaller than that of the original text. The top two graphs in Figure 2
exhibit some oscillation, especially for randomized Chinese (Cnews-c,w). Such peculiar
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oscillation was already reported by Golcher himself (Golcher 2007) for uniformly
random data. This was easy to replicate, as reported in Kimura and Tanaka-Ishii
(2014), for uniformly random data with the number of distinct tokens up to a hundred.
Because the word distribution almost follows Zipf’s law, the vocabulary is not
uniformly distributed, yet oscillating results occur for some randomized data in the top
left figure. Moreover, the values seem to increase for Japanese and English for words
at a larger scale. Although the plots for some scripts seem convergent (top right graph),
these convergent values are theoretically different from those of the original texts, if
they exist, and this stability is not universal across the different data sets. Given this
result, it is doubtful that V is convergent across languages.

In contrast, h1 is mathematically proven to be convergent given infinite-length
randomized data, but to larger values than those of the original texts, as mentioned in
Section 3.2. The middle two graphs of Figure 2 show the results for h1. The majority of
the plots do not reach convergence even at the largest data sizes, but for certain results
with characters, especially in the Roman alphabet, the plots seem to go to a convergent
value (middle right). All the plots can be extrapolated to converge to a certain entropy
rate above zero, although these values are larger than the convergent values—if they
ever exist—of the real data. These results confirm the difficulty of judging whether the
entropy rates of the original texts are convergent and whether they remain above zero.

Lastly, it is easy to see that H2 is convergent for a randomized text (bottom two
graphs), and the convergent values are the same for the cases with and without ran-
domization. In fact, the plots converge to exactly the same points faster and more stably,
which shows the effect of randomization.

As for the other randomization options, by sentences and documents, the
findings—both the tendencies of the lines and the changes in the values—can be
situated in the middle of what we have seen so far. The plots should increasingly
fluctuate more like the real data because of the incomplete randomization, in the order
of sentences and then documents.

Returning to inspection of the remaining real data, Figure 3 shows V, h1, and H2
in terms of words for the small-scale corpora (left column) and for the programming
language texts (right column). For the small-scale corpora, in general, the plots are
bunched together, and the results shared the tendencies noted previously for the large-
scale corpora. V again showed an increase, while h1 showed a tendency to decrease. H2
converged rapidly and was already almost stable at 104 tokens. This again shows how
H2 exhibits stable constancy, especially with texts written by single authors.

As for the programming language results, the plots fluctuate more than for the
natural language texts because of the redundancy within the program sources. Still,
the global tendencies noted so far were just discernible. V had relatively larger values
but h1 and H2 had smaller values for programs, as compared to the natural language
texts. The differences in value indicate the larger degree of repetitiveness in programs.

Lastly, Figure 4 shows the Hα results for the Wall Street Journal in terms of words
in unigrams (Enews-w). The horizontal axis indicates the corpus size, and the vertical
axis indicates the approximated entropy value. The different lines represent the results
for Hα with α = 1, 2, 3, 4. The two H1 plots represent calculations with and without
Laplace smoothing (Manning and Schuetze 1999). We can see that without smoothing,
H1 increased, as Tweedie and Baayen (1998) reported, but in contrast to their conclusion,
we observe a tendency of convergence for larger-scale data. The increase was due to the
influence of low-frequency vocabulary pushing up the entropy. The opposite tendency
to decrease was observed for the smoothed probabilities, with the plot eventually
converging to the same point as that for the unsmoothed H1 values. The convergence
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Figure 3
V, h1, and H2 values for the small-scale corpora and programming language texts in terms of
words.

was by far slower for H1 as compared with that for H2, H3, and H4, which all had
attained convergence already at 102 tokens. The convergence values naturally decreased
for larger α, although the amount of decrease itself rapidly decreased with larger α.

In answer to Questions 1 and 2 raised in the Introduction—which measures show
constancy, with sufficient convergence speed—the empirical conclusion from our data
is that Hα with α > 1 showed stable constancy when the values were approximated
using relative frequencies. For H1, the convergence was much slower because of the
strong influence of low-frequency words. Consequently, the constancy of Hα with α > 1
is attained by representing the gross complexity underlying a text.
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Figure 4
Hα with α = 1, . . . , 4 for The Wall Street Journal (Enews-w).

4.2 Discriminatory Power of H2

Now we turn to Question 3 raised in the Introduction and examine the discriminatory
power of H2. As Yule intended, does H2 identify authors? Given the influence of differ-
ent writing systems, as seen previously in Figure 1, we examine the relation between H2
and the number of distinct tokens (the alphabet/vocabulary size). Note that because
this number corresponds to H0 in Equation (11), this analysis effectively considers texts
on the H0-H2 plane. Since H0 grows according to the text size, unlike H2, the same text
size must be used for all corpora in order to meaningfully compare H0 values.9 Given
that H2 converges fast, we chose a size of 104 tokens to handle all of the small- and
large-scale corpora.

For each of the corpora listed in Table 1 and the second kind of random corpora
explained at the end of Section 3.2, Figure 5 plots the values of H2 (vertical axis) and
the number of distinct tokens H0 (horizontal) measured for each corpus at a size of 104

tokens. The three large circles are groupings of points. The leftmost group represents
news sources in alphabetic characters. All of the romanized Chinese, Japanese, and
Arabic texts are located almost at the same vertical location as the English text. This
indicates the difficulty for H2 to distinguish natural languages if measured in terms of
alphabetic characters. The middle group represents the programming language texts
in terms of words. This group is located separately (vertically lower than the natural
language corpora in terms of words), so H2 is likely to distinguish between natural
languages and programming languages. The rightmost group represents the small-scale
corpora. Considering the proximity of these points despite the variety of the content, it
is unlikely that H2 can distinguish authors, in contrast to Yule’s hope. Still, these points
are located lower than those for news text. Therefore, H2 has the potential to distinguish
genre or maybe writing style.

9 Because H0 is not convergent, the horizontal locations remain unstable, unless the tokens are of a
phonographic alphabet. In other words, for all word-based results and character-based results not based
on a phonographic alphabet, the resulting horizontal locations are changed by increasing the corpus size.
As for the random data, the H0 values are convergent, because these data sets have a finite number of
distinct tokens. Since H0 is measured only for the first 104 tokens, however, the horizontal locations are
underestimated, especially for random data following a Zipf distribution.
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Figure 5
Convergent H2 values with respect to the number of distinct tokens for each corpus.

The natural language texts located near the line for a Zipf exponent of 0.8 are
those of the non-alphabetic writing systems.10 Note that Chinese characters have
morphological features, and the Arabic and Thai languages also have flexibility in
terms of which units are considered words and morphemes. In other words, the plots
closer to the random data with a smaller Zipf exponent are for language corpora of
morphemic sequences. The group of plots measured for phonographic scripts is located
near the line for a Zipf exponent of 1.0 (the grouping of points in the leftmost circle),
which could suggest that morphemes are more randomized units than words.

4.3 Application to Unknown Scripts: Voynich Manuscript and Rongorongo Script

The nature of unknown scripts can also be considered through our understanding thus
far. Figure 5 includes plots for the Voynich manuscript in terms of words and characters,
and for the Rongorongo script in terms of characters. Like all the data seen in this figure,
the points are placed at the H2 values (vertically) for the number of distinct tokens
(horizontally) at the specified size of 104 tokens, with the exception of Voynich-A in
terms of words. Because this corpus consists of fewer than 104 words (refer to the data
length by tokens listed for VoynichA-w in Table 1), its point is located horizontally at
the vocabulary size corresponding to the corpus’ maximum size.

For the two Voynich manuscript parts, the plots in terms of words appear near the
Arabic corpus for words (Abook-w). For characters, on the other hand, the plots are
at the leftmost end of the figure. This was due to overestimation of the total number

10 Note that here we use the values of the Zipf exponent for the random data, and not the estimated
exponents for the real data. The rank-frequency distributions of characters, especially for phonetic
alphabets, often do not follow a power law.
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of characters for the alphabetic texts (e.g., both English and other, romanized language
texts), since all ASCII characters, such as colons, periods, and question marks, are
counted. Still, the H2 values are located almost at the same position as for the other
romanized texts, indicating that the Voinich manuscript has approximately similar com-
plexity. These results suggest the possibility that the Voynich manuscript could have
been generated from a source in natural language, possibly written in some script of
the abjad type. This supports previous findings (Reddy and Knight 2011; Montemurro
and Zanette 2013), which reported the possibility of the Voynich manuscript being in a
natural language and the coincidence of its word length distribution with that of Arabic.

On the other hand, the plots for the Rongorongo script appear near the line for a
Zipf exponent of 0.8, with RongoA near Arabic in terms of words but RongoB somewhat
further down from Japanese in terms of characters. The status of Rongorongo as natural
language has been controversial (Pozdniakov and Pozdniakov 2007). Both points in the
graph, however, are near many other natural language texts (and not widely separated),
making it reasonable to hypothesize that Rongorongo is indeed natural language. The
characters can be deemed morphologically rich, because both plots are close to the line
for a Zipf exponent of 0.8. In the case of RongoA, for which a character was considered
inclusive of all parts (i.e., including accents and ornamental parts), the morphological
richness is comparable to that of the words of an abjad script. On the other hand,
when considering the different character parts as distinct (RongoB), the location drifts
towards the plot for Thai, a phonographic script, in terms of characters. Therefore, the
Rongorongo script could be considered basically morphemic, with some parts function-
ing phonographically. This conclusion again supports a previous hypothesis proposed
by a domain specialist (Pozdniakov and Pozdniakov 2007).

This analysis of two unknown scripts supports previous conjectures. Our results,
however, only add a small bit of evidence to those conjectures; clearly, reaching a
reasonable conclusion would require further study. Moreover, the analysis of unknown
scripts introduced here could provide another possible application of text constancy
measures, from a broader context.

5. Conclusion

We have discussed text constancy measures, whose values are invariant across different
sizes of text, for a given text. Such measures have a 70-year history, since Yule originally
proposed K as a text characteristic, potentially with language engineering utility for
problems such as author identification. We consider text constancy measures today to
have scientific importance in understanding language universals from a computational
view.

After overviewing measures proposed so far and previous studies on text con-
stancy, we explained how K essentially has a mathematical equivalence to the Rényi
higher-order entropy. We then empirically examined various measures across different
languages and kinds of corpora. Our results showed that only the approximated higher-
order Rényi entropy exhibits stable, rapid constancy. Examining the nature of the con-
vergent values revealed that K does not possess the discriminatory power of author
identification as Yule had hoped. We also applied our understanding to two unknown
scripts, the Voynich manuscript and Rongorongo, and showed how our constancy
results support previous hypotheses about each of these scripts.

Our future work will include application of K to other kinds of data besides natural
language. There, too, we will consider the questions raised in the Introduction, of
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whether K converges and of how discriminatory it is. We are especially interested in
considering the relation between the value of K and the meaningfulness of data.
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Schümann, T. and P. Grassberger. 1996.
Entropy estimation of symbol sequences.
Chaos, 6(3):414–427.

Shannon, C. 1948. A mathematical theory of
communication. Bell System Technical
Journal, 27:379–423, 623–656.

Shields, P. C. 1992. Entropy and prefixes.
Annals of Probability, 20(1):403–409.

Sichel, H. S. 1975. On a distribution law for
word frequencies. Journal of the
American Statistical Association,
70(351):542–547.

Simpson, E. H. 1949. Measurement of
diversity. Nature, 163:688.

Stamatatos, E., N. Fakotakis, and G.
Kokkinakis. 2001. Automatic text
categorization in terms of genre and
author. Computational Linguistics,
26(4):471–495.

Stein, B., N. Lipka, and P. Prettenhofer. 2010.
Intrinsic plagiarism analysis. Language
Resources and Evaluation, 45(1):63–82.

Teh, Y. W. 2006. A hierarchical Bayesian
language model based on Pitman-Yor
processes. In Proceedings of the 21st
International Conference On Computational
Linguistics and 44th Annual Meeting of the
ACL, pages 985–992, Sydney.

Tuldava, J. 1977. Quantitative relations
between the size of the text and lexical
richness. SMIL Quarterly, Journal of
Linguistic Calculus, 4:28–35.

Tweedie, F. J. and Baayen, R. H. 1998. How
variable may a constant be? Measures of
lexical richness in perspective. Computers
and the Humanities, 32:323–352.

Yule, G. U. 1944. The Statistical Study of
Literary Vocabulary. Cambridge University
Press.

Zipf, G. K. 1965. Human Behavior and the
Principle of Least Effort: An Introduction to
Human Ecology. Hafner, New York.

502

http://www.mitpressjournals.org/action/showLinks?crossref=10.1063%2F1.166191
http://www.mitpressjournals.org/action/showLinks?crossref=10.1023%2FA%3A1001749303137
http://www.mitpressjournals.org/action/showLinks?crossref=10.1002%2Fj.1538-7305.1948.tb01338.x
http://www.mitpressjournals.org/action/showLinks?crossref=10.1023%2FA%3A1001749303137
http://www.mitpressjournals.org/action/showLinks?crossref=10.1002%2Fj.1538-7305.1948.tb01338.x
http://www.mitpressjournals.org/action/showLinks?crossref=10.1002%2Fj.1834-4453.2005.tb00597.x
http://www.mitpressjournals.org/action/showLinks?crossref=10.1214%2Faop%2F1176989934
http://www.mitpressjournals.org/action/showLinks?crossref=10.2307%2F2285930
http://www.mitpressjournals.org/action/showLinks?crossref=10.2307%2F2285930
http://www.mitpressjournals.org/action/showLinks?crossref=10.1038%2F163688a0
http://www.mitpressjournals.org/action/showLinks?system=10.1162%2F089120100750105920
http://www.mitpressjournals.org/action/showLinks?crossref=10.1007%2Fs10579-010-9115-y
http://www.mitpressjournals.org/action/showLinks?crossref=10.1007%2Fs10579-010-9115-y


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


