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Abstract 

 

Knowledge-based Word sense Disambiguation 

(WSD) methods heavily depend on knowledge. 

Therefore enriching knowledge is one of the 

most important issues in WSD. This paper 

proposes a novel idea of combining WordNet 

and ConceptNet for WSD. First, we present a 

novel method to automatically disambiguate 

the concepts in ConceptNet; and then we en-

rich WordNet with large amounts of semantic 

relations from the disambiguated ConceptNet 

for WSD. The evaluation experiments on the 

Semeval-2007 coarse-grained all-words dis-

ambiguation task show that the enriched 

WordNet can significantly improve the per-

formance of knowledge-based WSD methods. 

1 Introduction & Motivation 

1.1 Introduction 

Word sense Disambiguation (WSD) is a task of 

selecting the proper sense of ambiguous terms in 

the text. WSD is an intermediary step within 

many Natural Language Processing (NLP) appli-

cations, such as text summarization, machine 

translation, text processing, and so on. Finding a 

solution to the WSD problem is essential or even 

compulsory for such NLP applications. 

There are two main classes of WSD ap-

proaches: supervised WSD, and knowledge-

based WSD. The former employs statistical 

learning to learn a classifier from training data. 

The preparation for these training data may be 

laborious and erroneous. Moreover, building a 

manually annotated corpus, as required by su-

pervised WSD methods, to cover all word senses 

in lexicon is expensive, and even infeasible. In 

contrast, knowledge-based WSD methods rely on 

the use of wide-coverage knowledge resources. 

These methods do not need the human labeled 

training data. The widely used knowledge re-

source in such methods is WordNet (Fellbaum, 

1998). However, WordNet-based WSD methods 

usually achieved lower performance compared to 

supervised methods, mainly due the fact that the 

lexical and semantic knowledge contained in 

WordNet is not sufficient for WSD.  

Therefore, many methods (see Section2) have 

emerged to enrich WordNet with the lexical and 

semantic knowledge for WSD purpose, such as 

by using Wikipedia, on-line lexicons, domain, 

and so on. The literature research results show 

that the use of enriched knowledge does improve 

the performance of WordNet based WSD sys-

tems, in terms of both accuracy and coverage. 

However, most of the present methods mainly 

focus on enriching WordNet with limited lexical 

and taxonomic knowledge. Though Wikipedia 

contains many semantic relations, the knowledge 

extracted from Wikipedia may contain noises, 

for some of them are derived from weak seman-

tic links, and lack of confidence. 

In this paper, we propose to use ConceptNet 

(Havasi&Alonso, 2007) with the large amounts 

of semantic relations between concepts, to enrich 

WordNet. For there are many ambiguous con-

cepts existed, ConceptNet cannot be directly 

used to enrich WordNet. Thus, we develop a 

novel methodology to automatically disambigu-

ate the ambiguous ConceptNet concepts. By us-

ing the disambiguated ConceptNet, we can en-

rich semantic relations in WordNet. To evaluate 

performance of WSD based on the extended 

WordNet, we implement a simple knowledge-

based algorithm and its extension, embedded 

with WordNet, WordNet+ConceptNet, respec-

tively. The comparison results show that using 

WordNet along with disambiguated ConceptNet 

can make even simple knowledge-based algo-

rithms achieve state-of-the-art performances. 

———————————————— 
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1.2 ConceptNet 

ConceptNet is a large collaborative Web 

knowledge resource, which encompasses com-

monsense knowledge about the spatial, physical 

social, temporal and psychological aspects of 

everyday life (e.g., airplane is capable of flight, 

plane relates to geometry). It is useful in a wide 

variety of applications such as speech recogni-

tion (Lieberman  et al., 2005), intelligent user 

interface (Speer et al., 2009), machine translation 

(Caseli et al., 2010), and so on.  

Until 2011, ConceptNet contains nearly one 

million of assertions represented as triplets like 

<concpet1, relation, concept2>, to define the 

concrete semantic relations between two specific 

concepts. All the assertions are organized as a 

semantic network, where a node stands for a 

concept, and an edge stands for a relation be-

tween two concepts.  There are above 400,000 

concepts in ConceptNet, each of them are denot-

ed as either a word or a phrase, and labeled by a 

unique identifier. In addition, ConceptNet de-

fines nearly thirty kinds of semantic relations, 

such as CapableOf (agent’s ability), SubeventOf 

(event hierarchy), MotivationOf (affect), Desir-

eOf (want to), and so on, most of which are not 

included in WordNet. Therefore, if extending 

WordNet with the large amounts of semantic 

relations contained in ConceptNet, it is desirable 

to improve the performances of WordNet-based 

WSD methods. 

However, ConceptNet cannot be directly used 

for WSD purpose due to the existence of poly-

semy and synonymy of the concepts in it.  

Polysemy is the tendency for ConceptNet 

concepts to have multiple senses. For example, a 

ConceptNet concept plane has two word senses: 

“a fixed-wing aircraft”, or “an unbounded two-

dimensional shape”. Which sense should be used 

depends on the considered assertion including 

the concept. Therefore, we should first assign the 

correct senses for those concepts in the assertions 

before using them to enrich WordNet. 

Synonymy is another tendency for the con-

cepts in ConceptNet to have a common word 

sense. For example, the concept airplane has 

only one sense: “a fix-wing aircraft”, which is 

also the first sense of the concept plane. It is ob-

vious that the concepts related to airplane should 

have the same relation with plane. However, it is 

not the case in ConceptNet. Concept airplane has 

an atLocation relation with the concept airplane 

hangar, whereas plane has not such relation with 

airplane hangar. This leads to the inconsistency 

of knowledge base. Therefore assigning the cor-

rect senses for the ambiguous concepts in the 

assertions to find the synonym concepts will im-

prove the quality of the knowledge base. 

2 Related Work 

Up to now, there are many approaches to enrich 

the knowledge of WordNet for WSD tasks. For 

instances, Magnini&Cavaglià (2000) proposed to 

use domain knowledge to assign domain labels 

to most WordNet synsets. Some researchers 

(Mihalcea&Moldovan, 2001; Navigli, 2009; 

Hwang et al., 2011) proposed to enrich semantic 

relations by means of the disambiguation of the 

glosses of WordNet or other machine-readable 

dictionaries. Some other researches (Agirre et al., 

2000; Cuadros&Rigau, 2008) extract semantic 

relations from Web to enrich WordNet. However, 

all above methods mainly aim to enrich lexical 

and taxonomic resources. Therefore some recent 

work (Mihalcea, 2007; Ponzetto&Navigli, 2010) 

exploits Wikipedia, a large collaborative Web 

encyclopedia, to extract the knowledge for WSD. 

However, the type of semantic relations extract-

ed from Wikipedia is uncertain. Moreover, it is 

hard to know which semantic relations are transi-

tive or belong to the same type (e.g. isA, part of). 

Different with the existed methods, we pro-

pose to use Conceptnet to enrich the knowledge 

in WordNet, which has several advantages over 

previous works. First, ConceptNet is a large-

scale commonsense knowledge base for many 

aspects of everyday life, such as spatial, physical 

social, temporal, psychological, and so on. In-

jecting such knowledge from ConceptNet into 

WSD system can effectively relieve the 

knowledge acquisition problem in WSD. Second, 

the semantic relations from some of the previous 

work such as Wikipedia are extracted in an indi-

rect way, each of which has no a clear relation 

type. Thus some of those semantic relations are 

too weak to be filtered (Ponzetto&Navigli, 2010). 

In contrast, the semantic relations in ConceptNet 

are directly defined as assertions, each of which 

has a very clear relation type. Therefore, the se-

mantic relations in ConceptNet are expected to 

be more robust than the others. 

3 Disambiguating ConceptNet 

For there are many ambiguous concepts existed 

in ConceptNet, it cannot be directly used to en-

rich WordNet for WSD. It is necessary to disam-

biguate the ambiguous ConceptNet concepts.  
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Assume concept plane have two senses. The 

first one is “a fixed-wing aircraft”; and the se-

cond one is “an unbounded two-dimensional 

shape”. Given a ConceptNet assertion <plane, 

usedFor, fly>, one can easily judge the appropri-

ate sense of plane in this assertion to be the first 

sense of plane. That is because people do not 

simply regard a sense of a word as an abstract 

symbol, but a concrete entity that has many 

properties. For the first sense of plane, people 

may think that it is an aircraft, also named air-

plane, and has wings, etc. For the second sense 

of plane, people may think that it is a shape, or a 

form, and relates to mathematics, etc. The con-

cepts aircraft, airplane, and wing relate to fly 

more closely than shape, form, and mathematics. 

By integrating such information, people can easi-

ly know the correct sense of plane in the asser-

tion <plane, usedFor, fly>.  

We propose a method to simulate the hu-

man’s processing of disambiguating ambiguous 

concepts by three steps. Given a ConceptNet as-

sertion <c, relation, d>, where concept c is am-

biguous (the cases of d being ambiguous or both 

c and d being ambiguous are the similar), in or-

der to disambiguate c in this assertion, firstly, we 

construct a word sense profile (WSP) for each 

sense of c. A WSP is a set of terms (words) relat-

ing to a sense, it describes the sense in a whole 

(Section 3.1). Secondly, we measure the related-

ness between the terms in WSP with d in the 

same assertion based on NGD (Section 3.2). 

Thirdly, we filter out the noisy terms in WSP, 

which would decrease the performance of Con-

ceptNet disambiguating (Section 3.3).  

As a result, we calculate the score of the WSP 

for each sense, and choose the sense with the 

lowest WSP score as appreciated one for the am-

biguous concept in the assertion. Therefore, for 

each ambiguous concept of every ConceptNet 

assertion, we can assign the appropriate sense to 

it according to the WSP scores; and the resulted 

ConceptNet can be used to extend WordNet.  

3.1 Constructing Word Sense Profile 

As we all know, WordNet is structured as a 

semantic network in which nodes stand for a 

concept sense, and are linked by a small set of 

semantic relations such as hypernymy, hypon-

ymy, meronymy, and so on. For ambiguous con-

cepts with multiple senses, there are multiple 

nodes in the network. The concept sense is repre-

sented by a synset (a set of words sharing a 

common meaning, each word is called a synon-

ymy in the synset). For an example, for concept 

plane, we can use 1

nplane  as the label of one of its 

senses, in which the subscript and superscript 

indicate its part of speech (e.g. “n” stands for 

noun) and sense no., respectively; and its synset 

is denoted as 1

nplane = (airplane, aeroplane, plane), 

illustrating that this synset is consist of three 

synonymys: airplane, aeroplane and plane. 

Moreover, each synset has a textual definition, 

namely gloss. For instance, the gloss of synset 
1

nplane  is “an aircraft that has a fixed wing and is 

powered by propellers or jets”. 

Given a WordNet synset S, we make use of 

the following knowledge resources to construct 

its Word Sense Profile, WSP(S). 

Synonymy: all synonyms in S. For an example, 

three synonyms in the synset 1

nplane  will all be 

included in the WSP( 1

nplane ). 

Hypernymy/Hyponymy: all synonyms in the 

hypernym synset H of S (e.g., S is a kind of H)  

or in the hyponym synset H of S (e.g., H is a kind 

of S). For instance, the hypernym of synset 
1

nplane is 1

ncraftair -than-heavier = (heavier-than-air 

craft), then the synonym heavier-than-air craft 

will also be included in WSP( 1

nplane ). 

Meronymy/Holonymy: all synonyms in synsets 

M which has a meronymy (e.g., M is a part of S) 

or a holonymy (e.g., S is a part of M) relation 

with S, will be containd in WSP of S. For exam-

ple, given a synset 1

nplane , one of the meronymies 
1

nplane  is 4

npod =( pod, fuel pod), so pod and fuel 

pod will also be included in WSP( 1

nplane ). 

Gloss: the set of words in the gloss of S. For ex-

ample, the gloss of synset 1

nplane  is “an aircraft 

that has a fixed wing and is powered by propel-

lers or jets”. After removing the stop words, the 

remaining words will be included in 

WSP( 1

nplane ). 

Indirect Resources: Besides above direct rela-

tions in WordNet, we also use some indirect ones 

that are derived from the transitivity of WordNet 

semantic relations, to construct the WSP. Given 

a synset A, if A has a direct relation with synset B, 

B has a direct relation with synset C, and then A 

has an indirect relation with C. Therefore, C is 

regarded as an indirect resources for A and all 

synonyms of C are also added in the WSP(A). 

For a synset S, WSP(S) is defined as the set of 

words obtained from direct or indirect resources.  

3.2 Measuring Relatedness  

Given a ConceptNet assertion <c, relation, d>, 

after getting the WSP of each sense of the am-

688



biguous concept c, we need to know which sense 

is the most likely one in this assertion by calcu-

lating a score for the WSP. To do so, we first 

measure the relatedness between a term in the 

WSP and d, and then compute the arithmetic 

mean of the values as the score of the WSP. 

Normalized Google Distance (NGD) (Cilibrasi 

et al., 2007) was proposed to measure semantic 

relatedness between two terms using the vast 

available knowledge on the Web. Concretely, 

NGD takes advantage of the number of hits re-

turned by search engine such as Google, to com-

pute the distance between terms. Small NGD 

value indicates close relatedness, while large 

value suggests the opposite. Given a term pair <x, 

y>, the normalized Google distance between x 

and y, NGD(x, y), can be obtained as follows: 

 

)}(log),(min{loglog

),(log)}(log),(max{log
),(
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  (1) 

 

Where f(x) is the number of Google hits for 

the term x, f(y) is the number of Google hits for 

the term y, f(x, y) is the number of Google hits 

for both terms x and y, and N is the number of 

web pages indexed by Google. The smaller the 

NGD score, the more related the two terms are. 

 According to the definition, it is desirable to 

use NGD to measure the relatedness between any 

term in the WSP and d. 

Note that we always compute the NGD scores 

in the context of ConceptNet assertion <c, rela-

tion, d>. That is, we only need to consider the 

relatedness between d and the term in WSP(c). 

Therefore, we sometimes simply say the NGD 

score of a term in this paper without confusion.  

3.3 Filtering the Noise Terms 

Ideally, the NGD score of any term in the WSP 

of the correct sense is lower than that in the WSP 

of incorrect sense, thus we can simply use the 

arithmetic mean of the scores to evaluate the re-

latedness of WSP and the assertion. However, it 

is inevitable that there are some noisy terms in 

WSPs, which will dramatically decrease the per-

formance of disambiguating ConceptNet.  There-

fore, we need to pay efforts to reduce such noises. 

There are two kinds of noises: those from 

WSP of the correct sense, and those from WSP 

of the wrong sense(s). Suppose we have an asser-

tion <c, relation, d>, where concept c is ambig-

uous and has two senses 1
nc  and 2

nc . Correspond-

ing to the assertion, the correct sense of c is 1
nc , 

and a wrong sense of c is 2

nc .  

Then the first kind of noises are from 

WSP( 1

nc ), which do not have close relation to d. 

Thus their NGD scores should be high, though 

they have a WordNet relation to 1

nc . For an ex-

ample, given a ConceptNet assertion <plane, isA, 

vehicle>, the correct sense of plane is 1
nplane  (a 

fixed-wing aircraft). Term navigation light is in 

WSP( 1

nplane ), however there is no close related-

ness between navigation light and vehicle, result-

ing that it is a noisy term in WSP( 1

nplane ), be-

longing to the first group. Obviously, this kind of 

noises have high NGD scores and would increase 

the score of the WSP of the correct sense, thus 

correspondingly decrease the probability of se-

lecting the correct sense as the appreciated sense 

of ambiguous concept. 

The second kind of noises are from WSP( 2

nc ), 

which have close relation to d whereas occur in 

the incorrect WSP.  Since they are closely related 

to d, their NGD scores are usually low, hence 

lower the score of the WSP of the wrong sense, 

which may lead to selecting the wrong sense as 

the appreciated one for ambiguous concept. Such 

noises mainly come from the ambiguous terms 

contained in the WSPs. For an instance, basket-

ball has two word senses: 1

nbasketball (“a game 

played on a court by two opposing teams of 5 

players”), or 2

nbasketball  (“an inflated ball used in 

playing basketball”). Based on WordNet, it is 

easy to get WSP( 1

nbasketball ) = (game, hand-

ball,…), and WSP( 2

nbasketball ) = (ball, hand-

ball,…). We can see that handball occurs in both 

WSPs. In fact, handball is itself ambiguous and 

has two senses: 1

nhandball (“a small rubber ball 

used in playing the game of handball”), 2

nhandball  

(“a game played in a walled court”). Given a 

ConcepNet assertion <basketball, isA, popular 

sport>, it is clear that the correct sense of bas-

ketball should be 1

nbasketball , while 2

nbasketball  is 

not the appropriate one for this assertion. It is 

desirable that all terms in WSP( 2

nbasketball ) have 

high NGD scores. However, it is not the case for 

term handball. According to 1

nhandball , we know 

that the NGD score of handball should be low, 

for handball and popular sport frequently co-

occur in the Web. There is no problem for the 

occurrence of handball in WSP( 1

nhandball ). 

However, it is because the computation of NGD 

score does not consider different senses of the 

same term in different occurrences, different 

handballs in different WSPs actually have the 
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same NGD scores though they correspond to dif-

ferent senses. As a result, the term “handball” in 

WSP( 2

nbasketball ) becomes a noise to the assertion 

<basketball, isA, popular sport> for it improper-

ly lower the score of WSP( 2

nbasketball ) and in-

crease the risk of assigning the sense 2

nbasketball  

to concept basketball in the assertion. 

Of course, in real applications, it is impossible 

to know which kind of noises exist and where 

they are in advance. Moreover, whether a term in 

a WSP is a noise may depend on the specific 

ConceptNet assertion, just as the handball in 

above example. We simply try three filters by 

using different strategies in the calculation of 

WSP scores: TopN filter, Threshold filter and 

Top r% filter.  

TopN filter only selects the top n terms with 

the smallest NGD scores to take part in the cal-

culation of WSP score. Threshold filter only re-

tains the terms with NGD scores lower than a 

predetermined threshold value t to compute WSP 

score. Top r% filter supposes that the number of 

noise terms may be proportionate to the size of 

WSP, and only selects the top r% terms with the 

smallest NGD scores to compute the WSP score. 

Obviously, all of above strategies aim to re-

ducing the first kind of noises by disregarding 

the terms with larger NGD scores. In fact, it is 

hard to filter out the second kind of noises for 

most of them are related to the specific concept 

sense, which keeps unknown before the calcula-

tion of WSP scores. Furthermore, there is also 

the dilemma due to the filtering that the second 

kind of noises are more likely to be retained for 

they have lower NGD scores.  

Nevertheless, we could still avert the second 

kind of noises to some extent, not by filtering, 

but by preventing them from being added into 

the WSP. Now that the second kind of noises 

mainly comes from the ambiguous terms, we can 

analyze which relationships defined in Section 

3.1 may introduce more ambiguous terms thus 

could not be taken into consideration. We will 

address this problem in Section 4.1.3. 

4 Experiments 

Our evaluation experiments consist of two steps. 

The first step is to evaluate the intrinsic quality 

of the disambiguated ConceptNet (Section 4.1), 

including the selection of the noise filters and 

analysis of effects of different combinations of 

WordNet relationships on the disambiguation 

results. The second step is to evaluate the impact 

of combining disambiguated ConceptNet and 

WordNet for coarse-grained WSD by comparing 

different methods (Section 4.2). 

4.1 Evaluation of the Disambiguating Con-

ceptNet 

To our best knowledge, there is no literature 

work for ConceptNet disambiguation before. So 

we first generate the test bed as the gold standard 

for evaluations; and then compare our disambig-

uated concepts to this gold standard to see how 

many of them are matched.  We also compare 

different noise filtering strategies mentioned in 

Section 3.3 and accordingly choose the best one 

as the final noise filter. To avoid  introducing 

more second kind of noises when generating 

WSPs, we also investigate different combina-

tions of WordNet relationships mentioned in 

Section 3.1 by comparing by disambiguating ac-

curacies.  

4.1.1 Gold Standard Generation 

To evaluate our ConcepNet disambiguating 

methods, we created a gold standard data as fol-

lows.  First, we randomly selected a set of 1,000 

assertions from the ConceptNet, and checked 

whether the included concepts have multiple 

senses in WordNet. By doing so, we found 425 

ambiguous concepts with more than one Word-

Net senses, which are contained in 365 of the 

1,000 assertions. Then we asked a language ex-

pert to annotate the WordNet senses for the am-

biguous concepts in these ConceptNet assertions. 

To see whether the annotations are convincible, 

we asked a different expert to tag the same 425 

ambiguous concepts in the 365 assertions inde-

pendently. The kappa coefficient (Carletta, 1996), 

which is used to calculate the inter-annotator 

agreement, show that the two annotations 

achieved a perfect agreement with coefficient as 

0.9. Therefore, we use the first annotation results 

as the gold standard to evaluate our methods. 

4.1.2 Comparison of Three Filter Methods 

To compare different filtering strategies men-

tioned in Section 3.3, we first construct WSP for 

each sense of the 425 concepts, and then calcu-

lating the WSP scores after noise filtering by dif-

ferent strategies separately; finally, we annotate 

each concept with a sense according to the WSP 

scores. We also did the concept annotation by 

calculating the WSP scores without noise filter-

ing for reference. In the construction of WSP, we 

made use of the following six WordNet re-

sources: synonymy, hypernymy, hyponymy, 
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meronymy/holonymy, gloss, and hyponymy→
gloss (the gloss of the hyponymy; the similar 

denotations are also used in the following). Sec-

tion 4.1.3 will show the reason. 

To investigate the significance of the WSP 

score based annotation method against the ran-

dom or dominant annotation, we also assigned a 

sense to each concept, by randomly selecting one 

from the available senses and by selecting the 

most frequent sense, respectively. 

Table 1 shows annotation accuracies of differ-

ent methods, where “MFS BL” and “Random 

BL” correspond to the performances of random 

and dominant annotation respectively. In the ex-

periments, we set n=10 for TopN filter, t=0.2 for 

Threshold filter, and r=20 for Top r% filter. The-

se parameter values were set by our experience, 

to achieve the best performances on the 425 con-

cepts.  

 

Filter Accuracy 

TopN Filter 82.4% 

Threshold Filter 61.4% 

Top r% Filter 60.5% 

No Filter 44.0% 

MFS BL 57.4% 

Random BL 20.8% 

 

Table1. Performance of the disambiguating Concep-

Net using different filter methods 

From Table 1 we can see that, the annotation 

results of WSP based methods are much more 

significant than the random method, and the use 

of noise filtering can significantly enhance the 

accuracy of the annotation. Without noise filter-

ing, the WSP based method shows even worse 

performance than the MFS baseline (-17.4%), 

which demonstrates that there are actually some 

noise terms in WSP that decrease the perfor-

mance of ConceptNet disambiguating.  

In addition, we also see that though all of the 

filter methods can effectively filter out the noise 

terms from the WSP thus improve the perfor-

mance of WSP method, TopN filter is signifi-

cantly better than the other two (+21.9% and 

+21.0% compared to Top r% Filter and Thresh-

old Filter respectively). This suggests that TopN 

would be the most appropriate filter method for 

removing the noise terms from WSPs. We think 

the result might due to the following factors. 

Firstly, Threshold filter cannot effectively re-

move the second kind of noise terms, because it 

may filter out too much right terms from the 

WSP of a wrong sense, while remain terms be-

longing to the second kind of noise. Therefore, 

there are not enough right terms to relieve the 

second kind of noise terms for the wrong sense. 

Secondly, the sizes of the WSPs may vary wildly. 

For the senses whose WSP size are small, Top 

r% filter may remain too few terms (e.g. only 

two or three terms), thus the WSP scores are very 

sensitive to the remain noises. Finally, for each 

sense, TopN filter remains a fixed number of 

terms. If the second kind of noise terms exists, 

there might be enough right terms to relieve the 

impact of those noise terms if we set the proper 

value to parameter n.  

Therefore, in the comparative experiments, we 

only consider the TopN filter. In order to get a 

proper value of n, we investigated the perfor-

mance of the filter by ranging n from 1 to 50 

stepped by one and found that it is appropriate 

for TopN filter to set n in [6, 11]. In our work, 

we set n=10. 

4.1.3 Investigation on the Resources Com-

bination 

Just mentioned in Section 3.3, WordNet re-

sources defined in Section 3.1 may introduce the 

second kind of noises. Due to the fact that this 

kind of noises is hard to be filtered out, we 

should prevent such noises from entering the 

WSPs as possible as we can. Therefore, we tried 

different combinations and evaluate our Con-

ceptNet disambiguating method, to investigate 

which combination is the best for our task.  

Although hypernymy, hyponymy, and mer-

onymy/holonymy are transitive, and can generate 

the indirect WordNet resources, the number of 

meronymy/holonymy is far below than those of 

the other two in the WordNet. Thus, we ignore 

the indirect WordNet resources derived from 

meronymy/holonymy. As a result, ten WordNet 

resources are used as the candidate resources to 

construct WSP. Five of them are direct WordNet 

resources (synonymy, hypernymy, hyponymy, 

meronymy/holonymy, and gloss), and five are 

indirect WordNet resources: hypernymy →

hyponymy, hypernymy→ gloss, hypernymy→

hypernymy, hyponymy→hyponymy, and hypon-

ymy→gloss. 

Table 2 summarizes the highest accuracies of 

our ConceptNet disambiguating method with 

different combinations of WordNet resources 

against the 425 annotated concepts. The results 

show that our method achieves the highest accu-

racy with the six WordNet resources: hyponymy

→ gloss, gloss, hyponymy, hypernymy, mer-
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onymy/holonymy, and synonymy. The combina-

tion of the six resources is abbreviated as “six 

resources” (We also tried to combine the direct 

resources with any of other four indirect re-

sources, the results show that they cannot im-

prove and even decrease the performance. Espe-

cially, hypernymy→hyponymy dramatically de-

creases accuracy (-8.94% compared to the “six 

resources”). Therefore, we do not list the accura-

cies of combining other indirect resources with 

the direct ones). We also noticed that based on 

the “six resources”, the accuracy will be de-

creased by adding any new indirect WordNet 

resource. All of above facts imply that the indi-

rect WordNet semantic resources except hypon-

ymy→gloss may contain much more noise terms 

than the direct resources, especially the second 

kind of noises. Therefore, in order to avoid intro-

ducing too many noises, we chose the combina-

tion of “six resources” to construct WSP, and 

then disambiguate the ConceptNet for extending 

WordNet purpose. 

 

Resources combination Accuracy 

Hyponymy→gloss 68.2% 

Hyponymy→gloss + gloss 73.4% 

Hyponymy→gloss + gloss + hyponymy 76.2% 

Hyponymy→gloss + gloss + hyponymy+ 

Hypernymy 

78.1% 

Hyponymy→gloss + gloss + hyponymy+ 

hypernymy+ meronymy/holonymy 

80.7% 

Hyponymy→gloss + gloss + hyponymy+ 

hypernymy+ meronymy/holonymy+ 

synonymy 

82.4% 

Six resources+ hyponymy→hyponymy 80.5% 

Six resources+ hypernymy→hypernymy 80.2% 

Six resources+ hypernymy→gloss 79.8% 

Six resources+ hypernymy→hyponymy 73.4% 

 

Table2. The highest accuracies of disambiguating 

ConceptNet with different size of WordNet resources 

4.2 Evaluation of WSD Methods 

After disambiguated, the ConceptNet can be 

used to extend WordNet for WSD. In order to 

evaluate the impact of combining disambiguated 

ConceptNet and WordNet, we performed the 

comparative experiments on the Semeval-2007 

coarse-grained all-words WSD dataset (Navigli 

et al., 2007) . We have chosen coarse-grained 

word sense disambiguation because the mean-

ings of the ambiguous concepts in the Concept-

Net assertions are naturally coarser than those in 

WordNet are. For example, given a ConceptNet 

assertion <rain, isA, water>, assigning either the 

first sense (“water falling in drops from vapor 

condensed in the atmosphere”) or the second 

sense (“drops of fresh water that fall as precipita-

tion from clouds”) in WordNet to rain is suitable.  

Since the aim of our experiment is to evaluate 

the impact of extended knowledge resource on 

WSD performance, the WSD algorithm is not the 

core of our work. Anyway, we implemented a 

simple knowledge-based algorithm, namely GM 

(Galley&McKeown, 2003), and our extending 

version. GM algorithm processes text sequential-

ly, and compares current word to all of the previ-

ous words. If one of the senses of the current 

word has a semantic relation (synonymy, hyper-

nym, hyponym, hypernymy→hyponymy) with 

any senses of previous words, then there is a 

weighted semantic edge between these two sens-

es. After processing the whole text, a disambigu-

ated graph is built, whose nodes represent the 

word senses and edges stand for the four kinds of 

semantic relations. Finally, for each sense of a 

target word, all scores of the edges linked to it 

are summed up as its score. The sense with the 

highest score is chosen as the correct sense for 

the target word.  

In addition, we simply extend GM algorithm 

by considering more semantic relations. The ex-

tended algorithm is called as ExtGM. In details, 

in the semantic network of WordNet, if the 

length of the shortest path between two senses is 

not greater than four, we also consider that there 

exists a semantic relation between them, and as-

sign the weight of this semantic relation as the 

inverse of the length. Since we did not focus on 

the WSD algorithms, the values of the two pa-

rameters (length, weight) of the implemented 

algorithms were not optimized. 

 

Resource Method P        R         F1 

WordNet GM 

ExtGM 

86.9  55.0   67.4 

87.4  70.6   78.0 

WordNet + 

ConceptNet 

GM 83.7  73.6   78.3 

ExtGM 85.5  79.9   82.6 

WordNet + 

Wikipedia 

Degree 87.3  72.7   79.4 

 MFS BL 77.4  77.4   77.4 

 Random BL 63.5  63.5   63.5 

 

Table3. Performance on Semeval-2007 coarse-grained 

all words WSD (nouns only subset) 

Table 3 shows the evaluation results of GM 

and ExtGM on Semeval-2007 coarse-grained all-

words dataset, by using different knowledge re-

sources: WordNet, WordNet+CocneptNet, where 
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P, R, and F1 represent precision, recall and F1-

measure respectively. We also use the random 

chosen sense (Random BL) and the most fre-

quent sense (MFS BL) as baselines.  

From this table, we can see that enriching 

WordNet with semantic relations from Concept-

Net yields a significantly improvement against 

only using WordNet. 

We also listed the result of Degree on Word-

Net+Wikipedia (Ponzetto&Navigli, 2010) in Ta-

ble 3, from which we can see that compared to 

Degree, our method attains a slight variation in 

precision, but a significantly high increase in re-

call. The result shows that ConceptNet can in-

crease recall for WSD more effectively than 

Wikipedia, though the size of Wikipedia is larger 

than that of ConceptNet. The reason may be that 

ConceptNet focuses on basic, unspoken 

knowledge which is obvious or common sense, 

therefore knowledge in ConceptNet may be more 

frequently used than those in Wikipedia.  

 
Resource Method P        R        F1 

ConceptNet  ExtGM 85.4  46.4   60.1 

ConceptNet(MFS) ExtGM 80.9  43.4   56.5 

 MFS BL 77.4  77.4   77.4 

 

Table4. Performance on Semeval-2007 coarse-grained 

all words WSD (nouns only subset, and ConceptNet 

Only) 

We further evaluate ExtGM on the two differ-

ent ConceptNet: ConceptNet disambiguated by 

our method; ConceptNet disambiguated by MFS 

strategy, which assigns the most frequent sense 

to each ambiguous ConceptNet concept. The re-

sults are shown in Table 4, which illustrates that 

our method can attain significantly high increase 

in precision and recall. This proves that our Con-

ceptNet disambiguating method is effective.  

 

Algorithm Nouns only 

F1                                       

All word 

F1 

ExtGM 84.1 82.8 

SUSSX-FR 81.1 77.0 

NUS-PT 82.3 83.2 

MFS BL 77.4 78.9 

Random BL 63.5 62.7 

Table5. Performance on Semeval-2007 coarse-grained 

all-words WSD with MFS as a back-off strategy when 

no sense is assigned 

Finally we compare the ExtGM with Word-

Net+ConceptNet to state-of-the-art WSD sys-

tems: SUSSX-FR (Koeling&McCarthy, 2007) 

and NUS-PT (Chan et al., 2007), which are the 

best unsupervised and supervised WSD systems 

participating in the Semeval-2007 coarse-grained 

all-words WSD task, respectively. Since the 

Semeval-2007 organizers allowed the algorithms 

to use the MFS as a back-off strategy when they 

did not return an answer, we apply this rule to 

ExtGM. Table 5 shows the results for nouns 

(1,108) and all words (2,269). The performance 

of ExtGM with WordNet+ConceptNet is signifi-

cantly better than the best unsupervised system, 

and is not statistically different from the best su-

pervised system NUS-PT. The result shows that 

enriching WordNet with the disambiguated Con-

ceptNet can effectively improve the performance 

of knowledge-based WSD algorithms. In addi-

tion, using such enriched WordNet, even a sim-

ple knowledge-based algorithm can achieve 

state-of-the-art performance. 

5 Conclusions 

In this paper, we first proposed a novel method 

for the automatic disambiguation of a large-scale 

common sense knowledge base, namely Con-

ceptNet. Then we used the disambiguated Con-

ceptNet to enrichment WordNet. Our experi-

ments show that enriching WordNet with the 

disambiguated ConceptNet can significantly im-

proves the performance of knowledge-based 

WSD methods. On one hand, even a simple 

knowledge-based WSD algorithm using the en-

riched WordNet can perform as well as the high-

est-performing supervised ones. On the other 

hand, more sophisticated approaches 

(Agirre&Soroa, 2009; Navigli&Lapata, 2010) 

may achieve even higher performance by using 

such enriched WordNet. Moreover, the proposed 

ConceptNet disambiguating method can be easi-

ly applied for other knowledge resources to im-

prove their quality too. We notice that Concept-

Net is a multilingual common sense knowledge 

base, while we only concentrate on English 

Word Sense Disambiguation in this paper. It 

would be interesting to explore the impact of this 

knowledge resource in a multilingual setting. 
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